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VOS is a new mapping technique that can serve as an alternative to the well-
known technique of multidimensional scaling. We present an extensive
comparison between the use of multidimensional scaling and the use of VOS for
constructing bibliometric maps. In our theoretical analysis, we show the
mathematical relation between the two techniques. In our experimental analysis,
we use the techniques for constructing maps of authors, journals, and keywords.
Two commonly used approaches to bibliometric mapping, both based on
multidimensional scaling, turn out to produce maps that suffer from artifacts.
Maps constructed using VOS turn out not to have this problem. We conclude
that in general maps constructed using VOS provide a more satisfactory
representation of a data set than maps constructed using well-known
multidimensional scaling approaches.

Introduction

In the field of bibliometrics and scientometridse tidea of constructing science
maps based on bibliographic data has intriguedareBers already for several
decades. Many different types of maps have beetiestuThe various types of maps
show relations among, for example, authors, doctsnéournals, or keywords, and
they have usually been constructed based on citatio-citation, or bibliographic
coupling data or based on data on co-occurrencégyfords in documents. Quite
some different techniques are available that canseel for constructing bibliometric
maps. Without doubt, the most popular techniqukegechnique of multidimensional
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scaling (MDS): MDS has been widely used for constructing mapauhors (e.g.,
McCain, 1990; White & Griffith, 1981; White & McCaj 1998), documents (e.g.,
Griffith, Small, Stonehill, & Dey, 1974; Small & Gieeld, 1985; Small, Sweeney, &
Greenlee, 1985), journals (e.g., McCain, 1991), kegwords (e.g., Peters & Van
Raan, 1993a, 1993b; Tijssen & Van Raan, 1989). Rce& new mapping technique
was introduced that is intended as an alternatvé&IDS (Van Eck & Waltman,
2007a). This new mapping technique is called VORickvstands fowisualization of
similarities. VOS has been used for constructing bibliometragppsin a number of
studies (Van Eck & Waltman, 2007b, in press; Vak,Baltman, Noyons, & Buter,
2010; Van Eck, Waltman, Van den Berg, & Kaymak, @0¥aaijer, Van Bochove, &
Van Eck, 2010, in press).

An extensive comparison between the use of MDS theduse of VOS for
constructing bibliometric maps does not yet eXistthis paper, we present such a
comparison. We perform both a theoretical and goeemental analysis. In our
theoretical analysis, we discuss the mathematidenying MDS and VOS and we
point out how the two techniques are mathematicadlgted to each other. In our
experimental analysis, we compare three approafdresonstructing bibliometric
maps. Two approaches rely on MDS, and the thirdcggh relies on VOS. We use
three data sets in our experimental analysis. Cxta set comprises co-citations of
authors in the field of information science, anottlata set comprises co-citations of
journals in the social sciences, and the third d&tacomprises co-occurrences of
keywords in the field of operations research. Ogregimental analysis indicates that
maps constructed using either of the MDS approachayg suffer from certain
artifacts. Maps constructed using the VOS appratchot have this problem. Based
on this observation, we conclude that in genergbsneonstructed using the VOS
approach provide a more satisfactory representaticthe underlying data set than
maps constructed using either of the MDS approaches

This paper is organized as follows. First, we discthe use of MDS and VOS
for constructing bibliometric maps and we study tmathematical relationship
between the two techniques. Next, we present aergmpntal comparison of three
approaches for constructing bibliometric maps, approaches relying on MDS and
one approach relying on VOS. Finally, we summaitteeconclusions of our research.

Multidimensional Scaling

In this section, we discuss the way in which MDStypically used for
constructing bibliometric maps. For more detailéstdssions of MDS, we refer to
Borg and Groenen (2005) and Cox and Cox (2001 mFrow on, we assume that the
construction of bibliometric maps is done based amroccurrence data (which
includes co-citation data and bibliographic coupldata as special cases). We use the
following mathematical notation. There arétems to be mapped, which are denoted
by 1, ...,n. The items can be, for example, authors, documgnishals, or keywords.
Fori # j, the number of co-occurrences of itemendj is denoted by;; (wherec;; =
Gi). The total number of co-occurrences of itamis denoted byc. Hence,

C=D,.C-

! Other techniques include the VxOrd technique (8gyack, Klavans, & Bérner, 2005; Klavans &
Boyack, 2006), the graph drawing techniques of Kamadd Kawai (1989) and Fruchterman and
Reingold (1991), and the pathfinder network techaide.g., Schvaneveldt, 1990; Schvaneveldt,
Dearholt, & Durso, 1988; White, 2003). For overvieaf various techniques, we refer to Bérner, Chen,
and Boyack (2003) and White and McCain (1997).



Below, we first discuss the calculation of simil@s$ between items, and we
then discuss the technique of MDS.

Similarity Measures

MDS is usually not applied directly to co-occurrenfrequencies. This is
because in general co-occurrence frequencies doprogerly reflect similarities
between items (e.g., Waltman & Van Eck, 2007). &e this, suppose that journals A
and B publish very similar articles. Suppose ale per year journal A publishes ten
times as many articles as journal B. Other thingsd equal, one would expect
journal A to receive about ten times as many dtetias journal B and to have about
ten times as many co-citations with other jourralgournal B. It is clear that the fact
that journal A has more co-citations with otherrjmls than journal B does not
indicate that journal A is more similar to othewmioals than journal B. It only
indicates that journal A publishes more articlesntlournal B. Because of this, co-
occurrence frequencies in general do not propeflgat similarities between items.

To determine similarities between items, co-ocawreefrequencies are usually
transformed using a similarity measure. Two typésimilarity measures can be
distinguished. Direct similarity measures (Van BckValtman, 2009; also known as
local similarity measures, see Ahlgren, Jarnevéadgrousseau, 2003) determine the
similarity between two items by applying a normatian to the co-occurrence
frequency of the items. Indirect similarity measufalso known as global similarity
measures), on the other hand, determine the sityilbetween two items by
comparing two vectors of co-occurrence frequendidsst researchers interested in
mapping authors or journals based on co-citatiota adaly on indirect similarity
measures. Most other researchers rely on diredlasity measures. However, direct
and indirect similarity measures can both be agpleany type of co-occurrence data.
There is, for example, no reason to confine theafisedirect similarity measures to
author and journal co-citation data.

Various direct similarity measures are being usetthe literature. Especially the
cosine and the Jaccard index are very popularrécent study (Van Eck & Waltman,
2009), we extensively analyzed a number of wellvkmalirect similarity measures.
We argued that the most appropriate measure fomal@ing co-occurrence
frequencies is the so-called association strengihy,(Van Eck & Waltman, 2007b;
Van Eck et al., 2006). This measure is also knosvtha proximity index (e.g., Peters
& Van Raan, 1993a; Rip & Courtial, 1984) or as pmebabilistic affinity index (e.qg.,
Zitt, Bassecoulard, & Okubo, 2000). The associasivangth of items andj is given

by

AS, =—— . 1)

It can be shown that the association strengthreafist andj is proportional to the ratio
between on the one hand the observed number of@arences of andj and on the
other hand the expected number of co-occurrencearafj under the assumption that
co-occurrences ofandj are statistically independent (Van Eck & Waltm2909).

For a long time, the Pearson correlation has blenmost popular indirect
similarity measure in the literature (e.g., McCdif90, 1991; White & Griffith, 1981;
White & McCain, 1998). Nowadays, however, it is Wiehown that the Pearson
correlation has some undesirable properties (Ahlgee al., 2003; Van Eck &
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Waltman, 2008). A well-known indirect similarity msure that does not have these
undesirable properties is the cosfrighe cosine of itemisandj is given by

Zk#i,j CikC ik
\/Zk#i,j Ci|2< ZK;ti,j Cjzk

For a discussion of some other indirect similaritgasures, we refer to an earlier
paper (Van Eck & Waltman, 2008).

cos, =

(2)

The Technique of Multidimensional Scaling

After similarities between items have been cal@dat map is constructed by
applying MDS to the similarities. The aim of MDS ts locate items in a low-
dimensional space in such a way that the distapteden any two items reflects the
similarity or relatedness of the items as accuyatd possible. The stronger the
relation between two items, the smaller the disgtdmetween the items.

Let s; denote the similarity between itemsandj given by some direct or
indirect similarity measure. For each pair of itenendj, MDS requires as input a
proximity p;j (i.e., a similarity or dissimilarity) and, optidhg a weightw; (w;; > 0).

In the bibliometric mapping literature, the proxims p; are typically set equal to the
similaritiess;j. The weightsw; are typically not provided, in which case MDS usgs
= 1 for alli andj. To determine the locations of items in a map, MDiSimizes a so-
called stress function. The most commonly usedstienction is given by

I (f (pu)_HXi _XJH)Z
O(Xgs...,X,) = S W, (0, : 3)

wheref denotes a transformation function for the proxiesip; andx; denotes the
location of itemi.® Typically, bibliometric maps have two dimensiomsiaely on the
Euclidean distance measure. This meansdhatxi1, Xi2) and that

Hxi _XJH = \/(Xil = X;1)" + (%, = X5)” (4)

As can be seen from Equation 3, MDS determinesottegions of items in a map by
minimizing the (weighted) sum of the squared ddferes between on the one hand
the transformed proximities of items and on theepothand the distances between
items in the map. For this idea to make sensetrédmsformation functiori has to be
increasing when the proximitieg; are dissimilarities and decreasing when the
proximitiesp; are similarities.

Depending on the transformation functigndifferent types of MDS can be
distinguished. The three most important types ofSvdde ratio MDS, interval MDS,

% There are two different similarity measures, @dfirand an indirect one, that are both referregsto
the cosine. These two measures should not be eahfuish each other.

% The stress function in Equation 3 is referred $ottee normalized raw stress function. Various
alternative stress functions are discussed in tBxSNMterature (e.g., Borg & Groenen, 2005). In this
paper, however, we do not consider these altemativess functions. The normalized raw stress
function is used by most MDS programs, including BROXSCAL program in SPSS. Some MDS
programs, such as the ALSCAL program in SPSS, ssereewhat different stress function.
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and ordinal MDS. Ratio and interval MDS are alsiemed to as metric MDS, while
ordinal MDS is also referred to as non-metric MB&tio MDS treats the proximities
pij as measurements on a ratio scale. Likewise, itteand ordinal MDS treat the
proximities P as measurements on, respectively, an intervakanordinal scaléIn
ratio MDS,f is a linear function without an intercept. In in@ MDS, f can be any
linear function, and in ordinal MD$,can be any monotone function. We note that it
makes no sense to use ratio MDS when the proxsrijeare similarities. This is
becausd would then have to be a linearly decreasing famcthrough the origin,
which means that all transformed proximities woblel negative or zero. In the
bibliometric mapping literature, researchers oftennot state which type of MDS
they use. Since the proximitigg are typically set equal to the similaritigg ratio
MDS does not seem to be used. Presumably, mostrobses use ordinal MDS (e.g.,
McCain, 1990; White & Griffith, 1981; White & McCaj 1998).

The stress function in Equation 3 can be minimizeidg an iterative algorithm.
Various different algorithms are available. A papublgorithm is the SMACOF
algorithm (e.g., Borg & Groenen, 2005). This algon relies on a technique known
as iterative majorization. The SMACOF algorithm used by the PROXSCAL
program in SPSS.

VOS

In this section, we discuss the use of VOS for traning bibliometric maps.
The aim of VOS is the same as that of MDS. Hend@S\aAims to locate items in a
low-dimensional space in such a way that the digtdretween any two items reflects
the similarity or relatedness of the items as aately as possible. As discussed below,
VOS differs from MDS in the way in which it attensgb achieve this aim.

For each pair of itemsandj, VOS requires as input a similarigy (s; > 0).
VOS treats the similarities; as measurements on a ratio scale. The similasfiase
typically calculated using the association strenggfined in Equation 1 (e.g., Van
Eck & Waltman, 2007b; Van Eck et al., 2006). VO$edmines the locations of items
in a map by minimizing

)= 2 x| ©)

i<j

subject to

2 _
n(n—l)i;HXi —xl.H =1. (6)

Hence, the idea of VOS is to minimize a weightech sof the squared distances
between all pairs of items. The squared distanted®n a pair of items is weighed by
the similarity between the items. To avoid trivdalutions in which all items have the
same location, the constraint is imposed that ttezae distance between two items
must be equal to one.
There are two computer programs in which the VO®pimay technique has

been implemented. Both programs are freely avalablsimple open source program
is available atwww.neesjanvaneck.nl/vgsand a more advanced program called

* For a discussion of the concepts of ratio scaterval scale, and ordinal scale, see Stevens 1946
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VOSviewer (Van Eck & Waltman, in press) is avai@abtwww.vosviewer.comThe
two programs both use a variant of the SMACOF atlgor mentioned above to
perform the minimization of Equation 5 subject wuition 6.

We note that the objective function in Equationds lan interesting property.
To show this property, we introduce the idea of ideal location of an item. We
define the ideal location of iteimas

« Zj:ti Si X

X, = (7)

| Zj#i Sij

That is, the ideal location of items defined as a weighted average of the locatidns
all other items, where the location of an item &ghed by the item’s similarity with
itemi. (Notice the analogy with the concept of centegraivity in physics.) The ideal
location of an item seems to be the most natucation an item can have. Because of
this, it seems desirable that items are locatedlogse as possible to their ideal location.
This is exactly what the objective function in Etjoa 5 seeks to achieve. To see this,
suppose that the locations of all items except iieare fixed, and ignore the
constraint in Equation 6. Minimization of the oljee function can then be
performed analytically and results i being equal tas defined in Equation 7.
Hence, if the locations of all items except itéerare fixed and if the constraint is
ignored, minimization of the objective function sas item to be located exactly at
its ideal location. Of course, items do not haveedi locations, and solutions are
determined not only by the objective function bldgoaby the constraint. For these
reasons, items will in general not be located dyxaatttheir ideal location. However,
due to the objective function, items at least témde located close to their ideal
location.

Relationship Between Multidimensional Scaling and VOS

In this section, we study the mathematical relatiom between MDS and VOS.
We show that, under certain conditions, MDS and \&B&closely related.

As discussed above, when researchers use MDS fmtracting bibliometric
maps, they usually seem to rely on ordinal or rdeMDS. However, when MDS is
applied to similarities calculated using the assthan strength defined in Equation 1,
the use of ordinal or interval MDS is not complgtsatisfactory. This can be seen as
follows. Suppose that itemsandj have twice as many co-occurrences as iteamslk.
Suppose also that the total number of co-occurseeatéemj equals the total number
of co-occurrences of itetka Calculation of similarities using the associatgirength
then yieldss; = 2sx. Based on this, it seems natural to expect tha map that
perfectly represents the co-occurrences the disthatween itemsandj equals half
the distance between itemandk. Of course, due to the inherent limitations oba-
dimensional Euclidean space, a map in which coioenoes are perfectly
represented usually cannot be constructed. Howeveinal and interval MDS do not
even try to construct such a map. This is becaus®oine sense the transformation
functionf has too much freedom in these types of MDS. IimatdMDS, for example,

® Mapping techniques based on the objective fundtidiquation 5 have also been proposed by Belkin
and Niyogi (2003) and by Davidson, Hendrickson,nam, Meyers, and Wylie (1998). However, the
constraints used by these researchers are diffsmmntthe constraint in Equation 6. In our expecen
the constraint in Equation 6 yields much more &attory results than the alternative constrainesus
by other researchers.



f can be any monotonically decreasing function, Whieans that any map in which
the distance between itemandj is smaller than the distance between iterasdk
may serve as a perfect representation of the eégquslE 2sx. Hence, ordinal MDS
may be indifferent between, for example, a map hctvthe distance between items
andj equals exactly half the distance between itemsdk and a map in which the
distance between itemsndj is just slightly smaller than the distance betwikemsi
andk.

We now propose an alternative way in which MDS lsarapplied to similarities
calculated using the association strength (or tp atter similarities that can be
treated as measurements on a ratio scale). Ounatitee approach does not have the
above-mentioned disadvantage of ordinal and intekfaS. In our approach, we
choose the transformation functibmo be simply the identity function, which means
thatf(p;) = p;. Using this transformation function, it is easys&e that minimization
of the stress function in Equation 3 is equivalgith minimization of

G(Xp,.n0 0 X,) = ZW‘J Hxi —xjH2 —ZZW”- o) Hxi _XJH' (8)
i<j I<]

Equation 8 makes sense only if the proximipgsre dissimilarities. Because of this,
we cannot set the proximitigl equal to the similarities;. Instead, we first have to
convert the similaritiess; into dissimilarities dj. Converting similarities into
dissimilarities can be done in many ways. We usectinversion given bg; = 1 /s;.
This conversion has the natural property that i iperfect map the distance between
one pair of items is twice as large as the distd®te/een another pair of items, the
similarity between the first pair of items is twias low as the similarity between the
second pair of items. Substitutionmf= d;j = 1 /s; in Equation 8 yields

G(Xy,...,X,) = ;Wii Hxi —X]-HZ _2;% é“xi _XJH' (9)

1

If two itemsi andj do not have any co-occurrences with each othevatiap 1
implies thats; = 0. This results in a division by zero in Equath To circumvent this
problem, we do not set the weightg equal to one, but we instead define the weights
w; as an increasing function of the similarit®gs More specifically, we defines; =

s;.° Equation 9 then becomes

G(Xy,...,%,) :ZS'iHXi —X]-HZ —ZZHXi —xjH. (10)
i<j I<]

Interestingly, there turns out to be a close retedhip between on the one hand the
problem of minimizing Equation 10 and on the othand the problem of minimizing
Equation 5 subject to Equation 6. This is stateth&dly in the following proposition.

® Hence,w; increases linearly with;. This is the most natural way to defiwg If w; increases slower
than linearly withs;, the division by zero problem remainswif increases faster than linearly wih
there is no penalty for locating two completely rsimilar items close to each other in a map. We
further note thatv; = s; is equivalent withw; = 1 /d;. This is exactly how weights are chosen in the
well-known Sammon mapping variant of MDS (Samm®&§9).
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Proposition 1.

@ If X=1(xy, ..., Xy Iis a globally optimal solution to the problemminimizing
Equation 10, then there exists a positive real remabsuch thatcX is a
globally optimal solution to the problem of mininmg Equation 5 subject to
Equation 6.

@) If X =(xg, ..., Xn) is a globally optimal solution to the problemminimizing
Equation 5 subject to Equation 6, then there exsfositive real number
such thatcX is a globally optimal solution to the problem ofnimmizing
Equation 10.

The proof of this proposition is provided in thepapdix. It follows from the
proposition that, under certain conditions, MDS &@S are closely related. More
specifically, the proposition indicates that VO® ¢e regarded as a kind of weighted
MDS with proximities and weights chosen in a spevay.

Experimental Comparison

We now present an experimental comparison of thapgroaches for
constructing bibliometric maps. Two approaches cglyMDS, and the third approach
relies on VOS. The two MDS approaches differ froathe other in the similarity
measure they use. One MDS approach uses a dimeitarsly measure, namely the
association strength defined in Equation 1. ThemMDS approach uses an indirect
similarity measure, namely the cosine defined inidigpn 2. From now on, we refer
to the two MDS approaches as the MDS-AS approadhtlzes MDS-COS approach.
Like the MDS-AS approach, the VOS approach alsas ube association strength
similarity measure. Because VOS has been develtpdae used specifically in
combination with this similarity measure, we do retudy the use of VOS in
combination with other similarity measures.

Below, we first discuss the data sets that we mgeir experimental comparison,
and we then discuss the results of the compari$ém.also briefly consider the
phenomenon of circular maps.

Data Sets

We use three data sets in our experimental congpar@ne data set comprises
co-citations of authors in the field of informatignience, another data set comprises
co-citations of journals in the social scienceg] #ime third data set comprises co-
occurrences of keywords in the field of operatioesearch. We refer to the data sets
as, respectively, the authors data set, the josithatia set, and the keywords data set.
All three data sets were obtained from the Weboiéi®e database.

The authors data set was collected as follows. Wge delineated the field of
information science. To do so, we selected theoB8njls that, based on co-citation
data, are most closely related to tloeirrnal of the American Society for Information
Science and Technology (JASIST).” These journals andASIST itself constituted our
set of information science journals. This set afrf@ls is shown in Table 1. Next, we
selected all articles with at least 4 citationsc(eding self citations) that were
published in our set of information science jousnagtween 1999 and 2008. We then

" TheJournal of the American Society for Information Science and Technology and its predecessor, the
Journal of the American Society for Information Science, were treated as a single journal.

8



counted for each author the number of selectedlesfi All authors with at least 3
selected articles were included in the authors dataThere were 405 authors that
satisfied this criterion. Finally, we counted thenwber of co-citations of each pair of
authors in the authors data set. The co-citatiequency of two authors takes into
account all articles published by the authors insai of information science journals
between 1999 and 2008.

TABLE 1. Set of journals used to delineate thedfied information science.

ACM Transactions on Information Systems Knowledge Organization
Annual Review of Information Science and Law Library Journal

Technology Learned Publishing
Aslib Proceedings Library and Information Science Research
Bulletin of the Medical Library Association Library Collections Acquisitions and Technical
College and Research Libraries Services
Computers and the Humanities Library Journal
Electronic Library Library Quarterly
Information Processing and Management Library Resources and Technical Services
Information Research-An International Electronid.ibrary Trends

Journal Libri
Information Retrieval Online
Information Technology and Libraries Online Information Review
Interlending and Document Supply Portal-Libraries and the Academy
Journal of Academic Librarianship Proceedings of the ASIS Annual Meeting
Journal of Documentation Program-Electronic Library and Information
Journal of Information Science Systems
Journal of Librarianship and Information ScienceReference and User Services Quarterly
Journal of Scholarly Publishing Research Evaluation
Journal of the American Society for Information Scientometrics

Science and Technology Serials Review

To collect the journals data set, we first selea#diournals in the Web of
Science database that belong to at least one smgaice subject category. We then
counted the number of co-citations of each pajoofnals. We took into account all
citations from articles published between 2004 20@8 to articles published at most
10 years earlier. Finally, we included in the jalsndata set all journals with more
than 25 co-citations. There were 2079 journals $h#sfied this criterion.

The keywords data set has already been used iarkergaper (Van Eck et al.,
2010). The data set includes 831 keywords that \watematically identified in the
abstracts (and titles) of 7492 articles publishedlb operations research journals
between 2001 and 2006. The co-occurrence frequeinivyo keywords was obtained
by counting the number of abstracts in which thgnkards both occur.

Results

For each of the three data sets that we considere tmaps were constructed,
one using the MDS-AS approach, one using the MDS@Pproach, and one using
the VOS approach. All maps are two-dimensional. MB&s run using the
PROXSCAL program in SPSS. Both MDS approaches wseéhal MDS? 100

8 Author name disambiguation was performed usinglgarithm that we have developed ourselves. A
few corrections were made manually. Unlike in satieer author co-citation studies, all authors of an
article were taken into account, not just the fnsthor.

° Ties in the data were kept tied. This is sometineésrred to as the secondary approach to ties (Borg
& Groenen, 2005). The secondary approach to tideislefault setting in the PROXSCAL program.
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random starts of the optimization algorithm wereedusin all three mapping
approache¥’ For the MDS approaches, stress values calculatieg Equation 3 are
reported in Table 2. The nine maps that were obthiare available online at
www.neesjanvaneck.nl/comparison_mds_yediere they can be examined in detail
using the VOSviewer software (Van Eck & Waltmanpness). The global structure
of each of the maps is shown in Figure 1. In tlgark, circles are used to indicate the
location of an item. The size of a circle refleets item’s total number of co-
occurrences. In order to facilitate the interpietabf the maps, items were clustered
using a clustering techniqu&Colors are used to indicate the cluster to whitlitem
belongs.

TABLE 2. Stress values calculated using Equatidor3he MDS-AS and MDS-COS
approaches.

MDS-AS MDS-COS
Authors 0.12 0.04
Journals 0.14 0.05
Keywords 0.16 0.07

As can be seen in Figure 1, the MDS-AS, MDS-COS] ¥@S approaches
produce quite different maps. Although all threprapches succeed to some extent in
separating items belonging to different clustel® global structure of the maps
produced by the three approaches is very diffefBme. MDS-AS approach produces
maps with the shape of an almost perfect circlee distribution of items within a
circle is more or less uniform, in particular whidve number of items is large, as in
the case of the journals and keywords data seesnidps produced by the MDS-COS
approach also seem to have a tendency to be sormewbaar, but this effect is
much weaker than in the case of the MDS-AS approAchotable property of the
maps produced by the two MDS approaches is thabritapt items (i.e., items with a
large number of co-occurrences) tend to be locaedrd the center of a map. This is
especially clear in the case of the authors andvikeys data sets. Many relatively
unimportant items are scattered throughout theppery of a map. In the maps
produced by the VOS approach, no effects are eislvhilar to those observed in the
case of the two MDS approaches. Hence, the VOSoapbrdoes not seem to have a
tendency to produce circular maps. It also doesseetn to locate important items
toward the center of a map. Instead, the VOS appregems to produce maps in
which important and less important items are disted fairly evenly over the central
and peripheral areas.

9In the case of the MDS-AS approach, rather stringenvergence criteria were required for the
optimization algorithm. Without such criteria, thlgorithm was very sensitive to local optima. Dae t
the stringent convergence criteria, the applicatibtihe MDS-AS approach to the journals data sek to
more than two days of computing time on a standdedktop computer. For comparison, the
application of the VOS approach to the same dateek less than ten minutes of computing time.

" The clustering technique that was used is similahe technique discussed in Section 2.3 of ampape
by Zhu, Takigawa, Zeng, & Mamitsuka (2009).
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MDS -AS MDS -COS VoS

Authors

Journals

Keywords

FIG. 1. Global structure of nine maps. Each rowesponds with a data set. Each
column corresponds with a mapping approach.

We emphasize that the results shown in Figure faite robust. The results do
not change much when interval MDS is used rathan trdinal MDS. Using MDS
combined with direct similarity measures other thiam association strength also does
not have much effect on the results. Furthermdre,résults shown in Figure 1 are
relatively independent of the data sets that we W& investigated numerous other
data sets, and this yielded very similar resulsweler, the almost perfectly circular
structure of maps produced by the MDS-AS approaas mot observed in the case of
data sets with only a relatively small number efrs (e.g., less than 100 items). In
the bibliometric mapping literature, a clear exaenpf a circular map produced by
MDS can be found in a study by Blatt (2009). Blaged a data set of almost 5000
items. Most bibliometric mapping studies reportedhe literature rely on data sets
with a much smaller number of items. In such stdi&IDS typically does not
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FIG. 2. Map of the authors data set constructenguie MDS-AS approach.

produce circular maps, although a tendency towamraular structure sometimes
seems visiblé?

We now focus on one data set in more detail. Thihe data set of authors in
the field of information science. We note that sanat similar data sets have also
been analyzed in a paper by Persson (1994), inllkae@vn study by White and
McCain (1998), and more recently in the work of @hend Strotmann (2008a,b,c).
Maps of the authors data set constructed usingib&-AS, MDS-COS, and VOS
approaches are shown in Figures 2, 3, and 4, rizgplgc These are the same maps as
the ones shown in the top row of Figure 1.

In various studies of the field of information suie (e.g., Astrém, 2007; White
& McCain, 1998; Zhao & Strotmann, 2008a,b,c), isHaeen found that the field
consists of two quite independent subfields. Wepadbe terminology of Astrém
(2007) and refer to the subfields as informatioeke®y and retrieval (ISR) and
informetrics. Comparing the maps in Figures 2,8 4, it can be observed that the
separation of the subfields is clearly visiblehe ¥OS map, somewhat less visible in
the MDS-COS map, and least visible in the MDS-ASridn the VOS map, the
right part represents the informetrics subfieldj(eEgghe, Glanzel, and Van Raan)

2\We note that MDS is not the only mapping technigite a tendency to produce circular maps. See
for example Boyack et al. (2005), Heimeriks, Horkagjer, and Van den Besselaar (2003), Klavans
and Boyack (2006), and Noll, Fréhlich, and Schi€BeD?2).

31n the maps, the green cluster corresponds withrfiormetrics subfield and the blue and red chsste
correspond with the ISR subfield.
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FIG. 3. Map of the authors data set constructeagusie MDS-COS approach.

and the left part represents the ISR subfield (dgeza-Yates, Jansen, Robertson,
Spink, Tenopir, and Wilson). There is only a refally weak connection between the
subfields. In the MDS-COS map, the middle righttpapresents the informetrics
subfield and the rest of the map represents thesl#field. A striking property of the
map is that the ISR subfield is rather scatterath the most prominent authors (in
terms of the number of co-citations) appearinghe tenter of the map and many
somewhat less prominent authors appearing in thiphsey. In the MDS-AS map,
the middle right part represents the informetriabfield and the rest of the map
represents the ISR subfield. As noted earlier, riteg has the shape of an almost
perfect circle. The informetrics subfield is parsiyrrounded by the ISR subfield, with
some empty space indicating the separation ofub&edds. Prominent authors in the
ISR subfield are located toward the center of tla@.nhess prominent authors tend to
be located in the top and bottom parts of the rmi&gs is quite similar to the MDS-
COS map.

A distinction is sometimes made between “hard” &uft” ISR research (e.g.,
Astrém, 2007; Persson, 1994; White & McCain, 1998)rd ISR research is system-
oriented and is for example concerned with the ldgweent and the experimental
evaluation of information retrieval algorithms. SISR research, on the other hand, is
user-oriented and studies for example users’ indtion needs and information
behavior. The distinction between hard and soft I8&earch is visible in all three
maps. In the VOS map, the lower left part represéard ISR research (e.g., Baeza-
Yates and Robertson) and the middle left and upgferparts represent soft ISR
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FIG. 4. Map of the authors data set constructeaguie VOS approach.

research (e.g., Jansen, Spink, Tenopir, and Wildarthe MDS-COS and MDS-AS
maps, the lower part represents hard ISR researdhttee middle and upper parts
represent soft ISR research. As can be seen frbthraé maps, there is much more
soft ISR research than hard ISR research. Thisiéas to what was found by Astrém
(2007).

The above comparison of the three maps of the etthata set indicates that
the MDS-AS, MDS-COS, and VOS approaches all thitexeeed reasonably well in
locating similar authors close to each other. Havethe comparison also makes
clear that the MDS-AS and MDS-COS approaches stiben serious artifacts. Both
approaches have a tendency to locate the most peamauthors in the center of a
map and less prominent authors in the peripherg uhis tendency, the separation
of subfields becomes more difficult to see. The MBS approach also has a strong
tendency to locate authors in a circular structdit@s tendency further distorts the
way in which a field is represented. Unlike the tMDS approaches, the VOS
approach does not seem to suffer from artifactst i) the VOS approach does not
seem to impose any artificial structure on a mayr. fihdings based on the maps of
the authors data set are confirmed when examirnegntaps of the journals and
keywords data sets. A detailed discussion of tkterlanaps is beyond the scope of
this paper. We note, however, that an examinatiaihese maps indicates the same
artifacts of the MDS-AS and MDS-COS approaches &sudsed above. The
interested reader can verify thisnvavw.neesjanvaneck.nl/comparison_mds_vos/
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The maps in Figures 2 and 3 indicate the consegseat the artifacts from
which the MDS-AS and MDS-COS approaches sufferthbse maps, a number of
prominent ISR authors (e.g., Spink, Wang, and Wiisare located equally close or
even closer to various informetrics authors thasame of their less prominent ISR
colleagues. However, contrary to what the maps deesnggest, there is in fact very
little interaction between the prominent ISR aushand the informetrics authors. The
relatively small distance between these two groopswuthors therefore does not
properly reflect the structure of the field of infeation science. The small distance is
merely a technical artifact, caused by the tendesicthe MDS-AS and MDS-COS
approaches to locate important items in the ceoteat map. It follows from this
observation that distances in maps constructedyusi@a MDS approaches may not
always give an accurate representation of theadtegss of items. Hence, in the case
of the MDS approaches, the validity of the intetatien of a distance as an (inverse)
measure of relatedness seems questionable. Them&p3n Figure 4 does properly
reflect the large separation between the promiieRt authors and the informetrics
authors. In this map, the interpretation of a distaas a measure of relatedness
therefore seems valid. We note that the journal lemyvord maps available online
provide similar examples of the consequences oMD& artifacts.

Explanation for Circular Maps

Finally, let us consider the phenomenon of theutaicmaps produced by the
MDS-AS approach in somewhat more detail. Althoulgis phenomenon may seem
puzzling at first sight, it actually has a quiteaghtforward explanation? Co-
occurrence data typically consists for a large pa#eros. For example, in the case of
the authors, journals, and keywords data setsecsisply 73%, 75%, and 89% of all
pairs of items have zero co-occurrences. It folléwesn Equation 1 that, when two
items have a co-occurrence frequency of zero, #esociation strength equals zero as
well. This means that in the MDS-AS approach MDg/@cally applied to similarity
data that consists largely of zeros. MDS attemptdetermine the locations of items
in a map in such a way that for each pair of itevite a similarity of zero the distance
between the items is the same. In the case ofasityildata that consists largely of
zeros, it is not possible to construct a low-din@mal map with exactly the same
distance between each pair of items with a sintylasf zero. MDS can only try to
approximate such a map as closely as possibleegpariments indicate that the best
possible approximation is a map with an almostguly circular structure. This is in
fact not a very surprising finding, since it is Weahown in the MDS literature (Buja,
Logan, Reeds, & Shepp, 1994; De Leeuw & Stoop, ;198é also Borg & Groenen,
2005) that MDS produces perfectly circular maps nak similarities between items
are equal. In our experiments, not all similarifiedfween items are equal but only a
large proportion. The circular structure of our m&ptherefore not perfect but almost
perfect.

In our experiments, the VOS approach is appliethéosame similarity data as
the MDS-AS approach. Hence, the VOS approach © abplied to similarity data
that consists for a large part of zeros. This stbe question why, unlike the MDS-
AS approach, the VOS approach does not producelairenaps. To answer this
guestion, recall how MDS and VOS are related tcheatber. As discussed earlier,
VOS can be regarded as a kind of weighted MDS \itbximities and weights
chosen in a special way. More precisely, in theea@sVOS, the proximity of two

4 For an explanation similar to ours, see MartiniN@and Mufioz (2004).
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items is set equal to the inverse of the similasityhe items. The weight of two items
Is set equal to the similarity of the items. Frdms point of view, one can say that the
VOS approach distinguishes itself from the MDS-Afr@ach in that it does not give
equal weight to all pairs of items. The VOS applogoves more weight to more
similar pairs of items. It gives little weight ta@ips of items with a low similarity. As
mentioned above, similarity data is typically doated by low values, in particular
by zeros. These low values cause the MDS-AS apprtmaproduce circular maps. In
the case of the VOS approach, however, pairs ofsteith a low similarity receive
little weight and therefore have little effect onnaap. Because of this, the VOS
approach does not produce circular maps.

Conclusions

VOS is a new mapping technique that is intendednaalternative to the well-
known technique of MDS. We have presented an exierm®mparison between the
use of MDS and the use of VOS for constructingibibetric maps. Our analysis has
been partly theoretical and partly experimentalolm theoretical analysis, we have
studied the mathematical relationship between MB& MOS. We have shown that
VOS can be regarded as a kind of weighted MDS \pitbximities and weights
chosen in a special way. In our experimental amglyse have compared three
approaches for constructing bibliometric maps, approaches relying on MDS and
one approach relying on VOS. We have found thatsreamstructed using the VOS
approach provide a more satisfactory representaticthe underlying data set than
maps constructed using either of the MDS approaches somewhat disappointing
performance of the MDS approaches is due to twdaets from which these
approaches suffer. One artifact is the tendendgdate the most important items in
the center of a map and less important items irpdrghery. The other artifact is the
tendency to locate items in a circular structurelikeé the MDS approaches, the VOS
approach does not seem to suffer from artifactss Mvorth emphasizing that our
experimental findings are quite robust. We have ende same findings for three
fairly different data sets. These data sets diif@m each other in size (405, 831, or
2079 items), in type of item (authors, journals, keywords), and in concept of
similarity (co-citation in a reference list or coemrrence in an abstract).

The interested reader who would like to try out tM®S approach to
bibliometric mapping can easily do so using the Vie®er software (Van Eck &
Waltman, in press) that is freely available vatvw.vosviewer.com The software
offers a graphical user interface that providesy emscess to the VOS mapping
technique. In addition, the software also compreivety supports the visualization
and interactive examination of bibliometric maps.
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Appendix

In this appendix, a proof of Proposition 1 is po®d. The two parts of the
proposition will be proven separately. Both paril me proven by contradiction.

First consider part (i) of Proposition 1. Lét= (xi, ..., X,) denote a globally
optimal solution to the problem of minimizing Equat 10, and letY = (yq, ..., Yn)
denote a globally optimal solution to the probleihminimizing Equation 5 subject to
Equation 6. Let be given by

n(n-1

c= .
2Zi<j X; _Xj H

Furthermore, defindJ = cX andV =Y / c. It follows from Equation 11 that)
satisfies the constraint in Equation 6. Assume lthat not a globally optimal solution
to the problem of minimizing Equation 5 subjectBEquation 6. This assumption
implies that

(11)

;SIJ“Ui _ujH2>;S’|iji _yjHZ- (12)
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It then follows that
;S'J [ _XJHZ >;Su \2 _VJ‘HZ' (13)

Extending both the left-hand side and the rightehaile of this inequality with an
additional term, where the additional term in te#-hand side equals the additional
term in the right-hand side, yields

;Su' [x 'XJHZ ‘ZEHXi =% >;Su v _ViHZ ‘ZEHW v (14)

This inequality implies thakK is not a globally optimal solution to the problerh
minimizing Equation 10. However, this contradidie tvay in whichX was defined.
Consequently, the assumption thais not a globally optimal solution to the problem
of minimizing Equation 5 subject to Equation 6 mhstfalse. This proves part (i) of
Proposition 1.

Now consider part (i) of Proposition 1. This paill be proven in a similar
way as part (i). LeX = (Xy, ..., Xn) denote a globally optimal solution to the problem
of minimizing Equation 5 subject to Equation 6, datlY = (yi, ..., yn) denote a
globally optimal solution to the problem of minirmg Equation 10. Let be given by

- 22i<j Yi _yJH.

n(n-1)

(15)

Furthermore, defindJ = cX andV =Y / c. It follows from Equation 15 thaV
satisfies the constraint in Equation 6. Assume lthat not a globally optimal solution
to the problem of minimizing Equation 10. This asgtion implies that

;31 Jui=uy[f —2;\\ui -u,|> ;Slj Iy =, [ —2;\\% 7 )

In this inequality, the second term in the left-hand sidelsgha second term in the
right-hand side. The inequality can therefore be simplibed

;Su' Hui _UJH2 >;Sﬂ”yi _yjHZ : (17)
It then follows that
;S'J [ _XJHZ >;Su \2 _VjHZ' (18)

This inequality implies thaK is not a globally optimal solution to the problem of
minimizing Equation 5 subject to Equation 6. However, this cditia the way in
which X was defined. Consequently, the assumption thet not a globally optimal
solution to the problem of minimizing Equation 10 must be falbés proves part (ii)
of Proposition 1. The proof of the proposition is now complete
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