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Chapter 1

General introduction

Part of this chapter is based on: Nieuwenhuis& Sgpma, M. (2010). Investigating the role of the
noradrenergic system in human cognition. In T. RafbM. Delgado, & E. Phelps (EdsDecision
making. Attention & Performance, Vol. XXIIDxford: Oxford University Press.



The locus coeruleus-norepinephrine system

As their name suggests, neuromodulators such asmop, acetylcholine and
norepinephrine modify the effects of neurotransenitt—the molecules that enable communication
between neurons. Neuromodulatory systems are iadadlvalmost every mental function,
including attention, learning and emotion (Robbit#97), and they are disturbed in many
neurological and psychiatric disorders, such anatn-deficit/hyperactivity disorder (ADHD),
post-traumatic stress disorder, and schizophr@ihi@. thesis focuses specifically on the role of the
noradrenergic system in human cognition and bramctfon.

The locus coeruleus (LC) is the brainstem neuror@bolty nucleus responsible for most of
the norepinephrine (NE) released in the brain. D@das widespread projections throughout the
neocortex, thalamus, midbrain, cerebellum and $pmra (Aston-Jones, Foote, & Bloom, 1984;
Berridge & Waterhouse, 2003). The LC-mediated n@aergic innervation increases the
responsivity of efferent target neurons (Berridg&&terhouse, 2003), which can be modeled as a
change in the gain (steepness) of the neuronadictn function (Servan-Schreiber, Printz, &
Cohen, 1990). Although cell recordings in non-hurmpeamates have yielded a wealth of
information regarding the dynamics of the noradrgicesystem, to date there has been very little
empirical research on the activation dynamics amdtfon of this system in humans. This is not so
surprising since the study of the noradrenergitesysn humans poses considerable
methodological challenges. For example, it is ro@sible to directly measure the
neurophysiological effects of NE in the human brdine study of these effects requires the
development of indirect measures, or the measureafi@hanges in behavior and brain activity
brought about by pharmacological manipulationshefrioradrenergic system.

The adaptive gain theory of LC-NE function

For a long time researchers have associated theEGystem with basic, nonspecific
functions such as regulating arousal and the slesq® cycle (Aston-Jones et al., 1984; Jouvet,
1969). But recent research has shown that neurolatodsi have more specific functions in the
control of behavior (e.g., Aston-Jones & Cohen,2®hara, 2009). According to an influential
recent theory, the adaptive gain theory (Aston-d@&€ohen, 2005), the LC-NE system has a
critical role in the optimization of behavioral pmmance—nby facilitating responses to
motivationally significant stimuli and regulatiniget tradeoff between exploitative and exploratory
behaviors. The adaptive gain theory is largely Baseneurophysiological observations in behaving
animals, which will be described in the followingctions.

The function of the phasic LC response
When an animal is actively engaged in performitgs&, LC neurons exhibit a rapid, phasic
increase in discharge rate to task-relevant anehaibe motivationally salient stimuli. For example,
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suchLC phasic responseme observed for target stimuli in a simple tadgtiection task in which
monkeys are required to respond to rare targetufitpresented at random intervals embedded in a
train of distractor stimuli. Provided that the aains engaged in the task, these target stimubeau
a phasic increase in LC firing rate that peaks @xprately 100-150 ms post-target and
approximately 200 ms prior to the response (e.gto-Jones, Rajkowski, Kubiak, & Alexinsky,
1994; Clayton, Rajkowski, Cohen, & Aston-Jones,H00mportantly, the LC does not exhibit this
type of phasic response to distractor stimuli,indhe phasic response associated with any other
task-related events once training is complete (réwalivery, fixation point, response movements,
etc.). However, similar phasic responses are etidily unexpected, intense, threatening, or
otherwise salient stimuli that demand effectivegessing and action (Aston-Jones, Rajkowski, &
Cohen, 1999). The ensuing release of NE in coriceds temporarily increases the responsivity of
these areas to their afferent input (Berridge & &aduse, 2003). When applied in a temporally
strategic manner (e.g., when driven by the ideaifon and evaluation of motivationally relevant
stimuli), increases in responsivity produce anease in the signal-to-noise ratio of subsequent
processing and a concomitant improvement in theieffcy and reliability of behavioral responses
(Servan-Schreiber et al., 1990). Accordingly, i baen found that LC phasic activation reliably
precedes and is temporally linked to behaviorgl@ases to task-relevant stimuli (Bouret & Sara,
2004; Clayton et al., 2004). In addition, studiasdreported a direct relation between the strength
of LC activity and response accuracy in choicetieadime tasks (Rajkowski, Majczynski,
Clayton, & Aston-Jones, 2004). Together, theseiffigel suggest that phasic noradrenergic signals
play an important role in optimizing responses tatiwationally significant stimuli.

Phasic versus tonic LC firing mode and correspogdiontrol states

Besides the phasic increases in activity followmgtivationally significant stimuli, there are
also tonic (baseline) changes in LC activity @anges happening over the course of multiple
seconds or minutes). Levels of LC tonic activityywaystematically in relation to measures of task
performance (Figure 1). Aston-Jones and colleaglL@34) recorded LC activity in monkeys during
performance of a target-detection task. Periodstefmediate tonic LC activity were accompanied
by large LC phasic responses to target stimuli,raped and accurate responding. In contrast,
periods of elevated tonic LC activity were consisieaccompanied by relatively poor task
performance, and distractible, restless behaviach$hases were also consistently associated with
a diminuition or absence of the target-evoked L@gnhresponses observed during periods of good
performance. These findings have led to the prdgbaain the waking state there are two
distinguishable modes of LC activity (Aston-Joneale 1999; Figure 1): In thehasic modge
bursts of LC activity are observed in associatiattwthe outcome of task-related decision
processes, and are closely associated with goattdat behavior. In thienic mode LC baseline
activity is elevated but phasic bursts of actidtg absent and behavior is more distractible.

According to the adaptive gain theory (Aston-Jo&&3ohen, 2005; Cohen, Aston-Jones, &
Gilzenrat, 2004), the different modes of LC acyi\serve to regulate a fundamental tradeoff
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between two control states: exploitation and exgtion. The LC phasic mode promotes
exploitative behavior by facilitating processingtask-relevant information (via the phasic
response), while filtering out irrelevant stimuhiough low tonic responsivity). By increasing the
phasic character of LC firing, the cognitive systerbetter able to engage in the task at hand, and
maximize rewards harvested from this task. In @stithe LC tonic mode promotes behavioral
disengagement by producing a more enduring andllsseminative increase in responsivity.
Although this degrades performance within the aurtask, it facilitates the disengagement of
attention from this task, thus allowing potentialgw and more rewarding behaviors to be emitted.
Thus, the transition between the two LC modes eavesto optimize the trade-off between
exploitation and exploration of opportunities feimard, and thereby maximizes overall utility.
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Non-alert Exploratory
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Figure 1. Inverted-U relationship between tonic LC activéiyd performance in tasks that require focusedtaiten
Moderate LC tonic activity is associated with omirperformance and prominent phasic LC activatalo¥ing
task-relevant stimuli (phasic LC mode). High leveigonic LC activity are associated with poor jpeniance and the
absence of phasic LC activity (tonic LC mode). Acling to Aston-Jones and Cohen (2005), shifts atbeg
continuum between the phasic and tonic LC mode®ddrresponding changes in the exploitation-exgtion
tradeoff. Figure adapted from Aston-Jones and C¢pea5s).

The adaptive gain theory further holds that theditton between phasic and tonic LC firing
modes and the corresponding control states arerdhy online assessments of utility by the frontal
structures that provide a major input to the L@, dnterior cingulate and the orbitofrontal cortex.
According to the theory, the utility signals in sieebrain areas are integrated over different
timescales and then used to regulate LC mode (Aktoes & Cohen, 2005). Brief lapses in
performance, in the context of otherwise high ytilaugment the LC phasic mode, resulting in
improved task performance. In contrast, endurirggeteses in utility drive transitions to the LC
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tonic mode, promoting disengagement from the cttesk and facilitating exploration of
behavioral alternatives.

Most of the evidence for the hypothesized link lesavutility, LC firing mode and exploitative
vs. exploratory behavior comes from animal studiesgeven that evidence is sparse. Importantly,
crucial empirical tests of the theory in humansehbgen lacking. To fill this gap, we have used
noninvasive methods to test the main assumptiottsechdaptive gain theory in human participants
(Chapters 2 and 3).

Other recent theories on the role of the LC-NE sysim in cognition

Since the publication of the adaptive gain theoggearchers have proposed several new
accounts of the role of the LC-NE system in cogrifunction. Yu and Dayan (2005), for example,
proposed that tonic NE activity signaisexpected uncertaingrising from unanticipated changes
in the nature of a task or behavioral context. Adow to Yu and Dayan, this elevated tonic NE
activity in turn promotes bottom-up relative to 4dpwn processing which facilitates learning about
the external environment. As a complementary extensf this idea, Dayan and Yu (2006)
proposed that phasic increases in LC/NE activityoele unexpected uncertainty arising from
unexpected events or state changgiin a task, and serve to interrupt ongoing cognitive
processing associated with the default task dtat similar vein, Bouret and Sara (2005)
conceptualized the phasic LC response as a “netresek” signal that allows rapid stimulus-
induced cognitive shifts and behavioral adaptatigfacilitating the reorganization of target neural
networks.

Whereas the adaptive gain theory mainly focuseh@megulation of attention and
performance, these other accounts address thefrtle LC-NE system in learning-related
processes, and hence can be seen as complementagyaidaptive gain theory. The functions of
the LC-NE system proposed by these accounts aegllyroonsistent with the adaptive gain theory.
The adaptive gain theory’s assumption that thedrictmode promotes an exploratory control
state, for example, implicitly suggests that thil facilitate learning about the external
environment, consistent with Yu and Dayan'’s (20@é&gount

The role of the LC-NE system in neuropsychiatric dsorders

Given the important role of the LC-NE system inmitign and behavior (e.g., Sara, 2009),
it is not surprising that dysfunctions of this gyathave been associated with several
neuropsychiatric disorders (e.qg., Siever & Dav#85). Aston-Jones, Iba, Clayton, Rajkowski, and
Cohen (2007) have proposed that dysregulationeofdhic and phasic components of LC activity
may give rise to a variety of psychiatric condisofror example, they hypothesized that a
“hypertonic” LC mode may underlie some symptomatténtion-deficit/hyperactivity disorder
(ADHD), post-traumatic stress disorder, and mamprdssive disorder. These disorders are
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associated with concentration problems, sleeplessared impulsivityl symptoms that resemble
the distractible behaviors of monkeys in the tdr@cmode. Conversely, a chronically “hypotonic”
LC mode may give rise to the limited emotionalibhddlat affect that are common symptoms in
depressed patients. The idea that LC dysfunctionpsicated in depression is supported by
findings of LC cell loss and depleted NE levelsha brains of suicide victims (e.g., Arango,
Underwood, & Mann, 1996; Ordway, Schenk, Stockmevy, & Klimek, 2003). In addition,
Aston-Jones et al. (2007) speculated that a “hyyzeip” LC mode may be responsible for the
extremely focused attentive state and impairedtgivd shift attention to new stimuli that are
observed in autistic patients (Mann & Walker, 2008)s important to note that these ideas aré stil
very speculative. Thus, although there is substhetiidence that the noradrenergic system is
involved in various neuropsychiatric conditiong #xact etiology underlying the relationship
between LC/NE dysfunction and neuropsychiatric iiscs remains to be determined.

Chapter 4 of this thesis focuses on a very speas# of noradrenergic dysfunction:
dopamineB-hydroxylase ([PH) deficiency. [BH deficiency is a rare genetic disorder charactelriz
by a complete lack of NE in both the peripheral eedtral nervous system. Thus, patients with
DBH deficiency may be seen as having a selectivecanmplete lesion of the noradrenergic system.
Informal clinical observations suggest thgtHddeficient patients do not have obvious cognitive
impairments, which is remarkable given the impdrtate of the LC-NE system in normal
cognitive function and in neuropsychiatric disoslérhis suggests tha3Bl-deficient patients may
have subtle neurocognitive deficits that have reeghiunnoticed in informal observations. We
tested five [BH-deficient patients and a healthy control grouppaomprehensive neurocognitive
test battery to provide a systematic evaluationeafrocognitive function in BH deficiency
(Chapter 4).

Curiosity and exploration

As described above, the adaptive gain theory pegptsat the LC-mediated trade-off
between exploitative and exploratory behaviorgisgeth by assessments of task-related utility.
However, there are also many examples of explordtehaviors that are not directly related to task
utility but seem to be driven by the innate deBiréearn or experience something that is unknown.
This drive to know or experience new things is ¢y referred to as curiosity. In many
circumstances, both animals and humans have aah&gndency to explore novel, unexpected or
uncertainty-inducing stimuli (Berlyne, 1960; Daffn&lesulam, Scinto, Cohen, Kennedy, et
al.,1998; Ennaceur & Delacour, 1988; Hughes, 200iftmann, Daw, Seymour, & Dolan, 2008),
which suggests that the exploration of curiosityuaing stimuli is intrinsically rewarding. In the
reinforcement-learning literature, the bias towdtdsexploration of novel or uncertain options is
captured by the concept of an "exploration bonhat is assigned to novel or uncertain stimuli to
increase their expected value and promote theioexon (e.g., Kakade & Dayan, 2002; Sutton &
Barto, 1998).
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Pharmacological studies in rats have suggestedtinatsity-related exploratory behavior is
mediated by the LC-NE system (Devauges & Sara, ;198fa, Dyon-Laurent & Hervé, 1995;
Mansour, Babstock, Penney, Martin, McLean, et28l03). These studies found that drug-induced
enhancements of phasic LC/NE activity resultechareéased exploration of novel and unexpected
objects (i.e. specific exploration), but did natn@ase general exploratory activity (Devauges &
Sara, 1990; Mansour et al., 2003). In contrastfrphaological and environmental manipulations
that enhance tonic LC/NE activity have been foumcesult in increased spontaneous sampling of
random environmental stimuli, and in wider-rangamgl more varied movement patterns (i.e.
diversive exploration; Flicker & Geyer, 1982; Maoset al., 2003). These findings are consistent
with the assumptions of the adaptive gain theoay tihe phasic and tonic modes of LC activity
promote, respectively, focused and divided attentio

The distinction between specific and diversive ergtion resembles the distinction that has
been proposed between specific and diversive dtyjasferring to the desire for a particular piece
of information versus the more general stimulaseeking motive that is closely related to
boredom (Berlyne, 1960). A second, orthogonaljmtitibn has been made between perceptual
curiosity, which is evoked by novel, strange or ayjabus perceptual stimuli, and epistemic
curiosity, which refers to the desire for intellggt knowledge which applies mainly to humans
(Berlyne, 1954).

In the 1960’s and 70’s, curiosity was a topic déirse investigation among experimental
psychologists, resulting in an extensive theorefreenework for understanding curiosity and
related behaviors. According to a classic psycholdheory, curiosity evoked by ambiguous or
conflict-inducing stimuli produces increased lev@igrousal and is experienced as an aversive
state, due to lack of information (e.g., Berlyn868). The theory further proposes that termination
of this condition, through access to relevant infation, is rewarding and promotes learning.
Although curiosity is one of the most basic biotmjidrives in both animals and humans, and has
been identified as one of the key motives for leggand discovery, the topic has been largely
neglected in cognitive neuroscience; hence theaheugchanisms underlying curiosity are still
poorly understood. Chapter 5 of this thesis dessrdbstudy in which we investigated the neural
correlates of human perceptual curiosity.

Arousal, accessory stimuli and temporal uncertainty

Most of the topics discussed in this thesis areadiplinked to arousal, a fundamental
property of behavior. The concept of arousal isrgjty related to attention, anxiety, stress and
motivation, but has proven difficult to define. Th€-NE system is often associated with arousal,
based on classical findings that tonic LC actigityaries with stages of the sleep-wake cycle (e.qg.,
Aston-Jones & Bloom, 1981a; Hobson, McCarley, & \Mgki, 1975) and that LC neurons exhibit
strong phasic responses to salient and arousimglsie.g., Aston-Jones & Bloom, 1981b; Grant,
Aston-Jones, & Redmond, 1988). In addition, theerted-U relationship between tonic LC activity
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and performance (Figure 1) resembles the Yerkes@uocdelationship between arousal and
performance, one of the most important componerasausal theory (Duffy, 1957; Yerkes &
Dodson, 1908). Recent studies have corroborateddtien that the LC-NE system plays a crucial
role in the regulation of arousal (e.g., Gompf, Mat Fuller, Wood, Pedersen, et al., 2010; Carter,
Yizhar, Chikahisa, Nguyen, Adamantidis, et al., @01

Obviously, the LC-NE system is not the only arousddted system. It is generally accepted
that arousal is a multifaceted construct which cosas a constellation of brain and somatic
systems that subserve distinct but often overlapfpinctions (Neiss, 1988; Pribram &
McGuinness, 1975; Robbins, 1997). One of thes@Bysis the peripheral sympathetic nervous
system. Motivationally significant stimuli or evertypically elicit both a phasic LC response and a
phasic response of the peripheral sympathetic msrggstem that is often referred to as the
orienting responséLynn, 1966; Pavlov, 1927; Sokolov, 1963). The iotileg response entails a
collection of physiological changes, including engrary dilation of the pupils, a rise in skin
conductance, and a momentary change in heartaradas typically accompanied by a shift of
attention toward the eliciting event. Anatomicahsilerations suggest that the parallel activation o
the peripheral sympathetic nervous system and @&lE system following motivationally
significant events reflects co-activation of these systems by a common afferent source in the
medulla (Aston-Jones, Ennis, Pieribone, NickellSRKipley, 1986; Nieuwenhuis, De Geus, &
Aston-Jones, 2011). Nieuwenhuis et al. (2011) Hypsized that the co-activation of the LC-NE
system and the peripheral sympathetic nervousmyallews efficient mobilization for action in
response to motivationally significant events: tl@eNE system facilitates the execution of
cognitive decisions concerning proper behavioth@face of urgent stimulus demand while, at the
same time, the peripheral sympathetic nervous syfeilitates physical execution of the chosen
behaviors.

As described above, the orienting response anghasic LC response are driven by
motivationally significant task-relevant stimulytoalso by novel or intense task-irrelevant stiguli
such as unexpected loud sounds. The automatictiogent attention towards salient task-irrelevant
stimuli generally disrupts performance on the conicant task (e.g., Parmentier, Elford, Escera,
Andrés, & San Miguel, 2008; Schroger and Wolff, 8Howeverthere are also instances where
the occurrence of a task-irrelevant sound leadiasier responses to a simultaneously presented
imperative stimulus in another modality (e.g., B#em, Clark, & Edelstein, 1969a,b; Hackley &
Valle-Inclan, 1998, 1999; Valls-Solé, Sole, Valldeta, Muiioz, Gonzalez, et al., 1995). This
phenomenon has been referred to astwessory-stimulus effeend is generally attributed to a
temporary increase in arousal. Besides their effeaeaction times, accessory stimuli have been
found to elicit an increase in response force @ijlFranz, & Ulrich, 1999; Stahl & Rammsayer,
2005). Pharmacological manipulations in cats hénosve that the availability of NE is critical for
accessory-stimulus induced increases in motoriagtat least in the case of reflexive responses
(Stafford & Jacobs, 1990). A possibility that remsato be explored is that an NE-mediated
temporary increase in neuronal responsivity (ongaiso underlies the accessory-stimulus induced
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speeding of reaction times. It is interesting ttena this regard that changes in gain are closely
related to, and under certain conditions can bévatgnt to, changes in decision threshold (Servan-
Schreiber, Printz, & Cohen, 1990). Thus, one pdssitechanism underlying the speeding of
responses by accessory stimuli is a temporary iog@f the decision threshold. Despite a
substantial empirical database, there is no geagraement among researchers regarding the
neurocognitive mechanisms underlying the facilitateffect of accessory stimuli. Chapter 6 of this
thesis describes two experiments that aimed to stoed light on the effects of accessory stimuli
on different components of information processing.

The effects of task-irrelevant accessory stimulirdarmation processing are exogenously-
driven (i.e. automatic). A possibly related endagesty-driven phenomenon is the speed-up of
reaction times to an imperative stimulus whenintsrtg is highly predictable. This phenomenon,
referred to as the warning effect or temporal-prafien effect, is typically investigated by means
of paradigms in which participants use temporabkdoeanticipate the onset of an imperative
stimulus. In contrast to the accessory-stimulusgiigm, the interval between the temporal cue and
the imperative stimulus is long enough to enablderte preparation. Like the accessory-stimulus
effect, temporal-preparation effects have beerbated to NE-mediated changes in alertness
(Coull, Nobre, & Frith, 2001; Fernandez-Duque & Rers 1997; Witte & Marrocco, 1997).
Furthermore, it has been found that the firing cdteC neurons increases during the interval
between the temporal cue and the imperative stisnfamamoto & Ozawa, 1989). This raises the
possibility that the temporal-preparation effead #ime accessory-stimulus effect may correspond to
endogenous and exogenous instances of the sameyimgiprocess: whereas accessory stimuli, by
virtue of their salience, may elicit an automatieé-hhediated increase in gain, temporal preparation
may allow controlled gain modulations resultinghe optimization of system parameters at the
expected onset of the imperative stimulus. Chaptarthis thesis describes two experiments in
which we investigated temporal-preparation effectsnformation processing.
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Chapter 2

Pupil diameter predicts changes in the exploration-
exploitation trade-off. Evidence for the adaptiagtheory

This chapter is published as: Jepma, M., & NieuwgnIS. (in press). Pupil diameter predicts
changes in the exploration-exploitation tradeoffidence for the adaptive gain theory of locus
coeruleus functionlournal of Cognitive Neuroscience.
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Abstract

The adaptive regulation of the balance betweerogafibn and exploration is critical for the
optimization of behavioral performance. Animal @®f and computational modeling have
suggested that changes in exploitative vs. exglograbpntrol state in response to changes in task
utility are mediated by the neuromodulatory locosraleus-norepinephrine (LC-NE) system. Recent
studies have suggested that utility-driven changesntrol state correlate with pupil diameter, and
that pupil diameter can be used as an indirectenafi_C activity. We measured participants’ pupil
diameter while they performed a gambling task aitfradually changing pay-off structure. Each
choice in this task can be classified as explogadr exploratory, using a computational model of
reinforcement learning. We examined the relatignbleitween pupil diameter, task utility and choice
strategy (exploitation vs. exploration), and fodinak (i) exploratory choices were preceded bygelar
baseline pupil diameter than exploitative choi¢@sndividual differences in baseline pupil diatee
were predictive of an individual's tendency to explt and (iii) changes in pupil diameter
surrounding the transition between exploitative exploratory choices correlated with changes in
task utility. These findings provide novel evidertleat pupil diameter correlates closely with
control state, and are consistent with a roleHerltC-NE system in the regulation of the
exploration-exploitation trade-off in humans.
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Introduction

Imagine you are in a restaurant, and are facedtivglilecision what food to order. One
option is to choose a familiar dish that you knowd &ike. Alternatively, you could try an
unfamiliar dish, and take the risk that you migbt like it. However, it is also possible that the
unfamiliar dish turns out to become your new fatenvhich you would never have discovered
when sticking to the familiar dish. This examplastrates the dilemma between exploiting well-
known options and exploring new ones. The traddsefiveen exploitation and exploration plays an
important role in all kinds of decisions, espegiatli unfamiliar or changing environments.
Although there has been a recent rise in studiessiigating the strategies that are used to handle
this trade-off and the neural mechanisms involfedd review see Cohen, McClure, & Yu, 2007),
these issues are still poorly understood.

One relevant line of research that addressessigisuggests that the locus coeruleus-
norepinephrine (LC-NE) neuromodulatory system pkysmportant role in regulating the balance
between exploitation and exploration (Aston-JonegSdhen, 2005; Usher, Cohen, Servan-
Schreiber, Rajkowski, & Aston-Jones, 1999). Astonek and Cohen have proposed that
exploitative and exploratorgontrol statesare mediated by two modes of LC activity, called t
‘phasic’ and the ‘tonic mode’, respectively. Theapit LC mode is characterized by an intermediate
level of LC baseline activity and large phasic @ases in activity in response to task-relevant
stimuli. The ensuing phasic release of NE in caltareas temporarily increases the responsivity (or
gain) of these areas to their afferent input, $elely potentiating the processing of these task-
relevant stimuli (Berridge & Waterhouse, 2003; Da3@02; Servan-Schreiber, Printz, & Cohen,
1990). Conversely, the tonic LC mode is characterizy an elevated level of LC baseline activity
and tonic NE release, and the absence of phagionses

According to the adaptive gain theory (Aston-Joé&ohen, 2005), the two LC modes
promote exploitation and exploration by adaptivadjusting the responsivity of cortical neurons:
the phasic mode produces selective increases nomauesponsivity in response to task-related
stimuli, thereby optimizing performance in the emtrtask (i.e. exploitation). In contrast, the toni
mode produces a more enduring and less discrimgatcrease in neuronal responsivity. Although
this degrades performance within the current tis&cilitates the disengagement of attention from
this task and the processing of other non-taske@lstimuli and/or behaviors (i.e. exploration). A
second assumption of the theory is that transitimt#/een the phasic and tonic LC modes and
corresponding control states are driven by onlgseasments of task-related utility carried out in
ventral and medial frontal structures (Aston-Jo&€3ohen, 2005). Consistent with this hypothesis,
anatomical studies have shown that the primarya#ioal projections to LC come from

! Whereas we discuss the phasic and tonic LC maldistinct, they likely represent the extremes obatinuum of
function. When we refer to the phasic or tonic L6d®, we mean morephasic or tonic LC mode, not necessarily the
extremes of the continuum.
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orbitofrontal and anterior cingulate cortex (Astbones et al., 2002; Rajkowski, Lu, Zhu, Cohen, &
Aston-Jones, 2000; Zhu, Iba, Rajkowski, & Aston€mr2004)—areas known to be responsive to
task-related rewards and costs of performance (Boky 2007; Ridderinkhof, Ullsperger, Crone,

& Nieuwenhuis, 2004). In order to adaptively regelthe balance between exploitation and
exploration, utility assessments are integrated bwéh short (e.g., seconds) and longer (e.g., tens
of seconds) timescales. If long-term utility isigemporary decreases in utility augment the
phasic LC mode, in order to restore task perforrma@onversely, long-term decreases in utility
drive the LC toward the tonic mode, which facisidisengagement from the current task and
exploration of alternative behaviors.

The adaptive gain theory has been supported maynbpmputational modeling studies
(Usher et al., 1999) and neurophysiological stushe@aonkeys that have used relatively simple
tasks (Aston-Jones & Cohen, 2005). In contrast) wite notable exception (Gilzenrat,
Nieuwenhuis, Jepma, & Cohen, 2010), there have bedasts of this theory in humans yet. In
order to test the theory in humans, a non-invasieasure of LC activity is required. There is
preliminary evidence that pupil diameter can prevsdch a measure: although it does not appear to
be under direct control of the LC, pupil diametecorrelated with LC activity and thus may be
useful as a “reporter variable” (Nieuwenhuis, dei§& Aston-Jones, in press). Rajkowski,
Kubiak, and Aston-Jones (1993), for example, foarstirong correlation in monkeys between
baseline pupil diameter and tonic LC firing ratenthe course of 90 minutes of performance in a
target-detection task. Furthermore, a recent stiu@alyinvestigated how pupil diameter is related to
experimental manipulations of task-related utitityd behavioral indices of task (dis)engagement
showed that pupil diameter varied in a way constsigth predicted LC dynamics (Gilzenrat et al.,
2010). Specifically, this study showed that deagsas long-term utility and behavioral indices of
task disengagement were associated with increasditie pupil diameters and decreased pupil
dilations, mirroring the high tonic and low phaativity associated with the tonic LC mode.
However, although this study assessed pupil efeesteciated with task (dis)engagement, it did not
explicitly investigate the exploitation-exploratitmade-off since participants were not given the
opportunity to explore different task options.

Inspired by the recent evidence that pupil diametight be used as an indirect index of LC
activity, we measured participants’ pupil diamet#ile they performed a ‘four-armed bandit’ task
with a gradually changing pay-off structure in whibe trade-off between exploitation and
exploration is a central component (Daw, O'Dohddigyan, Seymour, & Dolan, 2006; Figure 1,
Appendix). Optimal performance in this task regsii@gedelicate balance between exploitative and
exploratory choices. We examined whether the iahip between pupil diameter, control state
and task-related utility was consistent with the twain assumptions of the adaptive gain theory,
namely that LC mode regulates the trade-off betveegaoitative and exploratory control states,
and that transitions between LC modes are driveasBgssments of task-related utility. The first
assumption predicts that exploratory choices valblssociated with a larger baseline pupill
diameter, possibly reflecting a more tonic LC matian exploitative choices. In addition, this
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assumption suggests that individual differencesvigrall pupil diameter might be correlated with
individual differences in exploratory choice betwmvparticipants with larger overall pupil
diameters, perhaps suggestive of a more tonic L@emmay make more exploratory choices. The
second assumption predicts that changes in usilityounding the transition between control states
will be accompanied by specific changes in baselunal diameter: a steady increase in baseline
pupil diameter as decreasing utility drives theipgrant toward exploration; a monotonic decrease
in baseline pupil diameter as utility increasesrattie participant has started a new series of
exploitative choices.

trial

Figure 1. The four-armed bandit task. Participants madeatepkechoices between four slot machines. Unlikedstal
slots, the mean pay-offs of the four machines cedrgyadually and independently from trial to t(falur colored
lines). Participants were encouraged to earn ay paints as possible during the experiment. Afteréxperiment,
each choice was classified as exploitative or eapboy, using a computational model of reinforcethearning.

Materials and Methods

Participants

Seventeen volunteers participated (11 women; ag§e2Blyears; mean age = 22.4). The
experiment was approved by the local ethics reWdieard and conducted according to the
principles expressed in the Declaration of Helsiiormed consent was obtained from all
participants.

Stimuli and Procedure

Participants performed a ‘four-armed bandit’ taghile their pupil diameters were
continuously measured. The task was a slightly fremtlversion of the task used by Daw et al.
(2006). Participants were presented with pictufdswr different colored slot machines (of equal
luminance) on a medium gray background. The slathimn&s stayed on the screen during the entire
experiment. Each trial started with a 4 s intedaiing which the slot machines were displayed, but
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participants could not select a machine yet. Attés, a black fixation cross appeared in the center
of the screen, indicating that participants codlést one of the slot machines, by pressing the ‘g’
‘W’'-, ‘a’- or ‘'s’- key. Participants had a maximuaf 1.5 s in which to make their choice; if no
choice was made during that interval, a ‘TIME OUiéssage appeared in the center of the screen
for 3 s to signal a missed trial (average numbenigked trials = 1.7). If participants responded
within 1.5 s, the lever of the chosen slot machwas lowered and the number of points earned was
displayed in the chosen machine. These points dispdayed until the end of the trial, which was 7
s after trial onset. Importantly, the number ofgsipaid off by the four slot machines gradually
and independently changed from trial to trial (Fey; Appendix).

The experiment was conducted at a slightly dimnfiechination level (room illumination
100 lux). We recorded pupil diameter at 60 Hz usinigpbii T120 eye tracker, which is integrated
into a 17-inch TFT monitor (Tobii Technology, Stbckm, Sweden). Participants were seated at a
distance of approximately 60 cm from the monitaroPto the start of the experimental session,
participants viewed visually presented instructjonsluding an instruction that the pay-offs of the
machines would change throughout the experimedtwaane given 24 practice trials to familiarize
them with the task. After the practice trials, gaptants were instructed that the machines had been
reset for the experimental session. The experirhsassion consisted of 180 trials, and lasted about
20 minutes. We instructed the participants thay theuld be paid according to how many points
they had earned during the experimental sessioral$éeinstructed them that on average
participants earned 2.50 euros in this experintdéotvever, we did not tell participants how the
number of points was converted into euros, or Wt cumulative point total was. At the end of
the experiment, each participant was paid 3 euros.

Data Analysis

Behavioral Analysisin order to classify each choice as exploitativexploratory, we fitted
a reinforcement-learning model to the data of qaticipant. We used the same model as used by
Daw et al. (2006). This model consists of a meanking rule that estimates the mean pay-off of
each machine, and a choice rule that selects aingbhsed on these estimations (Appendix). The
choice rule we used was the ‘softmax’ rule. Thie mssumes that choices between different
options are made in a probabilistic manner, suahttie probability that a particular machine is
chosen depends on its relative estimated pay-bo#.&xploitation-exploration balance is adjusted
by a parameter referred to as gain, or inverse ¢éeatgre: with higher gain, action selection is
determined more by the relative estimated pay-affthe different options, whereas with lower
gain, action-selection is more evenly distributerbas the different options. We classified each
choice as exploitative or exploratory accordingvteether the chosen slot machine was the one with
the maximum estimated pay-off (exploitation) or (etploration).

Pupil Analysis Pupil data were processed and analyzed using Biiaion Analyzer (Brain
Products, Gilching, Germany). Artifacts and blinkare removed using a linear interpolation
algorithm. We assessed the baseline pupil dianpei@rto the selection of a slot machine, as well
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as the magnitude of the pupil dilation followingtbelection of a slot machine. To determine
baseline pupil diameter, we averaged the pupil atiae period from 2.5 s to 0.5 s before the key-
press. The pupil data during the 0.5 s immedigietgeding the key-press were not included in the
baseline period because most participants showedtaripatory increase in pupil diameter starting
about 0.5 s before their key-press response. Thit dlilation evoked by choosing a machine and
perceiving the received pay-off was measured akitifeest deviation from the baseline in the 3 s
following the key-press response.

We compared the average baseline pupil diametepapitldilation on exploitation versus
exploration trials. In addition, we calculated tteggree of exploration for each exploratory choice,
by subtracting the estimated pay-off of the chas@ehine from the maximum estimated pay-off.
We divided all exploration trials into three egyadized bins based on the degree of exploration
(low, medium and high), and assessed the averagdima pupil diameter for these three
exploration bins. Since the number of points eamas displayed immediately after the selection
of a slot machine, the pupil dilation on each tredlected both the selection of a machine and the
processing of the received pay-off. Due to thisfeond, we could not unequivocally interpret
differences in pupil dilation between exploitatimmd exploration trials, and focused our analyses
on the baseline pupil diameter.

Compared to exploitative choices, exploratory cesiwere more often preceded by other
exploratory choices. In addition, exploratory clesievere associated with a lower pay-off and more
negative prediction error on the previous triald alower expected pay-off and higher entropy on
the current trial (see Results). Entropy is anxnaolethe similarity of the four slot machines’
expected pay-offs; it increases as the expecteafiayf the four slot machines become more
similar. Entropy thus provides an estimate of thesl of uncertainty, or conflict, associated with
figuring out which slot machine is the most valwThe entropyd(X) on each trial was calculated
as:

H(X)==2_P(x)log, P(x)

whereP(x, )s the probability of choosing slot machixe To assess whether these potential

confounds could account for the differences in lr@sg@upil diameter on exploration and
exploitation trials, we subjected the single-thakeline pupil diameter values to a multiple linear
regression analysis, separately for each partitigztmoice strategy (explore vs exploit) and the fiv
above-mentioned nuisance variables (expected dagsifopy, and the pay-off, prediction error
and strategy on the previous trial) as well asrestant were included as explanatory factors. For
choice strategy and choice strategy on the previtalswe used binary factors that have a value of
1 on exploit trials and 0 on explore trials. Toessswhich variables were significant predictors of
baseline pupil diameter, we conducted a one-sat¥tpl on the regression coefficients of each
explanatory factor (Lorch & Myers, 1990).

We also assessed whether individual differencgsiml diameter predicted individual
differences in exploratory behavior. In this anaysie computed the between-subjects correlation
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between the average baseline pupil diameter angrdportion of exploratory choices, and between
the average baseline pupil diameter and the vdltleeaain/inverse temperature parameter of the
reinforcement learning model.

To assess the development of our utility measyrag-¢ff, expected pay-off and entropy)
and baseline pupil diameter surrounding the treomstietween exploitative and exploratory choice
strategies, we averaged trials as a function of gosition relative to the transition from an
exploitative to an exploratory choice strategy, aie versa. For this analysis, we only considered
the exploration trials that were preceded or fokdviby a minimum of three exploitation trials.

Results

Participants alternated between choosing the shmhme with the highest estimated current
pay-off (exploitation) and choosing slot machineta lower expected pay-off (exploration). In
comparison to the exploitation trials, explorattaals were more often preceded by other
exploration trials (Table 1), indicating that peipants tended to explore for several successive
trials before settling on a new slot machine. Tlamecharacteristics of the exploitation and
exploration trials are summarized in Table 1.

Table 1 Characteristics of exploration and exploitatidal$ (standard deviation in parentheses)

exploration  exploitation p-value

Proportion of total number of trials 0.31 (0.10) 69(0.10) <0.001
Proportion preceded by exploration trial 0.41 (.07 0.28 (0.13) 0.001
RT (ms) 492 (82) 508 (75) 0.15
RT variability (SD of RTSs) 150 (45.5) 151 (40.0) 902

RT trial N-1 (ms) 498 (72) 504 (79) 0.36
Pay-off (points) 48 (1.6) 63 (1.9) <0.001
Prediction error (points) -2.8 (6.5) -1.0 (5.1) 0.0
Expected pay-off (points) 51 (6.4) 64 (4.0) < 0.001
Entropy (bits) 1.5(0.14) 1.2 (0.33) <0.001
Pay-off preceding trial (points) 54 (2.4) 60 (3.1) <0.001
Prediction error preceding trial (points) 3.6 4.4 -1.0(5.9 0.001

Pupil Diameter on Exploitation versus Explorationals

First, we compared the baseline pupil diameterauieg exploitative and exploratory
choices. Baseline pupil diameters preceding exfmoyahoices were larger than those preceding
exploitative choices [3.93 vs. 3.88 mit1,6) = 3.0,p = 0.008; Figure 2, left panel]. Furthermore,
within the exploration trials, baseline pupil diaerancreased as a function of the degree of
exploration (Materials and Methods), as revealed bgpeated-measures linear-trend analysis
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[F(1,16) = 15.3p = 0.001; Figure 2, right panel]. We also examittedlpupil dilations evoked by
exploratory and exploitative choices. There wagad towards larger dilations on exploration than
exploitation trials [0.17 vs. 0.13 mn{16) = 2.1 p = 0.051]. This was probably due to the higher
incidence of negative prediction errors on expioratrials (Satterthwaite et al., 2007), since the
effect disappeared when only the trials with pasifrediction errors were includeg £ 0.14).
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Figure 2. Pupil diameter on exploration and exploitatioalsi (A) Time course of grand-average pupil diamete
aligned to the key-pres indicating the selectioa sfot machine, for exploratory and exploitatieices. (B) Average
baseline pupil diameter for exploitative choicels¢k bar), and exploratory choices with a low, no@diand high
degree of exploration (striped bars).

The difference in baseline pupil size between digdion and exploration trials already
started to develop during the pupil response oiptheeding trial (Figure 3): trials immediately
preceding exploration trials were associated widrger pupil dilation than trials immediately
preceding exploitation trials [0.17 vs. 0.13 nmi(@6) = 3.2,p = 0.006]. However, this effect on the
preceding trial could not (fully) explain the difémce in baseline pupil diameters between
exploitation and exploration trials, because thfetince remained significant when pupil dilation
on the previous trial was included as a covariathe analysisq(1, 15) = 4.69p = 0.047].
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Figure 3. Time course of grand-average post-choice pupitidih for the trials preceding exploration and exglkion
trials.
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Exploitation and exploration trials differed in se&l aspects other than choice strategy
(Table 1). Trials preceding exploration trials weharacterized by a larger proportion of
exploratory choices, a lower pay-off and a moreatigg prediction error than trials preceding
exploitation trials. In addition, exploration trsalvere characterized by a lower model-estimated
expected pay-off (of the chosen slot machine) aglen entropy than exploitation trials. We
investigated whether choice strategy (explore xglogt) could predict baseline pupil diameter
independently of these potential nuisance varidjaseans of a linear multiple regression
analysis (Materials and Methods). Importantly, whdfusted for all other variables, choice
strategy made a unique contribution to the preatictif baseline pupil diamete16) = 3.43p =
0.003]. The only other significant predictor of blise pupil diameter was the strategy on the
previous trial {(16) = 2.98p = 0.009]. Additional control analyses that yieldmahilar results are
reported in the Appendix.

Together, these findings confirm our first prediotithat exploratory choices are associated
with a larger baseline pupil diameter, while exahgda range of alternative interpretations for the
observed pupil effect.

Individual Differences in Pupil Diameter and Expatory Choice Behavior

Sofar we have examined pupil diameter as a funafdhe within-subject factor choice
strategy. We next assessed whether individualréifiges in overall pupil diameter were predictive
of individual differences in exploratory choice lwior. There was a positive correlation, across
participants, between the average pupil diameter aW trials and the proportion of exploratory
choices ( = 0.50,p = 0.04; Figure 4, left panel). Similarly, theresasanegative correlation between
the average pupil diameter and the value of the gaiameter of the reinforcement learning model
(r =-0.53,p = 0.03; Figure 4, right panel). These correlativaese also present when the baseline
pupil diameters on exploitation and exploratioalgiwere considered separately (pupil diameter on
exploitation trials and proportion exploratory ates:r = 0.49,p = 0.04; pupil diameter on
exploitation trials and gain parameter -0.52,p = 0.03; pupil diameter on exploration trials and
proportion exploratory choices= 0.48,p = 0.05; pupil diameter on exploration trials araing
parameterr = -0.53,p = 0.03). Unlike the gain parameter, the other rhpdeameters did not
correlate with pupil diameter (decay parameter:-0.24,p = 0.36; decay center:= 0.07,p =
0.78).

Obviously, individual differences in pupil diametetate to many factors other than control
state, such as age, personality and intelligerar@gSe, 1977). Importantly, these factors
presumably increased the between-subjects err@nar in our data, which decreased the power
for detecting a correlation. Thus, the fact thatfaend a correlation in spite of a presumably large
error variance in the between-subjects pupil diilares the existence of the correlation. However,
it is also possible that individual differencegumpil diameter reflect individual differences in
motivation or the amount of attention paid to thgkt Such motivational factors might influence
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choice strategy, which could provide an alternagéixplanation for the correlations between pupil
diameter and exploratory behavior across parti¢gpan
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Figure 4. Individual differences in pupil diameter and explory choice behavior. (A) Scatter plot of thevisstn-
subjects correlation between average baseline digiteter and the proportion of exploratory chai¢B3 Scatter plot
of the between-subjects correlation between avdrageline pupil diameter and the value of the gaimverse-
temperature parameter of the reinforcement-learmiadel. A lower value of this parameter indicatesae
exploratory choice strategy.

Changes in Utility and Pupil Diameter Surrounding ensition between Choice Strategies

Sofar we have examined the difference in pupil @nbetween exploitation and
exploration trials. We next examined the changedility measures surrounding the transition
between exploitative and exploratory choice stiaegAs measures of utility, we used the model-
estimated expected pay-off of the chosen machneeseceived pay-off, and the entropy (Materials
and Methods). Subsequently, we tested whetherchaiges in utility were accompanied by
changes in pupil diameter.

Figure 5 (upper panel) shows the expected pay-@deived pay-off and entropy for the first
and the last of a series of exploration trials #redthree preceding and following exploitationlgia
During the three exploitation trials that precetlee switch to an exploratory choice strategy,
entropy gradually increaseB(fL, 16) = 10.16p = 0.006] and pay-off gradually decreasg(ll] 16)
=50.72,p < 0.001], as revealed by a repeated-measures-lirezal analysis. Expected pay-off also
showed a decrease over the three trials precelaenfyyst explore trial, but this effect missed
significance F(1, 16) = 2.85p = 0.11]. Thus, there was a gradual decreaselityygreceding the
switch from an exploitative to an exploratory clegtrategy, suggesting that, on average,
participants began exploring when task utility vahg minimum. In addition, during the three
exploitation trials following the last exploratidmal, entropy gradually decreasd€(1, 16) = 9.74,

p = 0.007] and expected pay-off gradually incredé€d, 16) = 13.72p = 0.002]. Thus, there was
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a gradual increase in utility following the swititbm an exploratory to an exploitative choice
strategy.

We next examined the development of baseline mli@iheter over the trials surrounding
the switch between exploitative and exploratoryichatrategies (Figure 5, lower panel). Baseline
pupil diameter did not differ significantly acrase three exploitation trials preceding the first
exploration trial F(2, 32) = 1.30p = 0.29]. However, baseline pupil diameter showedaalual
decrease over the three exploitation trials follaytihe last exploration triaF[1, 16) = 6.18p =
0.024], resembling the gradual decrease in entaoplyincrease in expected pay-off during these
trials. As predicted, baseline pupil diameter datexl negatively with expected pay-afff - 0.72,
p(1-tailed) = 0.023] and positively with entropy+4 0.68,p(1-tailed) = 0.032] across the eight trial
positions in Figure 5. These findings provide sawielence for our second prediction, that changes
in utility surrounding the transition between cahstates would be systematically correlated with
changes in baseline pupil diameter.
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Figure 5. Grand-average dependent measures for the firdiaahdf a series of exploration trials, and the¢h
preceding and following exploitation trials. (A) Omeasures of utility: expected pay-off, receiveg-pff and entropy.
(B) Baseline pupil diameter.
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Discussion

We investigated the relationship between pupil @ choice strategy (exploitation vs.
exploration) and task utility, in order to test ghitzions of the adaptive gain theory of LC function
in humans. This study was inspired by recent oladienvs that pupil diameter might be used as a
reliable index of LC activity. Our main findingsrche summarized as follows: (i) exploratory
choices were associated with a larger baselind gigmeter than exploitative choices; (ii)
individual differences in baseline pupil diameteggicted individual differences in exploratory
choice behavior: participants with a larger pupdindeter made more exploratory choices and were
characterized by a smaller gain parameter of ildoreement-learning model; and (iii) trial-to-tria
changes in baseline pupil diameter surroundingrtivesition between choice strategies correlated
systematically with changes in utility, at leastidg the transition from exploration to exploitatio
At the least, these findings provide novel evideiocea close relationship between pattern of
pupillary response and control state. More tenghithese findings provide indirect support for
the two main assumptions of the adaptive gain themmely that LC firing mode regulates the
trade-off between exploitative and exploratory colngtates, and that changes in LC mode are
driven by online assessments of task-relatedyfiiston-Jones & Cohen, 2005).

Our finding that pupil diameter is predictive ofoate strategy, in a manner consistent with
the adaptive gain theory, corroborates recentfiigglby Gilzenrat et al. (2010) that pupil diameter
is related to behavioral indications of the tomd @hasic LC mode. Gilzenrat et al. found thatdarg
baseline pupils were associated with slower, mar&kle reaction times and less accurate
performance in a target-detection task, and wik thsengagement in a task in which participants
were given the opportunity to disengage from theeeru task context when utility decreased.
Furthermore, several pharmacological studies hawe/s that drug-induced activation of the LC-
NE system increases cognitive flexibility and bebeal disengagement. For example, drugs that
increase tonic NE levels (i.e. mimic the effecteleivated NE release that characterize the tonic LC
mode) have been found to improve attentional-séirghand reversal learning in rats and monkeys
(Devauges & Sara, 1990; Lapiz & Morilak, 2006; La@ondi, & Morilak, 2007; Seu, Lang,
Rivera, & Jentsch, 2008; Steere & Arnsten, 1997 ske Chamberlain et al., 2006). In humans,
increased NE levels induced by the selective Nipteke inhibitor atomoxetine have been found to
improve the ability to stop an ongoing motor regwwhen cued to do so (Chamberlain et al.,
2006). A possible explanation for this findinghsit the drug-related increase in cognitive flexipil
facilitates disengaging from one task (respondarg) switching to a new task (stopping the
response). In addition, increased NE levels indumetihe selective NE reuptake inhibitor
reboxetine have been found to enhance social fligxiim human participants, as indicated by
increased social engagement and cooperation atlietion in self-focus (Tse & Bond, 2002).
Although none of these studies directly investidadeploitative versus exploratory behaviors, their
findings support the idea that the tonic LC modedpices an enduring and largely nonspecific
increase in responsivity, which promotes a flexiblgploratory control state.
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Modeling studies have started to investigate thaiomship between LC mode and task-
related utility, integrated over different timesesAston-Jones & Cohen, 2005, Figure 10;
McClure, Gilzenrat, & Cohen, 2005). However, toedtitere has been hardly any empirical
research on the temporal dynamics of utility-drigkanges in LC mode. We addressed this issue
by assessing the trial-to-trial changes in utiityd baseline pupil diameter surrounding the switch
between exploitative and exploratory choice stiatedrhe switch to an exploratory choice strategy
was preceded by a gradual decrease in utilityabwtbrupt increase in baseline pupil diameter.
When patrticipants started to exploit a new machiter a period of exploration, utility gradually
increased and baseline pupil diameter graduallyedsed again. This pattern suggests that the
transition from the tonic to the phasic mode iseatgradual, whereas the transition from the phasic
to the tonic LC mode is more abrupt. A somewhailampattern was found by Gilzenrat and
colleagues: Baseline pupil diameter showed a magkadual decrease when participants started to
engage in a new task; the increase in baseline giapneter leading up to task disengagement was
less gradual and less pronounced. The implicatbtisese data for our understanding of the
specific mechanisms by which changes in short-lamgtterm utility control LC mode remain a
matter for further research. One possibility ig th@ baseline activity abruptly increases when
long-term utility falls below a certain value. Castent with this possibility, there is some evidenc
that tonic LC activity in monkeys can increase allguafter a change in task contingency (Aston-
Jones, Rajkowski, & Kubiak, 1997) or during thensi@on from a drowsy to an alert behavioral
state (Rajkowski, Kubiak, & Aston-Jones, 1994)aiy case, more empirical data is needed to
determine how different measures of utility aregrated over different timescales and to specify
the function relating overall utility to changesLi@ mode. Such knowledge will also inform the
implementation of a utility-sensitive adaptive genechanism in reinforcement-learning models.
This will present a significant advance compareduaent models, such as the model used here, in
which the gain parameter is estimated for eachqiaaint but fixed across the experiment.

The abrupt increase in baseline pupil diametenrpa an exploratory choice might also be
related to the specific task that we used. An dspiethe task that could be important in this respe
is the high learning rate (see Appendix). A comphraigh learning rate was found in a previous
study using this task (Daw et al., 2006), so ins®é0 be characteristic of participants’ choice
behavior in this task. Such high learning rateslyntipat participants base their expectations
regarding the slot machines’ pay-offs primarilytbeir most recent experience with each machine.
Accordingly, a single bad outcome on a certair tsidikely to be experienced as a substantial
decrease in utility and to promote the explorabbanother machine. This possibly explains the
abrupt increase in baseline pupil diameter we ofeseimmediately preceding the first of a series of
exploratory choices. Thus, it will be importantassess in future studies whether tasks that are
associated with lower learning rates will resulaimore gradual increase in pupil diameter
preceding the switch to an exploratory choice st

Because the evidence for a close relationship lestyeepil diameter and LC activity is
currently limited (Gilzenrat et al., 2010; Nieuwendet al., in press; Rajkowski et al., 1993), more
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neurophysiological studies are needed to furthiatéish this relationship. In addition, the neural
mechanism underlying this putative relationshipaera to be determined. To date, there are no
known direct connections from the LC to the autoimorenters that regulate pupil size. It is more
likely that pupil diameter and LC activity are aidglinked because they receive downstream
influences from a common afferent source. This com@aifferent might be the
paragigantocellularis (PGi) nucleus of the ventnaldulla, which plays a pivotal role in controlling
both the LC and the sympathetic axis of the autoa@r@rvous system (Aston-Jones, Ennis,
Pieribone, Nickell, & Shipley, 1986; Nieuwenhuisatt in press). The notion that the LC and the
autonomic nervous system receive their major ififguh a common source is consistent with
several findings that suggest a strong temporaétairon between LC-NE activity and sympathetic
nervous system activity (Elam, Svensson, & Thot&86; Abercrombie & Jacobs, 1987; Reiner,
1986). Anatomical studies have revealed widespaffadents to the PGi from numerous brain
areas, including the medial prefrontal cortex, iashypothalamus and periaqueductal grey,
suggesting that activity in these areas might arilee pupil diameter by way of the PGi (Aston-
Jones et al., 1986). Consistent with this posghilMRI studies in humans and single-cell
stimulation/recording studies in animals have shtven activity in this afferent network (including
prefrontal cortex) is related to changes in pughteter (Critchley, Tang, Glaser, Butterworth, &
Dolan, 2005; Loewenfeld, 1993; Siegle, Steinha8&gnger, Konecky, & Carter, 2003).

Although our study focused on a possible role efltE-NE system, it is unlikely that this is
the only brain system involved in regulating thelexation-exploitation tradeoff. There is some
evidence that the dopamine system also influereaasd of exploration or task (dis)engagement
(Dreisbach et al., 2005; Frank, Doll, Oas-Terpstr&joreno, 2009). For example, in one study,
individuals with high spontaneous eyeblink rateméaker of central dopaminergic activity)
showed enhanced cognitive flexibility, as measumgthe tendency to disengage from previously
task-relevant stimuli and orient to novel stimidr¢isbach et al., 2005). Furthermore, this effect
was modulated by the D4 dopamine receptor genemmiyhism. Another study reported that the
vall158met polymorphism of COMT, a gene that sulisthy affects prefrontal dopamine levels,
could account for individual differences in uncertgbased exploration (Frank et al., 2009). In
addition to other neuromodulator systems, recemties have implicated the frontopolar cortex in
the control of exploratory behaviors (Daw et ab0@&; Bourdaud, Chavarriaga, Galan, & Millan,
2008), although the specific computations perfortmgthe frontopolar cortex in this context are a
topic of ongoing debate (Boorman, Behrens, WooJrd&Rushworth, 2009). A key objective for
future research is to specify the distinct contiidms and interactions of the dopamine and LC-NE
systems and the prefrontal cortex in the regulatioime exploration-exploitation tradeoff.

Our experimental design enabled examination ob#seline pupil diameter but, due to the
overlap of the decision and outcome processingndidllow examination of the decision-induced
pupil dilation. Hence, the hypotheses we testedwestricted to the adaptive gain theory’s
assumptions about tonic LC activity. To provide pbementary data with regard to phasic LC
responses, an important aim for future studies isse a task in which the decision and outcome
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presentation are separated in time such that tpié gilations associated with these two processes
can be isolated.

The present study tested specific predictions cBggithe relationship between pupil
diameter, utility measures and choice strategydasea mechanistic theory about the role of the
LC-NE system in regulating control state, and pneiary evidence from previous studies for a
close relationship between LC activity and pupélrdeter. Given the specificity, and therefore the
intrinsic unlikelihood, of our predictions, the fdabat the predicted effects were observed lends
provisional support to the hypotheses that droeeptiedictions. However, since this is an inductive
argument, it is important to note that we canntd aut the possibility that the observed
relationships were not related to LC-mediated matitrh of control state. Thus, future studies
using more direct measures or manipulations of. @éNE system are needed to either confirm or
invalidate the conclusions from the present study.

For a long time, the LC-NE system has been assatiaith basic functions such as arousal
and the sleep-wake cycle. Only recently, reseaschave begun to examine its involvement in
more specific cognitive functions, such as attentrmemory, perceptual selection and the signaling
of unexpected uncertainty (Einhéuser, Stout, K&@8arter, 2008; Robbins, 1997; Sara, 2009; Yu
and Dayan, 2005). The present study contributésisovork by addressing, albeit indirectly, the
role of the LC-NE system in the control of humahdaor. Specifically, the findings reported here
support the adaptive gain theory (Aston-Jones &€DoR005), which posits an important role for the
LC-NE system in the optimization of behavioral pemiance by regulating the balance between
exploitative and exploratory control states.
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Appendix

Pay-off structure of the gambling task
The number of points paid off by slot machiran trialt ranged from 1 to 100, drawn from
a Gaussian distribution (standard deviatmn= 4) around a megn, and rounded to the nearest

integer. On each trial, the means diffused in agi®g Gaussian random walk:

Higa =AM+ A=) +v .

The decay parameterwas 0.9836, the decay cenflavas 50, and the diffusion noigewas zero-
mean Gaussian (standard deviatmn= 2.8). We used one instantiation of this pro¢esgure 1).

Reinforcement-learning model
We used a Bayesian mean-tracking rule (i.e. a Kalfitar) that tracked the mean expected
pay-off of each maching ) and the variance of these pay-oﬁﬁét). On the first trial of the task,

2pre

all four machines had the same prior m¢zf and variancé; ™. These start values were based on

the pay-offs received during the practice blocld erere determined separately for each participant
(meani’;°=51.9, SD = 2.7; mead}"*= 52.3, SD = 14.9). When a participant chose mauahim

ost & 2 post

trial t and received pay-off the estimated pay-off distribution/{;*,.**') was updated
according to:

Iuptost
'\2post - (1 K ) '\2pre

Wlth prediction error5 =r,— A% and learning rate, = 52" /(52" +57).

= [l + KO

The estimated pay-off distributions for the unchosechines did not change.
Then, the estimated prior pay-off distributionstba subsequent trial (trigt1) were updated in
time according to:
5 = A+ (- 1)6
a.ztaae = /12 2post +0’*.§ )
We modeled the choice of the participants by ansatrule. The probabiliti , of choosing
machineg on trialt was given by:

_exp(Bie)
Zexp(ﬂﬂp“e

with exploration paramet¢t (often referred to as gain, or inverse temperature)

For a discussion of the Kalman filter and the saftrrule, we refer the reader to Anderson and
Moore (1979), and Sutton and Barto (1998), respelsti
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We fitted the model to each individual participanthoice data. The trials in which no
response was made within the 1.5-s time limit veenétted. The parameteﬂs g and LBwere

estimated per participant by maximizing the loglikood of the observed choices (Supplemental
Table 1). Parametey, was fixed at 4. Estimation of paramet&[ resulted in extreme values for

most of the participants (values larger than 1@0dQdn of the seventeen participants), suggesting
unreliable fits. Therefore, we fixed this parameteb0, which is similar to the best fittirg,
parameter found in a previous study (Daw, O'Dohd@fgyan, Seymour, and Dolan, 2006). This
large value ofg, implies that participants overestimate the spdetiffusion in the pay-offs. Large
values of g, induce high learning rates, indicating that thpezted pay-offs are determined

primarily by the most recent experience with eacthme.

Supplemental Table 1.Mean parameter estimates and negative log liketiHor the fit of the softmax model to the
choice data of each participant. The parameteregalised to generate the pay-offs, and the nedatiMéelihood of a
model in which choices are made randomly are dlsws.

Estimated values  Generative values

Jé; 0.160 (0.066)

A 0.894 (0.083) 0.9836
6 56.9 (17.6) 50
g, 50 (fixed) 2.8
a, 4 (fixed) 4
-LL 153.1 (34.8)

-LL randomly choosing model 247.2 (2.0)

Note: SD in parentheses; -LL = negative log liketid

Additional control analysis

Besides the multiple regression analyses, we paddra second set of control analyses to
investigate whether differences in each of theaeconfound variables could account for the
different baseline pupil diameter on exploratiod &nploitation trials (and hence might provide an
alternative interpretation of the effect). We repdahe comparison of baseline pupil diameter on
exploitation and exploration trials while, in segi@ analyses, controlling for differences in eakch o
the potential confound variables (pay-off on theywus trial, prediction error on the previousliria
expected pay-off on the current trial and entropyhee current trial), by matching the values of
these variables across exploration and exploitdtials (Bernstein, Scheffers, & Coles, 1995). We
sorted each participant’s exploitation and exploratrials by one of these variables, and then
successively removed the most extreme exploitai@hexploration trials, thereby reducing the
difference between the mean value of this conforaréhble on exploitation and exploration trials.
After each trial removal, we calculated the diffeze between the mean values of the confound

34



variable on exploitation and exploration trialsgame stopped the removal process when this
difference was not further decreased by removal @ibsequent trial (Supplemental Table 2). We
also controlled for choice strategy on the previwizs, by including only the trials that were
preceded by an exploitation trial. Finally, in orde control more explicitly for the possibilitydh
the higher incidence of negative prediction erpreceding exploratory choices was driving the
effect, we repeated the analysis while only inahgdhe trials that were preceded by a positive
prediction errof.

Importantly, none of the potential confound varesbtould account for the larger baseline
pupils preceding exploratory compared to exploigatihoices: the critical effect remained
significant after correction for choice strategytba previous trialt{16) = 2.5p = 0.026]; pay-off
on the previous trialt(16) = 2.9,p = 0.009]; prediction error on the previous tfi#l6) = 2.5p =
0.025]; expected pay-off(fL2) = 3.1,p = 0.010]; and entropy(L6) = 3.5,p = 0.003]. Furthermore,
the effect remained significant when only the githlat were preceded by a positive prediction error
were considered((L2) = 2.3,p = 0.037), suggesting that the larger baselinel mupexplore
compared to exploit trials was not due to the langeiddence of negative prediction errors
preceding explore trials.

Supplemental Table 2.The number of excluded trials and the values efabtential confound variables on exploration
and exploitation trials after correction.

# excluded trials Exploration  Exploitationp-value

Expected pay-off 83.8 (13.5) 60.0 (4.1) 60.1 (4.0) .29
Entropy 27.0 (14.0) 1.25 (0.30) 1.26 (0.29) .02
Pay-off preceding trial 23.2 (15.9) 57.8 (2.0) 52D) 13
Prediction error preceding trial 14.3 (9.6) -1.8124) -1.83 (5.28) 40

Note: SD in parentheses. The difference in entaffsr correction is in the opposite direction (Ergntropy on
exploitation trials) compared to the original effec

Uncertainty-driven exploration and pupil diameter

In the softmax rule described above, the prolightiiat a particular machine is chosen is
determined by its relative mean estimated payafti(the value of the gain parameter), but not by
the uncertainty about its potential pay-offs (ilte variance of the estimated pay-off
distributiong””®). On the other hand, modeling studies have sugdesat exploration might be

directed towards particular choices in proportiothte uncertainty about their outcomes, which can
be implemented by adding an ‘uncertainty bonushtexpected value of options with uncertain
outcomes (e.g., Sutton, 1990). It has recently lsbemvn that individual differences in uncertainty-

2 Four participants had to be excluded from theyaimthat corrected for expected pay-off, becahedifference in
expected pay-off between their exploration and @#ggion trials was so large that no exploratigalsrwere left using
this procedure. Similarly, four participants wereleded from the analysis in which only the tripleceded by a
positive prediction error were considered, sinas kan ten explore and/or exploit trials wereflafthese participants.
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based exploration are associated with the val15@wlgtmorphism of the COMT gene, which
substantially affects prefrontal dopamine levela(ik, Doll, Oas-Terpstra, & Moreno, 2009).
According to the adaptive gain theory, the incrddsg level in the tonic LC mode indiscriminately
facilitates processing of all stimuli and/or betwagj which promotes a nonspecific type of
exploration. Hence, the theory predicts that irdlinal differences in tonic LC activity (as indexed
by baseline pupil diameter in this study) will legated to individual differences in exploratory
behavior (Results section), but not to individuiffiedences in uncertainty-specific exploration.

To asses this last prediction, we considered tansof rule in which an ‘uncertainty bonus’
of ¢ standard deviations was added to the estimated peganffs:

_ exXp(BLAE +957)
TS exp(BLE + 96 D)
i

The best fitting uncertainty bonus parameter ia thodel varied across participants: four
participants had a positive bonus and thirteeri@paints had a negative bonus (mean bonus =
-0.117, SD = 0.336). Thus, for the majority of gegticipants, uncertainty about the potential
outcomes of a machirdiscouragedexploration of that machine. Importantly, the vatii¢he
uncertainty bonus parameter did not correlate ébeline pupil diameter € 0.05,p = 0.86),
consistent with the assumption that the tonic LQlenis not associated with uncertainty-specific
exploration.
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Chapter 3

The role of the noradrenergic system in the exploma
exploitation trade-off: A psychopharmacologicaldstu

This chapter is published as: Jepma, M., te Beék, B/agenmakers, E.-J., van Gerven, J.M.A, &
Nieuwenhuis, S. (2010). The role of the noradreicesgstem in the exploration-exploitation trade-
off: a psychopharmacological studgrontiers in Human Neuroscience, 470.
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Abstract

Animal research and computational modeling havecatdd an important role for the
neuromodulatory locus coeruleus-norepinephrine RE)-system in the control of behavior.
According to the adaptive gain theory, the LC-NEtseyn is critical for optimizing behavioral
performance by regulating the balance between @aple and exploratory control states.

However, crucial direct empirical tests of thisadhein human subjects have been lacking. We used
a pharmacological manipulation of the LC-NE systertest predictions of this theory in humans.

In a double-blind parallel-groups design (N = §8rticipants received 4 mg reboxetine (a selective
norepinephrine reuptake inhibitor), 30 mg citalopr@ selective serotonin reuptake inhibitor) or
placebo. The adaptive gain theory predicted thatribreased tonic NE levels induced by
reboxetine would promote task disengagement ankbeatpry behavior. We assessed the effects of
reboxetine on performance in two cognitive tasksgieed to examine task (dis)engagement and
exploitative versus exploratory behavior: a dimnmg-utility task and a gambling task with a non-
stationary pay-off structure. In contrast to prédits of the adaptive gain theory, we did not find
differences in task (dis)engagement or explorab@tyavior between the three experimental groups,
despite demonstrable effects of the two drugs angpecific central and autonomic nervous
system parameters. Our findings suggest that thelEGystem may not be involved in the
regulation of the exploration-exploitation tradé-of humans, at least not within the context of a
single task. It remains to be examined whetheL@&NE system is involved in random exploration
exceeding the current task context.
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Introduction

The locus coeruleus (LC) is one of the major btaimsneuromodulatory nuclei, with
widely distributed, ascending projections throughtbe neocortex. LC activation results in the
release of norepinephrine (NE) in cortical aredsctvincreases the responsivity of these areas to
their afferent input (Berridge and Waterhouse, 2@8van-Schreibeat al.,1990). Traditionally,
the LC-NE system has been associated with basatituns such as arousal and the sleep-wake
cycle (Aston-Jonest al.,1984; Jouvet, 1969), but recent studies have stigg¢hat this system
also plays a more specific role in the control efiévior (Aston-Jonest al.,1997; Claytoret al.,
2004; Usheet al.,1999). According to an influential recent theofyL& function, the adaptive
gain theory (Aston-Jones and Cohen, 2005), the [ECsistem plays an important role in
regulating the balance between exploiting knowrrasesiof reward versus exploring alternative
options.

Neurophysiological studies in monkeys have revegpehtaneous fluctuations of tonic
(baseline) LC activity over the course of a tessgm (Aston-Jonest al.,1996; Kubiaket al.,

1992). Interestingly, these variations in tonic &€ivity were closely related to the monkeys’
control state: periods of moderate tonic LC agfiwere consistently associated with task
engagement and accurate task performance, whezgadgof elevated tonic LC activity were
associated with distractible behavior and poor fas#kormance. Periods of very low or absent tonic
LC activity were associated with drowsiness andt@mtion. Furthermore, periods of moderate
tonic LC activity were accompanied by large phaseceases in LC activity following task-relevant
stimuli, whereas such phasic LC responses werendilred during periods of elevated or low tonic
LC activity. Thus, during alert task performandes pattern of LC activity varied between
moderate tonic/large phasic activity and elevataictsmall phasic activity, which are referred to
as the phasic and the tonic LC mode, respectively.

According to the adaptive gain theory (Aston-Joared Cohen, 2005), the phasic and tonic
LC modes promote, respectively, exploitative angl@atory control states. In the phasic mode,
NE is released selectively in response to taskraglieevents, which promotes task engagement and
the optimization of performance in the current téskploitation). In the tonic mode the sustained
release of NE indiscriminately facilitates procagsof all events, including non-task-related events
which promotes task disengagement and explorafioa.theory further proposes that transitions
between the phasic and tonic LC modes are driveasbgssments of task-related costs and rewards
(task utility), carried out in ventral and mediedrital structures.

The adaptive gain theory has been supported by gtatpnal modeling and
neurophysiological studies in monkeys (Aston-Jares Cohen, 2005; Ushet al.,1999) and,
indirectly, by recent pupillometry studies in huredfsilzenratt al.,2010; Jepma and
Nieuwenhuis, in press). However, crucial direct armoal tests of the theory in human participants
have been lacking.
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In the present study, we used a pharmacologicaipukation to test in humans one of the
central tenets of the adaptive gain theory, nartteyassumption that the tonic LC mode promotes
an exploratory control state. Participants rece@ethgle dose of reboxetine (a selective NE
reuptake inhibitor), citalopram (a selective semaiaeuptake inhibitor) or placebo. Acute
administration of reboxetine has opposing effetthe forebrain (increased NE levels via the
inhibition of NE reuptake) and in the LC (reductioinfiring activity via the increased activation of
inhibitory a2-autoreceptors; Szabo and Blier, 2001). Howeveradialysis studies have shown
that the net effect of these two actions is angase in NE levels in various regions of the bréon (
a wide range of reboxetine doses; Invernizzi andatBai, 2004; Page and Lucki, 2002), which
supposedly resembles the effects of elevated Nfaselin the tonic LC mode. To determine whether
potential effects were selective for manipulatiohthe LC-NE system, we used citalopram as a
control drug; it increases serotonin but not NEeleyBymasteet al.,2002). To confirm that these
drugs at the doses employed in this study werenpheologically active, we determined pupil size
and several of the most drug-sensitive centralmergystem (CNS) effects, including adaptive-
tracking performance (index of visuomotor coordimatand vigilance; Van Steveninek al., 1991,
1993) and saccadic peak velocity (index of alegn®an Steveninckt al.,1991, 1999).

The adaptive gain theory predicted that the in@easnic NE levels that were presumably
induced by reboxetine would result in more taskiggagement and exploratory behavior in the
reboxetine group compared to the citalopram andgbla groups. We used two cognitive tasks to
test these predictions. We measured task (dis)engagt using a diminishing-utility task (Gilzenrat
et al.,2010), in which task difficulty and potential rexda-two determinants of task utility—
increased over time. Importantly, participants thedopportunity to reset the level of task difftgul
and reward, and hence disengage from the cursnsé. We measured exploratory behavior using a
gambling task with a gradually changing pay-oftisture (Dawet al.,2006; Figure 2), in which
optimal performance required a delicate balancedmt exploitative and exploratory choices.

Materials and methods

Participants

Fifty-two healthy university students, aged 18—2&rng, took part in a single experimental
session in return for €100,-. After signing an ifi@d consent, participants were medically
screened within 3 weeks before study participatitxtlusion criteria included history or presence
of psychiatric disease and evidence of relevantaal abnormalities.

Participants received a single oral dose of 4 nbgxetine, 30 mg citalopram or placebo in a
double-blind, parallel-groups design. The dose®bbxetine and citalopram were based on
previous studies that have found significant betvaVieffects using these doses of reboxetine (e.g.,
De Martinoet al.,2008; Miskowiaket al.,2007; Tse and Bond, 2002) and citalopram (e.g.,
Chamberlairet al.,2006). Unfortunately, the random-block designmilied to produce equal
numbers of men and women in each treatment grogphwvearted by early dropouts and planning
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problems, causing a somewhat unbalanced sex distnib The reboxetine group (8 men, 10
women, mean age = 20.6), the citalopram group (8 ®evomen, mean age = 21.6) and the
placebo group (10 men, 8 women, mean age = 21dbgihalar mean age$(2,49) = 1.66p =
0.20). The study was approved by the medical ettoosmittee of the Leiden University Medical
Center and conducted according to the Declaratidgtetsinki.

Procedure

All participants came to the research centre at &#tdr an overnight fast (except from
water). We instructed participants to abstain fiaffeine, nicotine, alcohol and other psycho-
active substances from 10PM the night prior tostiuely day. On arrival, participants underwent a
medical screening. Approximately one hour afteivaly participants in the citalopram group
received a capsule with 2 mg granisetron, to prenansea as a potential side effect of citalopram.
Participants in the reboxetine and placebo groepsived a placebo capsule instead of granisetron.
Sixty minutes later, participants received a capsuth reboxetine, citalopram or placebo.

Peak plasma concentrations of reboxetine and pitaiho occur, respectively, 2 and 2-4
hours after drug administration (Dostettal.,1997; Edwardst al.,1995; Hyttel, 1994; Noble and
Benfield, 1997). Accordingly, the experimental taslesigned to measure task (dis)engagement and
exploratory behavior were performed between 2 ahg8st-treatment. All participants started with
the diminishing-utility task, followed by the garirig task. We measured participants’ pupil-iris
ratio (Twaet al.,2004) and subjective state at several time paoiatsg the study day. Subjective
state was assessed by means of sixteen 100-mnh &galague scales measuring alertness,
calmness and contentment (Bond and Lader, 1974Ydrtion, at several time points during the
study day, we measured participants’ adaptive-tngcherformance (Borland and Nicholson, 1984;
see Appendix for a description of the task) anadadic eye movements (Van Stevenietlal.,

1989). These measures were part of a more exte@diGetest battery, the results of which will be
reported more comprehensively elsewhere (te Beek,in preparation). To assess drug-related
effects on subjective state, pupil size, adaptigeking performance and saccadic eye movements,
we compared the pre-treatment values with the geevalues from the time points surrounding
performance of the diminishing-utility task and tjembling task (i.e., 2-3 h post-treatment). The
complete time courses of these measures will berteg elsewhere (te Beek al.,in preparation).

Diminishing-utility task

Participants performed an auditory pitch-discrinimatask (Gilzenragét al.,2010). Each
trial began with a sequence of two 250-ms sinusadaees: a reference tone, followed 3 s later by a
comparison tone. Participants were instructed dacate whether the comparison tone was higher

% Due to technical problems, three participantsmitcomplete one of the tasks and were excluded fhe
corresponding analyses. For the diminishing-utilityk this was the case for one female participatite citalopram
group and one male participant in the placebo graog for the four-armed bandit task this was #eedor one male
participant in the placebo group.
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or lower in pitch than the reference tone, and edupoints for each correct response. If particgpant
responded correctly on a particular trial, the eabfithat trial was added to the participant's|tota
score. In addition, in the next trial, the rewardttcould be earned increased by 5 points, and the
pitch discrimination was made more difficult by Viah the difference in pitch between the
reference and comparison tones. Following an iecbmesponse, the reward value of the
subsequent trial decreased by 10 points (but wikhoa value of O points), and the level of task
difficulty remained the same. Importantly, priordach trial, participants had the opportunity to
"escape” from the current series of discriminatisitout score penalty and receive a new
discrimination task (i.e., comparison against a nef@rence tone), with the point value reset to 5
points and the easiest pitch discriminability. Rgrants were instructed to maximize their total
score over the 20 minutes of the experiment.

The task procedure is illustrated in Figure 1.0 start of each trial participants were
shown a score/value screen that displayed thedotae accumulated thus far and the point value of
the next trial. Participants then indicated witkegy press whether they wanted to "accept"” thi$ tria
or "escape". If the participant accepted the taakference/comparison tone pair followed after a
delay of one second. Participants were instruaieddicate as quickly and accurately as possible
whether the comparison tone was lower or highgitch than the reference tone. After a delay of
one second, the accuracy of the participant’s respavas indicated by a 250-ms feedback sound: a
bell sound for correct responses and a buzzer simumalcorrect responses. Two seconds after the
feedback sound, the next trial started. If partioig pressed the "escape” button at the score/value
screen, a 250-ms "escape sound" was played, imtebdiallowed by a new score/value screen.
We refer to a series of trials accepted by a ppéit as an "epoch” of play. Electing to escape
begins a new epoch. We considered the average mwhty&ls in an epoch as an index of task
(dis)engagement.

In the first trial of each epoch, the differencepitth between the two tones was 64 Hz. As
noted above, this difference was halved followiaglecorrect response. If participants correctly
discriminated a Y4-Hz difference, the tones presemt¢he next trial were impossible to
discriminate (i.e., 0 Hz difference), and impossitiscrimination trials continued to be presented
until the participant elected to escape. Accordingarticipants would exhaust any real
discriminable differences between reference andpesison tone after nine correct trials; the tenth
and subsequent trials within an epoch were imptessobdiscriminate. The feedback signal on
impossible-discrimination trials was randomly pidk&he same reference tone was presented on
each trial within a given epoch. After an escapegwa reference tone was selected randomly
without replacement from the set [400, 550, 70@, 850 Hz]. The set was replenished if all
reference tones were exhausted. On 50% of ths,ttfed comparison tone was higher in pitch and
on the remaining trials it was lower in pitch thae reference tone.
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(Correct)
NEXT TRIAL: 25
Current Score: 45

(Wrong)
NEXT TRIAL: 10

Current Score: 25

(Escape) .
NEXT TRIAL:5 | =
Current Score: 25

time

NEXT TRIAL: 20
Current Score: 25

Figure 1. lllustration of a sample trial in the diminishingity task. See text for further details.

Gambling task

Participants performed a ‘four-armed bandit’ taBl et al.,2006). On each trial,
participants were presented with pictures of fatfeent-colored slot machines, and selected one
by pressing the ‘q’-, ‘w’-, ‘a’- or ‘'s’- key. Padipants had a maximum of 1.5 s in which to make
their choice; if no choice was made during thagnwal, a red X appeared in the center of the screen
for 4.2 s to signal a missed trial (average numb2i5). If participants responded within 1.5 s, the
lever of the chosen slot machine was lowered aadatimber of points earned was displayed in the
chosen machine for 1 s after which the next tteited. The task consisted of 300 trials.
Importantly, the number of points paid off by tloeif slot machines gradually and independently
changed from trial to trial (Figure 2; Appendix).

Before the start of the experimental session, gpents were given 24 practice trials. We
instructed the participants that, on top of thed#éad payment for participation in the study, they
would receive a bonus sum of money that dependedeonumber of points they would obtain in
this task, and that the average bonus earnedsnask was 9 euros. However, we did not tell
participants how the number of points was conveiriealeuros, or what their cumulative point total
was. After completion of the study, each participaceived a bonus of 10 euros.

Analysis We fitted three reinforcement-learning models @ diata. All models estimated
the pay-offs of each machine on each trial, anectetl a machine based on these estimations. The
models differed in how they calculated the estimguay-offs (Appendix). All models selected a
machine according to the ‘softmax’ rule. This raksumes that choices between different options
are made in a probabilistic manner, such that tbbability that a particular machine is chosen
depends on its relative estimated pay-off. Theatqtion-exploration balance is adjusted by a
parameter referred to as gain, or inverse tempreratith higher gain, action selection is
determined more by the relative estimated pay-affthe different options (exploitation), whereas
with lower gain, action-selection is more evenlgtdbuted across the different options
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(exploration). We classified each choice as exalvié or exploratory according to whether the
chosen slot machine was the one with the maximuimated pay-off (exploitation) or not
(exploration). In addition, we calculated the degoé exploration for each exploratory choice, by
subtracting the estimated pay-off of the chosenhim&cfrom the maximum estimated pay-off. We
assessed the value of the gain parameter anddpertion of exploratory choices as a function of
pharmacological treatment. Only the results fromlibst-fitting model are reported, although the
other models yielded similar results.

/F x
T WWMM

I

0 100 200 300
trial

Figure 2. The four-armed bandit task. Participants madeategkchoices between four slot machines. Unlikedsted
slots, the mean pay-offs of the four machines cedrggadually and independently from trial to t(falur colored
lines). Participants were encouraged to earn ay paints as possible during the task. Each cho&® elassified as
exploitative or exploratory, using a computatiomadel of reinforcement learning.

Results

Subjective state

The participants assigned to the three treatmentpgr did not differ in their pre-treatment
ratings of alertness, calmness or contentmenpgat 0.7; Table 1). To asses the effects of
reboxetine and citalopram on subjective state welaoted analyses of covariance (ANCOVAS) on
the subjective ratings of alertness, calmness antentment, with treatment and sex as between-
subject factors and the pre-treatment ratings aar@ie. There were no main effects of treatment
or sex, and no treatment by sex interactions orotiyese ratings (afis > 0.16), suggesting that
reboxetine and citalopram did not affect subjecstste.
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Table 1.Pre- and post-treatment ratings of alertness, medsiand contentment in the placebo, citalopram and
reboxetine group (SD in parentheses)

Time of measurement Placebo Citalopram Reboxetine
Alertness (mm) Pre-treatment 51.2 (7.9) 52.2 (5.3) 50.6 (4.4)
Post-treatment 50.2 (8.9) 52.4 (6.4) 48.6 (5.5)
Calmness (mm) Pre-treatment 57.5(9.9) 57.9 (10.2) 56.2 (4.4)
Post-treatment 59.2 (10.7) 54.9 (9.4) 56.3 (6.1)
Contentment (mm) Pre-treatment 55.9 (7.4) 56.7(9.1 55.9(4.1)
Post-treatment 57.5 (8.3) 56.4 (8.6) 56.9 (5.2)

Non-specific central and autonomic nervous systiéects

Figure 3 (left panel) shows the adaptive-trackiegfgrmance pre-treatment (averaged
across 1.5 and 0.5 h pre-treatment) and post-tezdt(averaged across 2 and 3 h post-treatment)
for each treatment group. We conducted an ANCOVAhenpost-treatment adaptive-tracking
performance with treatment and sex as between-aghgctors and pre-treatment performance as
covariate. This analysis revealed a main effettegEtment F(2, 45) = 5.2p = 0.009]. There was
no main effect of sexq(1, 45) = 0.8p = 0.4] and no interaction between treatment ard B,

45) = 1.1 p = 0.3]. Follow-up comparisons indicated that thleaxetine group showed worse post-
treatment adaptive-tracking performance than taegiio groupH(1, 31) = 12.0p = 0.02],

whereas there was no difference between the cratoand the placebo group(lL, 29) = 0.5p =
0.5]. The difference in post-treatment adaptivekiag performance between the reboxetine and
the citalopram group just failed to reach signfifica F(1, 29) = 3.8p = 0.06]. These results
suggest that reboxetine led to a decrease in agafpéicking performance.

Figure 3 (middle panel) shows the saccadic peakcitglmeasured pre-treatment (averaged
across 1.5 and 0.5 h pre-treatment) and post-tezdt(averaged across 2 and 3 h post-treatment)
for each treatment group. An ANCOVA on the posatneent saccadic peak velocity with treatment
and sex as between-subjects factors and pre-treaigaecadic peak velocity as covariate revealed a
main effect of treatmen&[2, 45) = 15.3p < 0.001]. There was no main effect of sExl], 45) =
1.8,p = 0.2] and no significant interaction betweentimeant and sexH(2, 45) = 0.6p = 0.6].
Follow-up comparisons indicated that the reboxegireip showed smaller post-treatment saccadic
peak velocity than the placebo grotg], 31) = 5.1p = 0.03], whereas the citalopram group
showed larger post-treatment saccadic peak veltaity the placebo group(l, 29) = 8.6p =
0.007]. Thus, both reboxetine and citalopram affé daccadic eye movements, but the effects were
in opposite directions. The time courses of saacpdak velocity and adaptive-tracking
performance showed that the effects of reboxetiectalopram on these measures were maximal
at the time points surrounding performance of tinerdshing-utility task and the gambling task (te
Beeket al., in preparation), suggesting that the drug-rel&@Bi$ effects were maximal during
performance of these tasks.
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Figure 3. Adaptive-tracking performance, saccadic peak velamd pupil-iris ratio pre-treatment and post-tneant,
separately for each treatment group (error baisétel standard errors of the mean). PLA = placéh,= citalopram,
RBX = reboxetine.

Figure 3 (right panel) shows the pupil-iris ratieasured pre-treatment (averaged across 1.5
and 0.5 h pre-treatment) and post-treatment (aedragross 2, 2.5 and 3 h post-treatment) for each
treatment group. An ANCOVA on the post-treatmentipiris ratio with treatment and sex as
between-subjects factors and pre-treatment pupitatio as covariate revealed a main effect of
treatmentF(2, 45) = 22.1p < 0.001]. There was no main effect of sexl], 45) = 0.1p = 0.7] and
no significant interaction between treatment and[5€2, 45) = 2.8p = 0.07]. Follow-up
comparisons indicated that both the reboxetinefgend the citalopram group had larger post-
treatment pupil-iris ratios than the placebo grffel, 31) = 7.1p = 0.01 and~(1, 29) = 44.4p <
0.001, respectively]. In addition, post-treatmempipiris ratio was larger in the citalopram group
than the reboxetine group(l, 29) = 13.7p = 0.001]. Thus, consistent with previous studies
(Phillips et al.,2000; Schmitet al.,2002), both citalopram and reboxetine led to @neiase in
pupil diameter, and this effect was more pronounoedbe citalopram group. There is no reliable
evidence for direct projections from the LC to thegonomic nuclei that control the pupil (Aston-
Jones, 2004), but there are a number of possibieesst pathways by which LC manipulation could
affect the sympathetic nervous system (cf. Bernttaal., 1998). Therefore, it is possible that the
increase in pupil diameter in the reboxetine grmiffects drug-induced changes in LC activity.
However, it is also possible that the pharmacoklgéfects on pupil diameter were produced at the
level of the autonomic nuclei controlling the puyjgihd thus reflect other drug actions than changes
in LC activity.

Diminishing-utility task
The progressive increase in both task difficultg @otential reward during each series of

tone discriminations produces a nonlinear developroktask-related utility. Initially, the increase
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in reward value for correct performance outpacedrnheeases in difficulty, such that the expected
value (utility) of task performance progressivaigreases. However, after several trials, the
increases in difficulty will lead to sufficient nurar of errors as to reduce the expected value of
performance, even in the face of increasing rewakhde for correct responses.

To examine changes in performance and task-reldiiy leading up to and following
participants’ choice to ‘escape’ (i.e., abandondheent series and start a new one), we averaged
trials as a function of their position relativeth@ escape events. For this analysis, we considered
only escape events that were preceded and folltwyedminimum of four regular (i.e., non-escape)
trials. As a measure of task utility, we calculadéedestimate of expected value for each trial.aor
given trial, expected value was computed indiviufar each participant by multiplying the point
value of the trial (representing the potential redealue if the trial was accepted) by the expected
accuracy on that trial for that participant. Exgecaccuracy was defined as the probability that the
participant would give a correct response, givenlével of difficulty of the required pitch
discrimination. To determine this, we averagedateuracy of all other trials for that participant
with the same frequency difference between refer@mc comparison tones.

Figure 4 (left panels) shows the average accuradyra on the trials flanking an escape for
each treatment group. All treatment groups showsltbap decrease in accuracy and an increase in
RT over the trials leading up to an escape, whiak @onfirmed by significant linear trends
[F(1,44) = 462.5p < 0.001 and~(1,44) = 14.3p < 0.001, respectively]. As expected, performance
was best on the first trial following an escapégraivhich accuracy gradually decreased and RT
increased agairF[1,44) = 54.5p < 0.001 and~(1,44) = 35.1p < 0.001, respectively]. Figure 4
(right panels) shows how our measure of expectkd\and the actual point value varied across the
trials surrounding an escape. In all treatment gsoparticipants on average selected to escape
when expected value approached the start valusmeieseries of discriminations. Both expected
value and point value gradually decreased ovetrifile leading up to an escagg],44) = 100.1p
< 0.001 and~(1,44) = 30.5p < 0.001, respectively], and gradually increasealragver the trials
following an escapeH(1,44) = 422.1p < 0.001 and~(1,44) = 1079.0p < 0.001, respectively].
Importantly, the effects of peri-escape trial positon performance and task utility did not intérac
with treatment or sex (atis > 0.3).

We next examined the average number of acceptdd tnian epoch. The average number
of trials in an epoch did not differ between theethtreatment group&(2,44) = 0.26p = 0.77].

There was no main effect of sex eithig¢],44) = 1.08p = 0.30], and no interaction between
treatment and seX¥(2,44) = 0.33p = 0.72]. Furthermore, there was no significanbasfsubject
correlation between the mean epoch length andethexetine-related change in adaptive-tracking
performancerf = 0.43,p = 0.08]. Note that, if anything, this correlatisinowed a trend in the
opposite direction than predicted by the adaptaia theory. Mean epoch length was not
significantly correlated with the drug-related iease in pupil diameter eitherf -0.13,p = 0.62 in
the reboxetine group;= 0.24,p = 0.38 in the citalopram group].
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Figure 4. Dependent measures for peri-escape trials irhttee treatment groups. Trial number “0” indicates éscape
trial. Left panels: accuracy and response time (RIght panels: Trial value and its computed expeetalue. Note
that no measures of accuracy and RT are availablestape trials, because, on these trials, no @isom tone was
presented.

There were no effects of treatment or sex on tted tumber of trials completed or total
number of points obtained (gdé > 0.3), except for a significant interaction betw treatment and
sex on the total number of point obtain&@,44) = 3.68p = 0.03]. Follow-up contrasts indicated
that the male participants obtained significantlyrenpoints than the female participants in the
reboxetine groupt(16) = 3.08p = 0.007], whereas there were no significant séecef in the
placebo and citalopram grougss (> 0.48). An overview of the dependent variabtethis task as a
function of treatment and sex is shown in TablAr2analysis of the improvement in tone-
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discrimination performance over the course of #sk {(i.e., learning curve) is reported in the
Appendix.

Table 2. Overview of the dependent variables in the dinmimig utility task, as a function of treatment amct $§SD in
parentheses).

Placebo Citalopram Reboxetine
men women men women men women

Mean epoch length  10.3 (2.3) 12.1 (4.3) 9.9 (2.5) 10.9 (4.1) 11.@)Y3. 11.0(2.3)
(trials)
Number of escapes 12.8 (3.1) 11.5 (4.0) 13.4 (3.712.9 (5.1) 13.3(5.9) 11.8 (4.7)

Total score 1694 (380) 1749 (418) 1496 (537) 1em4) 1904 (353) 1356 (391)
Total number of 136 (3) 136 (3) 135 (3) 136 (3) 138 (3) 132 (3)
trials

Gambling task

Each participant’s tendency to make exploratoryicd®is reflected in the estimated gain
parameter of the reinforcement-learning modelveelovalue of the gain parameter indicates a
more exploratory choice strategy (Materials andhdds; Appendix). The value of the gain
parameter did not differ between the three treatrgeups F(2,45) = 0.70p = 0.51; Supplemental
Table 1] or between the male and female particgpf{R,45) = 2.50p = 0.12]. In addition, we
classified each choice as exploitative or explagad@cording to whether the chosen slot machine
was the one with the maximum estimated pay-off l@tqtion) or not (exploration). The proportion
of exploratory choices did not differ between theee treatment groups [28%, 32% and 27% in the
placebo, citalopram and reboxetine group, respalgtit(2,45) = 0.92p = 0.41] or between male
and female participants [26% vs. 31F42,45) = 2.43p = 0.13]. The three treatment groups did not
differ in the degree of exploration of the explorgtchoices either (section 2.4.1); the degrees of
exploration in the placebo, citalopram and rebaeegroups were 0.39, 0.37 and 0.37, respectively
(F(2,45) = 0.43p = 0.65).

Neither the value of the gain parameter nor th@@mion of exploratory decisions was
significantly correlated with the reboxetine-rethtehange in adaptive-tracking performance [gain
parameterr = 0.41,p = 0.09; proportion exploratiom:= -0.25,p = 0.32]. Our measures of
exploration were not significantly correlated witie drug-related increase in pupil diameter either
(ps > 0.15 in the reboxetine groyss > 0.35 in the citalopram group).

There were no across-subject correlations betwaemeasure of task disengagement in the
diminishing-utility task (mean epoch length) and measures of exploration in the gambling task
(value gain parameter and proportion of exploratdrgicesps > 0.8). This suggests that the
disengagement and exploration measures in thdsereftect separate aspects of the exploratory
control state hypothesized to be mediated by thie iocC mode.
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Discussion

The present study provided the first direct testumans of one of the central tenets of the
adaptive gain theory of LC function (Aston-Joned @&ohen, 2005), namely the assumption that an
elevated level of tonic LC/NE activity (tonic LC m@) promotes a more exploratory control state.
Contrary to predictions of the adaptive gain thearg found no evidence that the increased NE
levels induced by reboxetine were associated &gk tisengagement or exploratory behavior in
our experimental tasks.

Our null effects cannot be explained by a genelfectiveness of our pharmacological
manipulations, since there were significant drdga$ on several central and autonomic nervous
system parameters. Reboxetine caused reducti@daptive-tracking performance and in saccadic
peak velocity, which corroborates previous findisgggesting the involvement of the
noradrenergic system in visuomotor control of mogeta (Wanget al.,2009). Citalopram
increased saccadic peak velocity, which is in Vuith the mild stimulating properties of the SSRI
on the electroencephalogram (#tlal.,1984; Saletwet al.,2002). The time course of the effects
suggests that reboxetine was maximally effectivenduperformance of the diminishing-utility task
and gambling task (te Beek al.,in preparation). In addition, both citalopram aaboxetine
resulted in an increase in pupil diameter, bug iinknown whether these pupil modulations were
produced by changes in LC activity or by other dnftwences peripheral to the LC (e.g., on lower
medullary NE cell groups or autonomic nervous sygté-urthermore, previous studies using the
same dose of reboxetine, between-subject desighsiamlar group sizes have found significant
group differences in behavioral measures (De Masiral.,2008; Miskowiaket al.,2007; Tse and
Bond, 2002). The absence of significant acrossestilgjorrelations between our measures of
disengagement/exploration and the reboxetine-itkeffects on adaptive-tracking performance
suggests that the effectiveness of the reboxetar@pulation in individual participants did not
predict their tendency to disengage or explore.

The two experimental tasks we used to measure etply behavior and task
(dis)engagement seem well suited for detectingviddal differences in control state. Thearmed
bandit task with non-stationary pay-off structusetie most commonly used paradigm for studying
the exploration-exploitation trade-off in reinforsent-learning research (Sutton and Barto, 1998).
Combined with computational modeling, it allowsoamhal description of participants’ choice
behavior and provides an index of their tendenogx@ore. The diminishing-utility task is a more
novel paradigm in which task engagement is moddlbiemeans of dynamic changes in task-
related utility. Importantly, the opportunity toseape” from the current task set provides an overt
behavioral index of disengagement. In line withr@vpus study using this task (Gilzeneatal.,
2010), we found that participants behaved optimalyaverage, and chose to disengage from the
current task set when estimated task utility apgied the baseline utility of a new task set. In
addition, in a recent study using the same gamltéiek as used here (Jepma and Nieuwenhuis, in
press) we have found that changes in utility messand pupil diameter leading up to the switch
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from an exploitative to an exploratory choice gyt were similar to those leading up to an
“escape” in the diminishing-utility task (Gilzenrettal.,2010). This suggests that disengagement in
the diminishing-utility task and exploration in tgambling task are both driven by decreases in
task utility. That said, optimal exploration stigitss in our experimental tasks may differ from #os
needed in the real world; the changes in pay-aftstask-related utility in our tasks developed
gradually and relatively slowly over time, which ymaot correspond to the dynamics of utility
changes in real-world environments (Cole¢ml.,2007).

Although disengagement and exploration are botlsidened behaviors indicative of an
exploratory control state associated with the t&w@icmode, it is important to note that
disengagement in the diminishing utility task (ighoosing to “escape” from the current series of
tone discriminations) is not equivalent to explamatn the gambling task, which may explain the
absence of a correlation between our measuresengiagement and exploratory behavior. The
development of a computational model for the dishimg-utility task is an important objective for
future studies, as this will allow a more formasdeption of participants’ behavior in this taskdan
a better comparison with exploratory behavior imeottasks.

One possible explanation for the absence of rebuxeffects on our measures of task
disengagement and exploratory behavior is that @¥\E system is not involved in regulating the
balance between exploitative and exploratory céstades in humans. The adaptive gain theory is
based on findings from neurophysiological studresionkeys using relatively simple target-
detection tasks, and it is possible that the redrdin these studies cannot be generalized to the
regulation of control state in humans. Moreovehaigh it is intuitively appealing to interpret the
observations of increased distractibility, labiteeation and impaired focused performance during
elevated tonic LC/NE activity in animals as reflens of an exploratory control state (Aston-Jones
and Cohen, 2005), it is important to note thatrteerophysiological studies did not explicitly
investigate the exploration-exploitation trade-difie proposed link between the tonic LC mode and
an exploratory control state is an assumption. Beeave did not find evidence for this assumption,
it seems appropriate to consider alternative exgtians for the distractible behavior associated
with the tonic LC mode. When taking a reinforcemleatrning model perspective, it may be
possible to explain the behaviors observed indhectLC mode by changes in reinforcement-
learning parameters other than the explorationmpeatar. One possibility is that high LC/NE
activity increases the rate at which action valmresupdated based on new information (i.e., the
learning rate parameter). This hypothesis woulddrepatible with a recent proposal that increased
NE levels boost the learning of new task continggs€Yu and Dayan, 2005). In line with this
hypothesis, the estimated learning rate of thdasement-learning model that we fit to the choice
data of the gambling task was somewhat largerarréboxetine group than in the other treatment
groups (Appendix, Supplemental Table 2; Suppleméigare 2). However, because of the very
high learning rates associated with this task, rémssilt must be interpreted with caution.
Alternatively, high LC/NE activity may increase timeportance attached to immediate vs. delayed
rewards (i.e., the future-reward discount fact8g)pport for this hypothesis comes from findings
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from a recent study in mice that suggest that dndgced increases in NE levels impair the ability
to take future rewards into account, which woukiti¢o the impulsive selection of options with
short-term rewards (Luksys et al., 2009). Luksyalesuggested that the distractible behavior
observed in animals with elevated LC/NE activity ¢ produced by an increased devaluation of
future, relative to immediate, rewards combinedhighexploitation(as opposed to exploration;
see Doya, 2002, for a similar proposal).Thus, #ieabiors associated with the tonic LC mode that
have been interpreted as indices of an exploratonyrol state by the adaptive gain theory may also
be explained by modulations of other reinforcemeatning parameters. To further address this
issue, future studies need to dissociate the rfdleeo. C-NE system and other neuromodulatory
systems in the regulation of different componefitemforcement learning and decision making.

Another possibility is that the tonic LC mode prdewma type of exploratory behavior and
disengagement that was not measured in the pregeht It is likely that exploration is not a siag|
process but comprises several distinct functiomwsluing different neural mechanisms. An
important aspect may be whether exploration isadrivy top-down motives or by bottom-up
stimulation. Exploratory behavior in the four-armehdit task may be referred to as ‘controlled’ or
‘systematic’ exploration, since it is aimed at abitag information in order to optimize performance
in the current task. Similarly, disengaging frore tturrent task set in the diminishing-utility task
serves the higher-level goal of maximizing theltetare obtained in the task. Such controlled, top-
down driven exploration and disengagemeithin the current task contertight be mediated by
different neural mechanisms and/or neuromodulatgsyems than random, bottom-up driven
explorationexceeding the current task contebntrolled exploration presumably requires
cognitive control functions that rely on the preftal cortex (PFC), which is supported by the
finding of PFC activation during exploratory deoiss in the four-armed bandit task (Datal.,
2006). There is also some evidence that the dopasyistem plays a role in the regulation of a
particular type of controlled exploration (Fraekal.,2009). Our findings suggest that the LC-NE
system may not be involved in controlled explonatidowever, our study leaves open the
possibility that the LC-NE system is involved imd@m exploration exceeding the current task
context. Random exploration is likely to be assetlavith an increased sensitivity to bottom-up
activation, resulting from a global increase innogal responsivity. The widespread projection
system of the LC and the neuromodulatory effectdBfon cortical neurons suggest that the LC-
NE system is well suited to produce such globahgea in responsivity.

The idea that the tonic LC mode promotes a mordaamntype of exploration outside the
current task context is supported by findings thrag-related increases in tonic NE levels improve
attentional-set shifting and reversal learningats and monkeys (Devauges and Sara, 1990; Lapiz
and Morilak, 2006; Lapiet al.,2007; Setet al.,2008), whereas noradrenergic lesions impair
attentional-set shifting (McGaugley al.,2008; Newmaret al.,2008; Taitet al.,2007). These
functions require the adaptation of behavior acogrtb unexpected changes in the task
environment, which depends on a shift of attentmpreviously irrelevant stimulus dimensions.
These types of attention shifts are likely to balifated by random exploration (although an
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increased learning rate may provide an alternaiy@anation). Investigating the noradrenergic
modulation of random exploration outside the curtask context in humans is an important
objective for future studies.

The distinction between controlled and random engtion might be related to the proposed
distinction between expected and unexpected unori@’'u and Dayan, 2005). Yu and Dayan
have proposed that acetylcholine signals expeatedrtainty (i.e., anticipated variation in task
outcome), whereas NE signals unexpected uncert@iatyunanticipated changes in the task
context resulting in strong violations of top-doexpectations; see Bouret and Sara, 2005, for a
similar account). Yu and Dayan have also propokatithe NE-related signaling of unexpected
uncertainty facilitates the learning of predictretationships within a behavioral context, and
therefore accelerates the detection of a chantgskicontingencies, which could explain the
improvements in attentional-set shifting associatét increased tonic NE levels. Yu and Dayan’s
account thus suggests that the tonic LC mode béemtsing about new predictive relationships in
noisy and changing environments. This accountasety related to the adaptive gain theory’s
assumption that the tonic LC mode promotes exptoraat least when applied to random
exploration exceeding the current task contextesthis type of exploration is likely to facilitate
the learning of contextual changes. The detectiamexpected uncertainty might be an important
factor in driving the LC towards a more tonic LC a¢eo However, how assessments of unexpected
uncertainty interact with assessments of taskedlatility on different timescales to regulate LC
mode and control state remains to be investig&ednteresting speculation is that the degree of
unexpected uncertainty determines how much wegbivien to assessments of long versus short-
term utility, such that long-term utility has reladly less influence in situations of high unexmelct
uncertainty. In terms of reinforcement-learning misdthis would be similar to the suggested
modulation of the learning rate parameter by thatitiy of the environment (Behreret al.,

2007).

Finally, it is important to note that although nadralysis studies have shown that a single
dose of reboxetine increases NE concentrationsetsidies, due to their limited temporal
resolution, do not provide unequivocal evidence thia reflects purely an increase in tonic NE
levels. Since the effects of selective NE reupiakéitors on the phasic LC response in awake
animals are not known, we cannot exclude the pibisgithat our reboxetine manipulation also
affected phasic LC activity and NE release, fomepke via modulations of the electrotonic
coupling strength between LC neurons (Alvaeeal.,2002). Thus, determining the exact effects of
selective NE reuptake inhibitors on the phasictamit components of LC/NE activity will be
important for a better understanding of their @8ean cognition. In addition, the effects of
pharmacologically increasing NE levels on conttates might depend on individual differences in
baseline (pre-treatment) NE level. Accordingly,ividual differences in baseline NE level could
have been partly responsible for the absence afpgdifferences on our measures of
disengagement and exploration. Consistent withgbssibility, a recent study in mice has shown
that pharmacological manipulations of the LC-NEtsgsinteract with several other factors, such as
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individual differences in genotype and trait anyjettress and motivation, in modulating the
exploration-exploitation trade-off (Luksyd al.,2009). Thus, it seems that multiple factors need t
be taken into account to enable predictions of@gpbry behavior and its modulation by NE.

To conclude, our findings suggest that the acutadhon of an elevated tonic NE level does
not affect people’s tendency to explore or disergat)least not within the current task context.
These findings challenge the adaptive gain theangisn that the LC-NE system regulates the
balance between exploitative and exploratory céistaies (Aston-Jones and Cohen, 2005). It
remains to be examined whether the LC-NE systanvived in random exploration outside the
current task context, possibly driven by the dédacdf unexpected uncertainty. The present study
contributes to our understanding of the noradranengdulation of human control state, and
hopefully encourages further investigation of tigic.
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Appendix

Adaptive-tracking task

The adaptive-tracking task is a pursuit-trackingktéBorland and Nicholson, 1984). A
target circle moves randomly on a computer scraed,the participant must try to keep a marker
dot inside the moving circle by operating a joysti®he mean velocity of the moving circle is
automatically adjusted to match the participarkiB. 4f the participant is successful in maintaigi
the dot inside the circle, the velocity of the mmyicircle gradually increases. Conversely, if the
participant cannot maintain the dot inside thelejr¢he velocity is reduced. The task lasts 3.5
minutes, including a run-in period of 0.5 minuteaidg which no data is recorded. Performance is
measured as the percentage of time that the peticis able to keep the dot in the circle. The
adaptive-tracking task has proved to be usefuhfeasurement of CNS effects of alcohol, various
psychoactive drugs and sleep deprivation (Cohah 985; Van Steveninck et al., 1991, 1999).

Pay-off structure of the gambling task

The number of points paid off by slot machiran trialt ranged from 1 to 100, drawn from
a Gaussian distribution (standard deviatmn= 4) around a megn, and rounded to the nearest
integer. At each trial, the means diffused in aagetwy Gaussian random walk:
fya = Mb, + (A= 2)0+v
The decay parameterwas 0.9836, the decay cenflawas 50, and the diffusion noigewas zero-
mean Gaussian (standard deviatmn= 2.8). We used three instantiations of this pgscene is
illustrated in Figure 2.

Description of the reinforcement-learning models
We fitted three reinforcement-learning models #® ¢hoice data of the gambling task. All

models consisted of a mean-tracking rule that gddke expected pay-offs of each mackying) ,

and a choice rule that selected a machine bas#tesa estimations. The estimated pay-offs were
calculated as follows:

Model 1 (mean pay-off estimation without decay; Baand Abbott, 2001)
When a participant chooses machiren trialt and receives pay-off the estimated pay-off of the
chosen machine is updated according to:

7, post

~pre |
ct tuc,t + Kdt

with prediction errord, =r, - fI,, and learning rate parameter. The estimated pay-offs of the

unchosen machines do not change.
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Model 2 (mean pay-off estimation with decay)
The chosen machine’s estimated pay-off is updated model 1:

post

tuct

In addition, the estimated pay-offs of all maclsinegardless of choice, are updated in time
according to:

B = M+ (1= 1)8

pre ,
_tuct +K5t

in whichA is the decay parameter (a smaller valué ioflicates a faster decay rate) #hib the
decay-center parameter.

Model 3 (Kalman filter; Daw et al., 2006)
The pay-offs of the machines are updated as in hibhde addition to tracking the mean pay-offs

(f,), this model also tracks the uncertainties abcegeipay-off¢d;, i.e., the variance of the

expected pay-off distributions) which determine tti@-specific learning rates,. When a
participant chooses machin@n trialt and receives pay-off the estimated pay-off distribution of

ost 2 post

the chosen machingf;*, ) is updated according to:

post

#ct
A2post - (1 K ) '\2pre
pre

Wlth prediction erroré't =1, — il

pre
- tuct +Kt5t

and learning rate, = 3.7 /(2P +G7) .
Then, the estimated prior pay-off distributionsaifmachines on the subsequent trial (tr#dl) are
updated in time according to:

A5 = A + A= A)6

~2pre 2 A 2post A2
Ut+1 =0 +0y

In all models, the selection of a machine on eaehwas determined by a softmax rule; the
probabilityP, , of choosing machineon trialt as the function of the estimated pay-offs was:

_exp(Bae)
Zexp(ﬂﬂ"’e

with exploration parametgt (referred to as the gain, or inverse temperature).

We fitted each model to the participants’ choiceadsy maximizing the log-likelihood of
the observed choices. To optimize the parameten used a nonlinear optimization algorithm
(Matlab’s fminsearch function; Lagarias et al., 899ogether with a search of different starting
values. The trials in which no response was mademihe 1.5-s time limit were omitted. The pay-

off tracking parameters;?(,j and é?) were shared by all participants that had recethiedsame
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pharmacological treatment, whereas the explorggazameter [f) was estimated separately for
each participant. Parametér in model 3 was fixed at 4. Estimation of parametgrin model 3

resulted in extreme values for most of the paréiotp, suggesting unreliable fits. Therefore, we
fixed this parameter at 50, which is similar to Hest fitting g, parameter found in a previous

study (Daw et al., 2006). Large valuegipfinduce high learning rates, indicating that thpezted

pay-offs are determined primarily by the most ré@xperience with each machine. Given that the
estimated learning rate parameters in models Ramere very near or even slightly above 1 as
well (Supplemental Table 1), and that previousissitlave also associated this task with high
learning rates (Daw et al., 2006; Jepma and Niebwisnin press), the oversensitivity to the most
recent pay-off of each machine seems to be chaistatef participants’ choice behavior in this
task.

To compare the adequacy of the three models iraaxp the observed data we used the
Bayesian Information Criterion (BIC; Raftery, 1998)statistical criterion for model selection. The
BIC is an increasing function of the residual sumsguares from the estimated model, and an
increasing function of the number of free paransetembe estimated. Thus, the best model is the
model with the lowest BIC value. In addition, tleewBIC values were transformed to a probability
scale (BIC model weights or “Schwarz weights”), ldimvy a more intuitive comparison of the
probabilities of each model being the best modekrgthe data and the set of candidate models
(Wagenmakers & Farrell, 2004). Supplemental Taldbdws the estimated parameter values and
the BIC values and model weights of each model. &1@dmean pay-off estimation with decay)
provided by far the best fit to the choice data.
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Supplemental Table 1.Mean parameter estimates and fit information lierthree models, separately for each

treatment group (SD in parentheses). Model 2 peabitie best fit to the data.

Model 1

Model 2

Model 3

B Placebo
Reboxetine
Citalopram
Placebo

o,

Reboxetine
Citalopram
Placebo

>

Reboxetine
Citalopram
K Placebo
Reboxetine
Citalopram
-LL Placebo
Reboxetine
Citalopram
BIC Placebo
Reboxetine
Citalopram
p Placebo
Reboxetine
Citalopram

0.095 (0.028)
0.105 (0.039)
0.093 (0.035)

0.93
1.03
0.86
4380
4415
4349
8913
8994
8842
<0.001
<0.001
<0.001

0.137 (0.042)
0.152 (0.081)
0.135 (0.053)
0.73
0.73
0.85
45.9
45.6
49.7
1.07
1.17
1.01
3789
3751
3858
7757
7691
7885
> 0.999
> 0.999
> 0.999

0.197 (0.058)
0.245 @.12
0.157 (0)06

0.70

0.65

0.84

45.6

45.3
49.5

3821
3780
3901
7804
7732
7954
<0.001
<0.001
<0.001

Note: Model 1 = mean pay-off estimation without aggdviodel 2 = mean pay-off estimation with decaydél 3 =
pay-off distribution estimation with decay; -LL =gative log likelihood (smaller values indicateteefit); BIC =
Bayesian information criterioqy = BIC model weight.

Tone discrimination learning curves in the diminmgutility task
To examine whether the three treatment groups stholferent rates of improvement in
tone-discrimination performance over the courstheftask (i.e., different learning curves), we
divided all trials in four equally sized consecaetivial bins, separately for each participant aache
level of task difficulty, and assessed the meang@nge of correct tone discriminations in each
trial bin (Supplemental Figure 1). The trials withpossible discriminations (i.e, 0 Hz tone
differences) were excluded from the analysis. Theas a significant main effect of trial bin on
tone-discrimination performancg(3,132) = 10.1p < 0.001], which was best described by a linear
improvement over the four sequential biR¢1[,44) = 15.9p < 0.001]. This learning effect
interacted with treatment at a trend lev&]d,132) = 2.1p = 0.057], but did not differ between the
male and female participanis € 0.48). Follow-up comparisons indicated thatl#aning curve in
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the reboxetine group differed from those in theeko and citalopram groups(B,93) = 2.5p =
0.07 and~(3,87) = 2.7p = 0.05, respectively]; whereas the placebo aradaptam groups showed
a significant linear improvement over the four aangive bins (linear trend effeps < 0.002 for
both groups), the effect of trial bin in the rebtme group was best described by a cubic trend
[F(1,17) = 11.8p = 0.003] reflecting the initial decrease in penfi@ance in trial bins 2 and 3
followed by an increase in performance in the lbast

90 -
—s—placebo
—e -reboxetine
----citalopram
§ 80 -
)
(&}
x
70 -
60 . .
1 2 3 4
trial bin

Supplemental Figure 1.Learning curves illustrating the change in torsedimination performance over the four

consecutive trial bins in the diminishing-utilitgsk, separately for each treatment group (errar indlicate standard
errors of the mean).

Bootstrap analysis of the shared parameters inréieforcement-learning model

To approximate the distribution of the shared pmtaams(/f, éand/?), we conducted a
bootstrap analysis (Efron & Tibshirani, 1993). leach treatment group, the computer generated
2162 bootstrap sets by sampling with replacemem fihe original group of participants; each
bootstrap set had the same number of "participastshe original data set. Model 2 was fitted to

the choice data from each bootstrap set, whicHtezbin a bootstrap sampling distribution for each
parameter in each treatment group (Supplemental&ig).

To assess whether thed andk parameter values differed between the three tredtme
groups we determined the 95% confidence intervaboh parameter in each group (Supplemental

Table 2). The distributions of thiqoarameter suggest thais larger in the citalopram group than in
the other two groups, indicating a slower decag (a¢., slower forgetting of the estimated values)
in the citalopram group. However, the bootstrapede#5% confidence interval of the citalopram
group partly overlaps with that of the other trearingroups, hence the difference misses
significance. The trend for a slower decay ratthencitalopram group may be consistent with
findings that serotonin manipulations affect thiessvity for short- vs. long-term consequences of
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actions (e.g., Schweighofer et al., 2008). Theamiof @ andk did not differ significantly between
the three groups, although there was a trend son@ewhat higher learning rate in the reboxetine

group.

Supplemental Table 2 The 2.5, 50 and 97.5 percentile of the bootsteappling distributions of th@, @ andk
parameters. The 2.5 and 97.5 percentiles indibatéotver and upper bound of the 95% confidencevate

percentile
2.5 50 97.5
) Placebo 0.31 0.73 0.85
Reboxetine 0.20 0.73 0.84
Citalopram 0.78 0.85 0.89
P Placebo 42.4 45.9 49.6
Reboxetine 40.1 45.7 49.9
Citalopram 45.1 49.7 53.5
K Placebo 0.17 1.05 1.22
Reboxetine 0.49 1.16 1.30
Citalopram 0.89 1.00 1.09
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Supplemental Figure 2 Bootstrap distributions of thd (decay parameter; larger values indicate sloweaylec

rate),d (decay center) and (learning rate) parameters in each treatment group
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Chapter 4

Neurocognitive function in dopamirfehydroxylase
deficiency

This chapter is published as: Jepma, M., DeinupfAsplund, C.L., Rombouts, S.A., Tamsma, J.T.,
Tjeerdema, N., Spapé, M.M., Garland, E.M., Robertgh, Lenders, J.W., & Nieuwenhuis, S. (in
press). Neurocognitive function in dopamitsdrydroxylase deficiencyNeuropsychopharmacology
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Abstract

DopamineB-hydroxylase ([PH) deficiency is a rare genetic syndrome charazgdrby the complete
absence of norepinephrine in the peripheral andegh#al nervous systempB-deficient patients

suffer from several physical symptoms, which catréated successfully with L-threo-3,4-
dihydroxyphenylserine, a synthetic precursor okporephrine. Informal clinical observations suggest
that D3H-deficient patients do not have obvious cognitmpairments, even when they are not
medicated, which is remarkable given the impontalet of norepinephrine in normal neurocognitive
function. The present study provided the firsteysdtic investigation of neurocognitive function in
human BH deficiency. We tested fivelB-deficient patients and ten matched healthy céontro
participants on a comprehensive cognitive taslebatand examined their pupil dynamics, brain
structure and the P3 component of the electroeadegtam. All participants were tested twice; the
patients were tested once ON and once OFF medicMiagnetic resonance imaging scans of the
brain revealed that the patients had a smalldrlicaan volume than the control group, which isine
with the recent hypothesis that norepinephrineahasurotrophic effect. In addition, the patients
showed an abnormally small or absent task-evokpil gilation. However, we found no substantial
differences in cognitive performance or P3 ampétbdtween the patients and the control participants
with the exception of a temporal-attention defitithe patients OFF medication. The largely spared
neurocognitive function in H-deficient patients suggests that other neuronaddid have taken over
the function of norepinephrine in the brains osthpatients.
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Introduction

The locus coeruleus—norepinephrine (LC—-NE) systeane of the major neuromodulatory
systems in the brain. For a long time, investigat@ve associated this system with basic functions
such as arousal and the sleep-wake cycle (AstoesJetal., 1984; Jouvet, 1969), and with various
neuropsychiatric disorders such as depression taentian-deficit hyperactivity disorder (Ressler
and Nemeroff, 2001; Siever and Davis, 1985). Intamd recent studies have shown that the LC-
NE system is involved in more specific cognitivadtions, such as memory, attention, perception,
and decision making (Aston-Jones and Cohen, 200BbiRs, 1997; Sara, 2009). These findings
suggest that norepinephrine (NE) is essential éom@l cognitive function in humans.

DBH deficiency is a rare genetic syndrome that isattarized by the congenital absence of
the enzyme dopaminghydroxylase ([PH), which is responsible for the conversion of dopse
(DA) to NE (Man in't Veld et al., 1987a; Robertsenal., 1986). As a result,fDi deficiency is
characterized by a complete lack of NE and epinaphn both the central and the peripheral
nervous system (Man in't Veld et al., 1987a). Theme currently approximately 15 patients with
DBH deficiency known worldwide. These patients suffem several physical symptoms,
including severe orthostatic hypotension, fatigne enpaired exercise tolerance (Robertson and
Garland, 2010). The only effective treatment gHdeficiency involves administration of the drug
L-threo-3,4-dihydroxyphenylserine (DOPS, droxidgpaiich is converted directly into NE via L-
aromatic-amino-acid decarboxylase, thereby bypgd3fiH (Biaggioni and Robertson, 1987;
Goldstein, 2006; Man in ‘t Veld et al., 1987b). &ies in rats and mice have shown that DOPS
crosses the blood-brain barrier, and activateptbduction of NE in the central nervous system as
well as the peripheral nervous system (Ishikawal.efi987; Kato et al., 1987a,b; Semba et al.,
1985; Thomas et al., 1998). Treatment with DOP8ltef a dramatic relief of physical symptoms
and a substantial improvement of the quality & bf D3H-deficient patients.

The biochemical features, autonomic physiology pimgsical symptoms associated with
human BH deficiency have already been described in sewtudies (e.g., Mathias et al., 1990;
Robertson et al., 1991; Thompson et al., 1995; Tensnet al., 2004). In addition, a post-mortem
microscopic examination of the brain of onpHddeficiency patient has revealed no histological
abnormalities and no evidence for neuronal loseéGine et al., 2006). However, to date there have
been no systematic studies on cognitive and breaation in CBH deficiency. Informal clinical
observations suggest that even before startingriesd, DBH-deficient patients do not have
obvious cognitive impairments, which is strikinggn the large amount of evidence that NE plays
an important role in normal cognitive function (8a2009). This suggests that more carefully
controlled laboratory tests may reveal subtle neagaitive deficits in PH-deficient patients that
have remained unnoticed in informal observations.

The present study provides the first systematitueniamn of neurocognitive function in
DBH deficiency. We tested 5 patients witiBlDdeficiency on a battery of cognitive tasks thawén
been proposed to depend on normal noradrenergatidm) including an emotional working-
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memory task (Chamberlain et al., 2006; Oei et28l1,0) and a temporal-attention task (attentional-
blink task; De Martino et al., 2007; Nieuwenhuisakt 2005a; Warren et al., 2009), expecting that
these tasks would reveal possible abnormaliti¢serDBH-deficient patients. In addition, we
examined task-evoked changes in pupil diameterrecwrded the electroencephalogram (EEG)
during a target-detection task to examine evemitedl potential (ERP) correlates of noradrenergic
activity (Liu et al., 2009; Nieuwenhuis et al., Z00 Pineda et al., 1989). To assess whether
potential abnormalities in performance were resgddo NE-mediated tasks, we also tested the
patients on a spatial-attention task that doegraiie noradrenergic function (Greenwood et al.,
2005; Nieuwenhuis et al., 2007). Finally, we acgdian MRI scan of the patients’ brain to assess
possible abnormalities in brain volume and strietWe tested the patients once ON and once OFF
DOPS medication, and compared their results wiblselof a matched healthy control group.

Materials and methods

Participants

We tested five PH-deficient patients (two Dutch, two American, ate Canadian) and
ten healthy controls (all Dutch). The two Amerigaatients were brothers, and the other patients
were unrelated (see Supplementary Table 1 fordtients’ demographic and clinical details). The
genetic mutations in the DBH gene have been idedtibr all patients. Patient 1 is homozygous
for the IVS1 +2T>C mutation, a mutation of the plise site in the first intron which leads to
abnormal splicing and hence a dysfunctional proteatient 2 is homozygous for a missense
mutation in 764G>T (C255F; Deinum et al., 2004 ti¢tdas 3 and 4 are heterozygous for both the
IVS1 +2T>C mutation and the 991G>A (D331N) missemsgation. Patient 5 is homozygous for
two missense mutations in 259G>A (V87M) and 991GBA31N). Patient 5 also has a rare
mosaic deletion at chromosome 11p13 [46,XX,del@12p14)/46,XX] which is unrelated to her
DpBH-deficiency (Erez et al., 2010).

The patient and control group were matched for sge.and 1Q (Table 1). We used the
Vocabulary subtest of the Wechsler Adult Intelligerscale (WAIS Ill, Wechsler, 1997) and the
Raven’s Standard Progressive Matrices test (SPMeiRRat al., 1988) to estimate 1Q. The Dutch
patients and their controls were matched for edoicak level as well. Given the different
educational systems in the US and the Netherlangas not possible to match the American
patients and their Dutch control participants mrg of educational level; hence we matched for
estimated IQ instead of educational level. Pardictp gave written informed consent before
participation, and the study was approved by thdica¢ ethics committee of the Leiden University
Medical Center and the Institutional Review Boaf&anderbilt University.
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Table 1. Demographic details of the control group and themt group (means + standard deviations)

Control group (N = 10) Patient group (N = 5)

Age (years) 246+11.0 24.4 +10.0
Sex (proportion female) 6/10 3/5
Interval between test sessions (days) 7.513.2 +286
Scaled WAIS-IIl vocabulary score 8.6+23 11443
Raven’s SPM score 445+6.9 456 £ 4.6
Estimated 1Q (based on SPM score) 106.5+11.1 21038.6

Notes: WAIS = Wechsler Adult Intelligence Scaleghest possible scaled vocabulary score = 19; SRkmdard
progressive matrices, highest possible score = 66.

General procedure

All participants were tested twice on the same dogntask battery, with an intervening
period of six to thirteen days. The patient andticmgroups had similar intervening periods (Table
1). Two patients were tested ON medication on itis¢ test day and OFF medication on the second
test day, and the other three patients were t@sti opposite order. Two of these patients had
never been on DOPS medication before and starkathtenedication at least two days before the
second test day. The other patients stopped takeigdaily medication four to thirteen days before
the OFF-medication test day and stayed off medinaip to and including this day. Preceding and
during the ON-medication test day, the patient& their DOPS medication as usual (see
Supplementary Table 1 for the patients’ demographit clinical details).

The task battery included five cognitive tasks,cdegd below and, in more detalil, in
Appendix I.At the beginning and end of each test day, padrtip completed the Positive Affect
and Negative Affect Schedule (PANAS; Watson etl#l88; translated into Dutch by Peeters et al.,
1996).To measure catecholamine levels, we collected bdoad24-hour urine samples from the
patientsprior to each test sessi¢hable 1). Blood samples were taken after fifteenutes of
supine restWe also collected blood samples fromost control participant§&ince we expected no
differences ircatecholamine levelsetween the two sessions for the control partidgaheir blood
samples were collected only on&enally, on one of the test days a structural Tlighked MRI
brain scan was acquiréseeAppendix Ifor details of acquisition and analysis)

Emotional working-memory task

NE plays an important role in emotional memory.{iGhamberlain et al., 2006). The well-
known phenomenon that emotional events are mentbhbieter than neutral events (e.g., Cahill and
McGaugh, 1998), for example, is associated Wtdrenergic-dependentodulations of
amygdala-hippocampus interactions (Strange e2@0D3; Strange and Dolan, 2004). In addition,
emotional distractor stimuli impair working-memasgrformance to a higher degree than neutral
distractor stimuli (e.g., Buchner et al., 2004; &xd and McCarthy, 2006; Oei et al., 2009, 2010),
an effect that is reduced by administration offikerenergi@antagonist propranolol (Oei et al.,
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2010). We examined the effects of emotional andrakdistractor stimuli on performance in the
working-memory task used by Oei et al. (2009, 2010)

Each trial of this task started with the preseatabf either one or four letters (the target
set), which had to be held in memory for later gggtion. The target set was followed by a 1,500-
ms delay period during which either a neutral pietor a negatively arousing picture was
presented. After this, four letters (the probe se&tle presented and participants had to indicate, a
quickly and accurately as possible, whether otim@{probe set contained a letter from the
preceding target set.

Attentional-blink task

The attentional-blink paradigm is the most commardgd paradigm for investigating
attentional selection in the temporal domain (foedew see Martens and Wyble, 2010). The
attentional blink refers to a deficit in processthg second of two target stimuli that are presente
in close temporal succession. This deficit is ns@stere when the second target is presented within
200-400 ms after the first target (Raymond etl&®92), and is thought to result from competition
between the two target stimuli for limited attentbresources (Shapiro et al., 1997). When the two
targets are presented within approximately 200pagprmance is often spared (e.g., Hommel and
Akyurek, 2005), a phenomenon termed “lag-1 sparing”

The temporal dynamics of the LC-NE system sugdegtthe LC-NE system mediates
attentional selection in the temporal domain (Coéteal., 2004; Dayan and Yu, 2006; Usher et al.,
1999). LC neurons exhibit a phasic increase irvagtshortly following task-relevant or otherwise
motivationally significanstimuli (Aston-Jones et al., 2000). The resultiragsient release of NE in
cortical areas temporarily increases the respagsivithese areas to their input, which selectively
facilitates the processing of the eliciting stimai(Berridge and Waterhouse, 2003; Servan-
Schreiber et al., 1990). Phasic increases in L@igcare followed by a brief refractory period
during which LC-NE-mediated facilitation of inforith@n processing is temporarily unavailable
(e.g., Aghajanian et al., 1977). These temporahdyns of the LC-NE system suggest that the
attentional blink may be mediated by the LC-NE sgs{Nieuwenhuis et al., 2005a; Warren et al.,
2009). Consistent with this idefgxadrenergic blockade impaired detection of the séd¢arget in
an attentional-blink task (De Martino et al., 2007)

On each trial of this task, participants viewed@jid serial visual presentation (RSVP)
stream consisting of 2 target stimuli (T1 and Tigjtd) and multiple distractor stimuli (letters),
presented for about 100 ms each. The temporaindistaetween T1 and T2 was 1, 2, 3 or 7 items.
Following each stream, participants were askeépont T1 and T2.

Visual-search task

This task examined attentional selection in thdigpdomain The spatially-nonspecific
pattern of LC projections to the cortex suggesas tihe LC-NE system does not mediate spatial
attention(Cohen et al., 2004; Greenwood et al., 2005; Nieunwes et al., 2007)This task was
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included b assess whether possible performance abnormalfttee DBH-deficient patients were
restricted to NE-mediated task3n each trial of this task, participants seardioec target stimulus
(a red vertical bar) among a variable number dfaasor stimuli (green vertical bars and red
horizontal bars) in a visual-search array, andcaidid as quickly as possible whether the target
stimulus was present or absent.

Oddball tasks combined with EEG measurement

We examined the P3, a prominent component of¢apgecorded event-related brain
potential. The P3 component is a broad, positegd-amplitude potential which peaks between
300 and 400 ms following presentation of stimulaimy sensory modality (Sutton et al., 1965), and
is largest over central-parietal midline electroddse amplitude of the P3 is strongly affected by
the subjective probability and motivational sigcéfince of the eliciting stimulus: P3 amplitude
increases with decreasing probability and withéasing motivational significance of the eliciting
stimulus.In contrast, with the exception of tone intengRpth et al., 1984), P3 amplitude is
relatively insensitive to physical stimulus propestSeveral lines of evidence suggest that the P3
reflects the phasic response of the LC-NE systeth@émutcome of stimulus evaluation and
decision making, and the consequent effects ofhtinadrenergic potentiation of information
processing (reviewed in Nieuwenhuis et al., 2Q3®e also Liu et al., 200Pineda et al., 1989

The most common paradigm for studying the P3 iotidball task, in which infrequent
target stimuli are embedded in a series of fredygmesented non-target stimuli (standards), and
participants have to respond to each target stisnoilit not to the standard stimuli. We measured
participants’ EEG while they performed visual andligory versions of the oddball task, and
assessethe P3 elicited by target stimuli

Pitch-discrimination tasikcombined witlpupillometry

We examined patrticipants’ pupil diameter duringf@enance of a pitch-discrimination
task. Although the luminance level is the most intgat determinant of pupil diameter, there are
also small but reliable changes in pupil diametéated to cognitive processing (Beatty and
Wagoner, 1978; Kahneman, 1973). A large numbetudfiss have shown that task processing is
accompanied by a rapid increase in pupil diametsi,that the size of this pupil dilation refledis t
information-processing load (e.g., Hess and POBA4).

Several studies have reported tht2deficient patients have small pupils, but a ndrma
pupillary light reflex and accommodation resporBaggioni et al., 1990; Man in ‘t Veld et al.,
1987a; Robertson et al., 1986). In addition, ondysteported a prolonged redilation time following
the light reflex in a sibling pair with fH deficiency (Smith and Smith, 1999). The lightegfand
accommodation response both produce pupil constgtwhich are subserved by the iris sphincter
muscles. These muscles are innervated by cholmergut from the parasympathetic nervous
system. In contrast, pupil dilation is controlledthe iris dilator muscles which are activated
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primarily via noradrenergic innervation @fl adrenoceptors (Hoffman and Taylor, 2001). This
suggests that task-evoked pupil dilations pH=adeficient patients might be abnormal.

On each trial of this task, a sequence of two teveess presented, and participants had to
indicate whether the second tone was higher ordawgitch than the first. We analyzed
participants’ baseline pupil diameter and theiripdipation in response to the second tone.

Results

The control participants’ behavioral, EEG and pulaila were analyzed by means of
repeated-measures ANOVAs, with session (sessian degsion 2) and the independent task
variables as within-subject factors. We tested wethe critical measures/effects in each patient
OFF medication deviated from those in the controlg using a modifietitest developed
specifically to compare individual patients witlsmall control group (Crawford and Howell,
1998). In addition, we examined the effects of mation on the patients’ scores, using the
regression-based method developed by Crawford anth@aite (2006seeAppendix Ifor details
of these analysgs

We focus our description of the results on theaaitmeasures/effects of each task. The full
factorial analyses of the data, the PANAS (i.ebjsctive state) data, and results of the individual
participants are reported in the Appendix Il.

Catecholamine concentrations

Table 2 shows the average plasma and urine NBAncbncentrations in the patient group
ON and OFF medication, and the plasma concentsatiothe control group (see Supplementary
Table 2 for the data from the individual patien®hen OFF medication, two of the patients
(patients 3 and 4) had plasma NE concentratiorisatbige significantly lower than that in the
control group [ps (1-tailed) < 0.03; Crawford andwll's (1998) modified t-test] and the other
patients had undetectable plasma NE concentrafldvesapparent extremely low residual plasma
NE concentration in patients 3 and 4 were likelg tlutechnical artifacts, since plasma
concentrations of the NE metabolite dihydroxyphgtydol (DHPG) were extremely low in these
patients when they were OFF medication. DHPG canagons in patients 3 and 4 OFF medication
were lower than 0.03 nmol/l, which is less thandf®%ormal. As expected, all patients’ plasma and
urine NE concentrations were higher when ON contparéOFF medication, and this effect was
especially pronounced for the urine concentratiéos.the ON-medication session, the plasma NE
concentrations of patient 1 and 5 did not diffgngicantly from the control group [p(1-tailed) =
0.09 and 0.08, respectively], but the plasma NEcentrations of patient 3 and 4 were still lower
than that in the control group [p(1-tailed) = 0.Gx8& 0.049, respectively].

When OFF medication, all patients had higher plaB#aoncentrations than the control
group (allps < 0.001). Although most patients’ plasma DA cartitions were lower when ON
compared to OFF medication, the ON medication catnagon was still larger than that in the
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control group for all but one patient. The medigateffects on the urine DA concentrations were
less consistent; patients 1 and 2 had higher /&eoncentrations when ON medication, whereas
patients 3, 4 and 5 showed the opposite effect.

Table 2. Plasma and urine catecholamine concentratiortgeicdntrol group and the patient group OFF and ON
medication (means + standard deviations).

Healthy controls Patients OFF Patients ON
Plasma NE 1.46 £ 0.45 0.10x0.12 0.57£0.13
Urine NE - 5.50 £5.40 9682 + 4839
Plasma DA 0.06 +0.02 1.28+1.43 0.40 £ 0.40
Urine DA - 1271 £ 903 793 £379

Notes: " plasma concentrations were determined for 6 cbptmicipants; OFF = off medication; ON = on DOPS
medication; all concentrations are in nmol/l; sep@ementary Table 2 for the catecholamine conaéatrs of the
individual patients and missing data.

Emotional working-memory performance

The critical measure in this task was the intenigeffect of emotional relative to neutral
distractors on reaction time (RT). As expected,dbwtrol participants responded more slowly on
trials with emotional compared to neutral distraste(1, 7) = 14.7p = 0.006]. In addition,
consistent with previous studies (Oei et al., 2@TH,0), distractor type interacted with target
presence [F(1, 7) = 16.3, p = 0.005], indicatingf tihe emotional-interference effect on RT was
significant on target-present trials [F(1, 7) =313 < 0.001; effect range = 80 - 299 ms] but not o
target-absent trials [F(1, 7) = 0.75, p = 0.42].

W Target present O Target absent
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Figure 1. Average emotional-interference effect (i.e., RTidals with emotional relative to neutral distrai) for the
control group and the patient group OFF and ON o#itin, as a function of target presence (erros beg standard
errors of the means). Because session did noattteiith distractor type or target presence incihetrol group, the
results from the control group are averaged adiassvo sessions.
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Figure 1 shows the average increase in correctrRfias with emotional relative to neutral
distractors as a function of target presence,erctintrol group and in the patient group OFF and
ON medication. When OFF medication, all patientsxggd an emotion-related slowing of
responses on target-present trials that did néardifom the effect in the control group (effechge
=72 - 226 ms; alis(7) < 0.8ps > 0.24; Table 4; see Supplementary Figure Znirdividual
effects). In addition, all patients showed a smmalaotional interference effect when they were ON
compared to OFF medication, but this medicatioactftlid not differ significantly from the control
group’s practice effect in any of the patients falb> 0.08; Table 4). The normal emotional-
interference effect in the patients OFF medicatéorg the finding that this interference effect was
less pronounced when the patients were ON medicati® both remarkable given the evidence that
emotional-interference effects are normally mediddy NE.

The full factorial analysis of the effectstarget presence, working-memory load, distractor
type and sessioon correct RT and accuracy in the control grougsrted iMppendix lland in
Supplementary Figure 1.

Attentional-blink performance

Figure 2 shows the average T1 accuracy (upper @aaetl T2 accuracy (lower panels;
contingent on correct T1 identification) in the t@hgroup and the patient group, as a function of
lag (1, 2, 3 or 7) and sessidrhe T2 accuracy curves show a pattern that is ctearstic of
attentional blink data: lag-1 sparing, followeddwrop in performance for lags 2 and 3 (i.e., the
attentional blink), and a recovery of performantckag 7. This pattern was expressed in a
significant effect of lag in the control group(B, 27) = 12.1p = 0.001].

The critical measure in this task is the size efdttentional blink, which we defined as the
decrease in T2 identification accuracy at lags@ &relative to lag 7 (Maclean and Arnell, 2010).
When OFF medication, the patient group showedgefaattentional blink than the control group
(average = 33.5% vs. 16.7%), but the differenceftioe control group only approached
significance in patient IT@ble 4; se&upplementary Figure 3 for the individual T2 aexyr
curves). In addition, the patients showed a smatkentional blink when they were ON compared
to OFF medication: for three of the four patiemtst¢d on this task, the effect of medication on
attentional-blink size was significantly larger thide practice effect in the control groygs €
0.05; Table 4. The fourth patient also showed a marked increa3@ accuracy when ON
comparedo OFF medication, but this did not result in anffigant effect on attentional-blink size
because the enhancing effect of medication waepted lags 2, 3 and 7. Together, these findings
suggest that T2 identification accuracy duringdttentional blink was impaired in the patients OFF
medication, and that this impairment was restorethe DOPS medication.
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Figure 2. Average T1 and T2 identification accuracy in thterstional-blink task for the control group and ffeient
group, as a function of lag and session (error @gstandard errors of the means). Trials on whichnd T2 were
accurately identified but in the wrong order weeated as correct. As is usual, T2 accuracy isrtep@ontingent on

accurate identification of T1

Visual-search performance
The critical measure in this task was the effedaifsize (i.e., the total number of items in

the search display) on RT. As expected, RT in trerol group showed an increasing trend with
set sizelF(2, 18) = 29.7p < 0.001], and set-size effects were larger faggrabsent than target-
present trialsf(2, 18) = 7.8p = 0.004]. The variation in set size allowed ugi¢éoive the function
relating RT to set size. The slope of this functie@asures the cost for adding additional items to
the display and is often interpreted as “seardiieffcy,” with steeper slopes indicating slowessle

efficient search.
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Figure 3. Average visual-search slopes for the control graxgh the patient group, as a function of tapggesence and
session (error bars are standard errors of the shean

Figure 3 shows thaverage slopes for the control group and the pagierup, as a function
of target presence and session. The average stofies patient group were very similar to those in
the control group, both ON and OFF medicationhe ®FF-medication session, none of the
patients’ slopes deviated significantly from theirol group (allts(9) < 1.2ps > 0.13; Table 4; see
Supplementary Figure 5 for the individual slopé&s)addition, the effects of medication did not
differ significantly from the control group’s prao¢ effect in any of the patients (p > 0.11;
Table 4). These results indicate that the patieatsnormal visual search efficiency, both ON and
OFF medication.

The full factorial analysis of the effects of targeesence, set size and session in the control
group is reported iAppendix lland in Supplementary Figure 4.

The P3 component of the electroencephalogram

P3 amplitudes were maximal at electrode Pz in tahcontrol group and the patient group;
hence we focused our analyses on this electrodgqrod-igure 4 shows the grand average
waveforms for standard and target stimuli in treugi and auditory oddball task, for the control
group and the patient group ON and OFF medicafAsrexpected, P3s were much larger for target
stimuli than for standard stimukigure 5 shows the P3 amplitudes of the indivighaaticipants.

When OFF medication, patient 5 showed a signifigasrhaller P3 amplitude than the
control group in both the auditory and the visuddlioall task, and patient 4 showed a significantly
smaller P3 amplitude than the control group inviseial oddball task onlgTable 4) For the other
patients, P3 amplitude did not differ significanfilgm the control group. The effect of medication
on P3 amplitude did not differ significantly frofmet control group’s test-retest effect in any of the
patients (alps > 0.19;Table 4. These findings suggest that some but not aiéptt showed a P3
that was smaller than the P3 in the normal popmraindependently of whether they were ON or
OFF medication.
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The analyses of target-detection performance (RiTaaauracy) are reported Appendix |l
and in Supplementary Figure 6.

Healthy controls (N = 10) Patients (N =5)
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Figure 4. Grand-average waveforms for electrode Pz for ¢mtrol group and the patient group, time-locketht®
onset of the target and standard stimuli, in théitary and visual oddball tasks. Because P3 ang#iin the control

group did not differ across sessiofR$¢l], 9) = 0.1p = 0.72], the data for the control participants averaged across the

two sessions.
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Figure 5. P3 amplitudes for the control participants andghgents in the auditory and visual oddball tadke bold
lines indicate the grand average amplitudes, amdhiinner lines and points indicate the amplituofesach individual

participant. Because there was no effect of sessitite control group, the data for the controltjggyants are averaged

across the two sessions.
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Pupil diameter during the pitch-discrimination task

The average baseline pupil diameter in the cog@lp was 3.86 mm (SD = 0.56), and did
not differ across the two session@] = 0.31p = 0.77]. When OFF medication, patient 2 had
significantly smaller pupils than the control grolatient 5 had significantly larger pupils thaa th
control group which was due to a genetic deficitelated to her BH deficiency (Erez et al., 2010).
The other patients’ baseline pupil diameter diddiffer significantly from the control group (Table
4; see Supplementary Table 1 for each patient’slimespupil diameter). Remarkably, patient 4 had
significantly smaller pupils when he was ON compaie OFF medication. For the other patients,
there was no significant effect of medication osddme pupil diameter (Table 4).

We next assessed the magnitude of the task-evakatidilations. As expected, all control
participants showed a substantial pupil dilatidiofeing the comparison tone (average pupil
dilation = 0.16 mm; SD = 0.04). Pupil dilation metcontrol group was not significantly affected by
sessionff(1, 7) = 2.3p = 0.17] or tone-discrimination difficultyq(3, 21) = 2.4p = 0.09]. Figure 6
shows the time course of the grand-average pugtii@n following the comparison tone, for the
control group and the patient group ON and OFF oaitin. When OFF medicatioall but one
patient showed significantly smaller task-evokegipdilations than the control group (see
Supplementary Table 1 for each patient’'s averagd dilation). Remarkably, patient 4 showed a
significantly smaller pupil dilation when ON compdrto OFF medication. The pupil dilation of
patient 3 was also significantly affected by metiarg but this result must be interpreted with
caution because this patient’s pupil dilations weggative in both sessions. For the other patients,
there was no significant effect of medication oa thsk-evoked pupil dilation (Table 4).

The analyses of tone-discrimination performance @Rd accuracy) are reported in
Appendix lland in Supplementary Figure 7.

healthy controls (N = 8)

------- patients OFF medication (N = 4)
patients ON medication (N = 4)

o
w
|

Pupil dilation (mm)
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-2 -1 0 1 2 3 4
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Figure 6. Time course of the grand-average pupil dilationseBponse to the comparison tone, for the contmify
and the patient group ON and OFF medication
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Brain structure

Table 3 shows the average total brain volumes lamgércentages of grey matter, white
matter and cerebrospinal fluid (CSF) in the patgmoup and the control group, separately for the
male and female participants. Four of the fivegrat8 had a smaller total brain volume than the
control group. However, the proportions of grey t@atwhite matter and CSF did not differ from
the control group in any of the patients (Tableeke Supplementary Table 1 for the data of the
individual patients).

The voxel-based morphometry analysis (AppendieVealed no significant topographic
differences in grey matter volume between the patieoup and the control group. The TCFE-
correctedp-values for both the controls > patients contrast the patients > controls contrast were
larger than 0.34 in all voxels, suggesting thateheere no trends for a group difference in grey
matter distribution in any brain region. Togethtbese results suggest that most of the patients had
an overall smaller brain than the control groug,that this difference was not confined to a
specific tissue type or brain region.

Table 3. Whole-brain volume and percentage of grey mattbite matter and cerebrospinal fluid for the cohgn@up
and the patient group, separately for the malefamdle participants (means + standard deviations).

Control group Patient group
Men (N = 4) Women (N=5) Men (N =2) Women (N = 3)
Brain volume (dr) 1.72 £ 0.05 1.46 +0.05 1.51 +0.06 1.30+0.11
% grey matter 47.2+0.7 441 +1.8 470+15 44372
% white matter 38.7+1.2 39.3+2.0 385+0.5 9382.2
% CSF 141 +1.7 16.5+2.4 145+1.0 16.4+1.4

Notes: we did not collect MRI data from one femad@atrol participant; CSF = cerebrospinal fluid
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Table 4. For each critical effect/measure, fhealue reflecting the significance of the differerizetween each patient's OFF medication scoretanduerage score of the
control group (Crawford and Howell, 1998), and phealue indicating the significance of the deviatafreach patient’'s medication effect from the cohgroup’s practice
effect (Crawford and Garthwaite, 2006)values < 0.05, which indicate that the estimateatgntage of the normal population that would shawnore extreme effect is

smaller than 5%, are bold-faced.

patient

Patient OFF medication vs. control group 1 2 3 4 5
Emotional-interference effect on RT in target-prageals - 0.44 0.25 0.29 0.41
Attentional-blink size 0.051 - 0.19 0.10 0.38
Visual search efficiency in target-present trials 0.36 0.15 0.14 0.15 0.41
Visual search efficiency in target-absent trials 410. 0.23 0.36 0.24 0.50
P3 amplitude auditory oddball task 0.10 0.34 0.16 .090 0.04
P3 amplitude visual oddball task 0.27 0.32 0.13 0.048 0.01
Baseline pupil diameter - 0.03 0.45 0.22 0.002
Pupil dilation response - 0.03 0.003 0.21 0.001
Brain volume (dr) 0.29 0.006 0.03 0.01 0.02
% grey matter 0.46 0.16 0.16 0.10 0.053
% white matter 0.33 0.39 0.33 0.46 0.12
% cerebrospinal fluid 0.39 0.30 0.45 0.30 0.35
Patient’s medication effect vs. control group’sqhice effect 1 2 3 4 5
Emotional-interference effect on RT in target-pregaals - 0.19 0.09 0.18 0.19
Attentional-blink size 0.045 - 0.003 0.049 0.24
Visual search efficiency in target-present trials 0.45 0.28 0.28 0.28 0.39
Visual search efficiency in target-absent trials 220. 0.11 0.18 0.50 0.16
P3 amplitude auditory oddball task 0.19 0.44 0.41 .380 0.19
P3 amplitude visual oddball task 0.21 0.27 0.29 60.3 0.35
Baseline pupil diameter - 0.25 0.20 0.003 0.21
Pupil dilation response - 0.34 0.03 0.04 0.08

- = no data were collectetithis patient had significantly larger pupils thae tontrol group, which was due to a genetic defantlated to DBH deficiency: a deletion on

the short arm of chromosome 11 (Erez et al., 2010)
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Discussion

The present study was the first systematic invastig of neurocognitive function infiH
deficiency. We tested five [fH-deficient patients and a matched healthy comgfrolp on a
comprehensive cognitive task battery. In additiva,examined whether the patients differed from
the control group with regard to the P3 componémhe electroencephalogram, pupil dynamics
and brain structure.

The patients’ performance on most cognitive tasédsndt differ substantially from the
healthy control group, irrespective of whether tinagre ON or OFF DOPS medication. More
specifically, the patients showed normal visualrsle&fficiency, tone-discrimination performance
and target-detection performance, and a normalienmadtinterference effect. In addition, we found
an intact P3 component in most patients. Since D@B@cation effectively ameliorate$B-
deficient patients’ orthostatic hypotension, metimarelated changes in blood pressure and
consequent effects on fatigue and affective stetenaportant factors to take into account when
comparing the patients’ performance ON versus OEHication. However, it is unlikely that these
factors were responsible for the lack of medicagéfacts on cognitive performance, for the
following reasons. First, potential effects of faté or other physical symptoms on task
performance would predict impaired performance whatents were OFF relative to ON
medication, which was not found in most tasks. 8dcthe patients reported no substantial
differences in affective state between the twoisasgSupplementary Table 3). Third, the critical
measures in our cognitive tasks were differenceescf.e. differences between task conditions),
hence general medication-related effects on pedao® would cancel out in these difference
scores.

The only cognitive function that was affected ie fhatients OFF medication was attentional
selection in the temporal domain, as reflectedrbinareased attentional blink (i.e., impairment in
processing the second of two target stimuli thatpaesented in close temporal succession). The
attentional blink has not only been associated Wih(De Martino et al., 2007; Nieuwenhuis et al.,
2005a; Warren et al., 2009), but also with dopan(iid®; Colzato et al., 2008); Colzato et al. have
provided indirect evidence that higher DA levels associated with a smaller attentional blink.
Because BH-deficient patients do not convert DA to NE, theg not only characterized by a lack
of NE but also by increased DA levels (Man in ‘tl¥el987a), and DOPS medication both
increases NE levels and reduces the excessive BsléMan in ‘t Veld et al., 1987b; Thomas et
al., 1998). Thus, based on the patients’ DA levielspuld be predicted that the patients OFF
medication would show a smaller attentional blin&rt the healthy control group, and that the
patients would show a smaller attentional blink @r€dication than ON medication. Since the
opposite effects were found, this strongly suggststhe increased attentional blink in the pasien
OFF medication was due to the absence of NE rétlaerthe excess of DA.

The largely spared neurocognitive function in tigHEdeficient patients is remarkable
given the large body of evidence suggesting thalLth-NE system plays an important role in many
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aspects of neurocognitive function (for recenteexs see Robbins and Arnsten, 2009; Sara, 2009).
For example, individual differences in noradreneggnotype in the normal population are
predictive of performance on cognitive tasks meaguattention (Greene et al., 2009) and working
memory (Parasuraman et al., 2005), and have bé&eddo vulnerability to several psychiatric
disorders (e.g., Cubells and Zabetian, 2004; Rostah, 2002). In addition, fH-knockout mice

that lack NE due to a targeted disruption of tifi¢iene show several behavioral deficits,
including impairments in active-avoidance learnfigomas and Palmiter, 1997a), memory
retrieval (Murchison et al., 2004), and maternal aacial behavior (Marino et al., 2005; Thomas
and Palmiter, 1997b). Finally, pharmacological,meghysiological, and lesion studies in animals
suggest that the LC-NE system plays a crucialirolegulating the optimization of behavioral
performance (e.g., Aston-Jones and Cohen, 2005:eBand Sara, 2005). It must be noted,
however, that our task battery did not addresasgkcts of cognitive function. For example, we did
not assess higher-level cognitive functions suckxasutive control and exploratory behavior.
Therefore, our results leave open the possibitit the patients have subtle cognitive deficit$ tha
were not revealed by our task battery. In additathough our data clearly indicate that there were
no substantial abnormalities in the patients’ panfance on our test battery, it cannot be excluded
that there were some subtle differences whichdaibereach significance due to a lack of power of
our experimental design.

Although the patients’ relatively normal performaran our cognitive task battery is
striking, it is consistent with informal clinicabservations that H-deficient patients do not have
obvious cognitive impairments or psychiatric disersd Indeed, the absence of mental problems in
most BH-deficient patients that have been encounterddrdoas intrigued investigators in the
areas of depression and schizophrenia (CubellZahdtian, 2004). It is especially remarkable that
the patients OFF medication did not show impairedgrmance on cognitive tasks that are
normally mediated by the LC-NE system (e.g., thetonal working-memory task), and showed a
relatively intact P3 component, which is thoughtefiect the noradrenergic potentiation of
information processing (Liu et al., 2009; Nieuweishet al., 2005b; Pineda et al., 1989). These
findings suggest that alternative neural mechanimaéor neuromodulatory systems compensate
for the absence of NE infIbi-deficient patients. Previous findings theiHD-deficient patients have
a relatively normal sleep pattern (Tulen et al9@;91991), although the sleep-wake cycle is
normally mediated by the LC-NE system (Hobson ¢t1&886; Jouvet, 1969), are consistent with
this idea.

Since BH is responsible for the conversion of DA to NHsithought that DA rather than
NE is stored and released by noradrenergic neunoDfH-deficient patients. Indeed, plasma DA
levels in BH-deficient patients respond to various physiolafjand pharmacological
manipulations that normally affect plasma NE le{@ian in ‘t Veld, 1987a; Robertson et al.,
1986), although it remains to be determined whetthisralso applies to DA levels in the central
nervous system. Thus, a possible explanation osfiared neurocognitive function ifgi®
deficiency is that DA has, to some extent, takeer dlve function of NE in the brains of}B-
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deficient patients. Obviously, a functional replaemt of NE by DA would require the presence of
postsynaptic receptors with DA affinity in noradeegic synapses. Studies in mice suggest that
somea2-adrenergic receptor subtypes have a comparditéyafor DA and NE (Zhang et al.,
1999), whereaal- andB-adrenegic receptors have a much lower affinitydérthan for NE

(Zhang et al., 2004). However, since the congealtabnce of NE may have altered the affinity of
adrenergic receptors, it is unknown whether theesegoeptor characteristics apply tgHD

deficient patients. Another possible explanationafdunctional replacement of NE by DA is that
DBH-deficient patients have an increased densityostgynaptic DA receptors on noradrenergic
synapses. A recent positremission tomography (PET) study in mice suggests@iH knockout
mice have a normal density of D2 dopamine recepiotise high-affinity state (Skinbjerg et al.,
2010), which does not support this hypothesis. Hanesince results from fH-knockout mice
might not be generalizable to humafiHbdeficient patients, the assessment of DA receptor
densities in human [fH-deficient patients, for example using PET scagniemains an important
objective for future studies.

It is interesting to note that the first study thaed gene targeting to producpHddeficient
mice found that the majority of fH-deficient embryos died in mid-gestation and d#y reached
adulthood (Thomas et al., 1995). To prevent embrylethality, subsequent studies usingHd
knockout mice have supplied the embryos with adigga@gonists (isoproterenol and
phenylephrine) and DOPS via the maternal drinkiagew such that NE is present in thgHd
knockout mice until birth. Thomas et al.’s (19983ults suggest that the humagHddeficient
patients may represent the minority giibdeficiency cases that have survived this conulitlb
this is true, an interesting speculation is thasthpatients were able to survive because they
happened to have optimal dopaminergic or noradgemgenotypes to compensate for the absence
of NE. Future studies might assess this possilbijtgxamining whether the frequency of
occurrence of specific alleles of dopaminergic aathdrenergic genes (e.g., the COMT, DAT, and
the dopamine and noradrenergic receptor genesplidficient patients deviates from those in
the normal population.

In contrast to the generally normal neurocognifiwgction in the [BH-deficient patients,
we did find clear abnormalities in their task-evdkmupil dilation response. The task-evoked pupil
dilation was very small or absent in most of theéquas, which might be due to a decreased
noradrenergic innervation of the iris dilator mesdiowever, it is also possible that the abnormal
pupil dynamics in some of the patients resultedhfoular abnormalities unrelated to theBiD
deficiency; this might explain why the pupil-dilati response was not restored by DOPS
medication. Importantly, the patients’ small or ettstask-evoked pupil dilations did not reflect a
decreased processing of the task-related stimatiegheir performance on the tone-discrimination
task during which their pupils were measured wasmpaired.

The patient group also differed from the contrawgy with regard to total brain volume: all
but one patient had a significantly smaller brastume than the control group, but the relative
proportions of grey matter, white matter and cevspinal fluid, and the distribution of grey matter
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volume across the brain did not deviate from thindbe control group. The smaller brain volume
in most BH-deficient patients is in line with recent findsxguggesting that NE has a neurotrophic
effect on cortical neurons (e.g., Counts and Muf@i.0; Kalinin et al., 2007; Madrigal et al.,
2007, 2009). Apparently, the patients’ decreasathbrolume did not result in cognitive
impairments; this suggests that although the pitieave a smaller number of neurons, their
neurons are intact and make proper connections.

To conclude, our findings suggest that neurocogmiinction in human BH-deficient
patients is largely spared, even when they are @&éfication, but that their total brain volume is
smaller than that of the normal population. Thenmarneurocognitive function in fH-deficient
patients is striking given the important role of NEnormal cognition, but corroborates informal
clinical observations that most patients do notehalyvious cognitive impairments. Our findings
suggest that pH-deficient patients have developed alternativelmatsms to compensate for the
absence of NE in the brain, possibly through ational replacement of NE by DA, the nature of
these compensatory mechanisms remains to be edggriaiture studies.
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Appendix I: Supplementary Methods

Emotional working-memory task

We used a modified Sternberg item-recognition (& et al., 2009; Oei et al., 2010;
Sternberg, 1966). Each trial started with a fixatiooss presented for 1 s in the center of theescre
Following the fixation cross, either one or foupttal letters (the target set, 1.%51.2° per letter
appeared on the screen for 1 s. The target sabhaelheld in memory during the following 1.5-s
delay period. During this delay period, a picturgsvpresented. Pictures were selected from the
International Affective Picture System (IAPS; Lalyadley, and Cuthbert, 2005). Half of the
pictures were negatively arousing (M £ SE: valeRek+ 0.8, arousal 6.6 + 0.4), the other half were
emotionally neutral (M £ SE: valence 5.1 + 0.6,umal 3.3 + 0.7), as rated on a 1-9 point scale
(Lang, Bradley, & Cuthbert, 2005). Following thdaleperiod, four capital letters were presented
(the probe set, 1°5¢ 1.2° per letter On half of the trials the probe set contained atter from the
target set, and on the other half of the trialspiabe set did not contain a letter from the tasgét
The probe set was followed by an intertrial intéia2 s.

The participants’ task was to indicate whether ohthe probe letters had been part of the
last target set or not, by pressing the ‘z’ or tihé key. The key assignment was balanced across
participants. Participants were instructed to resipas fast and as accurately as possible. The probe
set stayed on the screen until the participant naadesponse. If the participant did not respond
within 3 s, the trial ended automatically and a OG@LOW’ message appeared on the screen. Prior
to the start of the experimental session, partitip&iewed on-screen instructions and were given 8
practice trials. The experimental session consisefelb repetitionf the factorial combination of
working-memory load (1 or 4 target letters), distoa type (eutral or negative pictur@nd target
presence (target present or target abs&hg.task lasted approximately 18 minutes.

Attentional-blink task

Stimuli. Stimuli were presented in black against a ligletygsackground. Each trial started
with a fixation cross measuring 0.5x0.5°, presemmbed.s in the center of the screen. Subsequently,
the fixation cross was replaced by a rapid seiglal presentation (RSVP) stream of 19 uppercase
letters and 2 digits, each measuring approxim&&dy%0.9°. Each letter was randomly drawn
(without replacement) from the alphabet and preskfdr 74 ms, followed by a 24-ms blank
interval. “I,” “O,” “Q,” and “S” were left out ashtey resemble digits too much. The two digits (T1
and T2) were randomly drawn without replacemenftbe set 2 to 9. T1 was presented 10 to 13
temporal positions from the beginning of the stredhe temporal distance between T1 and T2 was
either one, two, three or seven items, correspgninags of 98, 196, 294, and 686 ms.

Procedure.The participant’s task was to identify both T1 artlby typing the digits in
order on a standard keyboard after the end of BidMRstream. Participants were instructed to
guess whenever they failed to identify a digit. Tle keyboard entries were followed by the
presentation of a feedback stimulus for 150 ms,(e-g—’ to indicate that T1 was correct and T2
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was incorrect). After a 1-s blank screen, the meak started. Each participant started with 12
practice trials, three for each lag, randomly imtiled. This was followed by six blocks of 40 trials
each with each block containing ten repetitionsaxth lag.

Visual-search task

Stimuli. Each trial started with a white fixation cross su@ang 0.9x0.9° against a dark
background, presented for 500 ms in the centenettreen. Subsequently, the fixation cross was
replaced by a search display, which consisted 8f dr 16 items that were randomly plotted in the
cells of an imaginary 6x6 matrix (8.7° horizontaly9.6° vertically) with some random jitter within
the cells. On half of the trials, the target, aticat red bar, was present in the array. On theroth
half of the trials, the target was absent. Theadsors were vertical green bars and horizontal red
bars. Thus, the target was defined by a specifigurtion of features (color and orientation).

Procedure On each trial, the participant’s task was to repdrether or not the target
(0.7x1.3°) was present by giving a response widr fleft or right index finger using the ‘z’ and
‘m’ keys on the computer keyboard. The keyboardyewas immediately followed by a 1,000-ms
blank screen after which the next trial startedti€ipants performed two blocks of 96 trials each,
with each block containing 16 repetitions of thetéaial combination of set size (4, 8, or 16) and
trial type (target present or absent) presentedndom orderPrior to the start of the experimental
sessionparticipants viewed on-screen instructions ancevggven 12 practice trials. The task
instructions encouraged participants to resporguaskly as possible while minimizing the number
of errors. Performance feedback was provided aétiteof each block.

Oddball tasks and EEG measurement

Oddball tasksParticipants performed a visual and an auditodbadl task. In the visual
oddball task, a series of black crosses and ciftlgsx 1.7°) was presented on a light grey
background. Each stimulus was presented for 25@ndghe interval between two successive
stimuli was 2500 ms. In the auditory oddball taskgeries of 1000-Hz and 2000-Hz tones (75 dB)
was presented. Each tone lasted 150 ms and thedhbetween two successive tones was 2100 ms
Participants were instructed to make speeded keyspesponses with the dominant hand to target
stimuli (circles/2000-Hz tones, 20% of the tridhsit not to non-target stimuli (crosses/1000-Hz
tones, 80% of the trials). Each task consisteddaiBget trials and 120 non-target trials.

EEGrecording.For the Dutch patients and all control particiga8EG activity was
recorded from 24 Ag/AgCl scalp electrodes (Fpl, Az F3, F7, FCz, Cz, C3, T7, CPz, Pz, P3,
P7, POz, O1, Oz, 02, P8, P4, C4, T8, F8, F4, HpAddition, two electrodes were placed at the
left and rightmastoid We measured the horizontal and vertical electrdempam (EOG) using
bipolar recordings from electrodes placed approteéfyal cm lateral of the outer canthi of the two
eyes and from electrodes placed approximately Albove and below the participant’s left eye. For
the American patients, EEG, EOG and mastoid agtwés recorded from a high-density array of
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128 Ag/AgCI electrodes embedded in soft spongesd€sic Sensor Net, EGI, Inc., Eugene, OR,
USA),

Signal processing and data analysesr the Dutch patients and the control participatite
signal was DC amplified and digitized with a BioSeékativeTwo system (BioSemi B.V.,
Amsterdam, The Netherlands) at a sampling rat&6fl2z. For the American patients, the signal
was DC amplified and digitized with a Net Amps Z0@plifier at a sampling rate of 250 Hz, using
Net Station 4.3 software (EGI, Inc., Eugene, ORAUEach active electrode was referenced
offline to the average of the left and right mad$oiEEG and EOG were high-pass filtered at 0.1
Hz. We extracted single-trial epochs for a periaairf 200 ms before until 800 ms after stimulus
onset. Ocular and eyeblink artifacts were correasgdg the method of Gratton, Coles, and
Donchin (1983) as implemented in Brain Vision Array. Epochs with other artifacts (spike
artifacts [50uV/2 ms] and slow drifts [20QV/200 ms]) were also discarded. Then, for each
participant, task and stimulus type (target/statijaveraged waveforms aligned to a 200-ms
prestimulus baseline were generated. The P3 ardplittas defined as the most positive peak in the
200—-600-ms time window after the stimulus. We feclisur analyses on the electrode position at
which the P3 amplitude in response to target stimas largest.

Pitch-discrimination taslandpupillometry

Stimuli and proceduteParticipants performed an auditory pitch-discniation task
(Gilzenrat et al., 2010; Kahneman and Beatty, 19@)e their pupils were continuously
measured. They were seated in front of a computeritor displaying a blank medium gray field,
and were instructed to hold gaze within a centxaltion square delineated by a thin black border
subtending 1Dof visual angle. Participants were presented sexpgeof two sinusoidal tones (72
dB, 250 ms), and were instructed to indicate whetthe second of the two tones was higher or
lower in pitch than the first. Each trial beganiwétn 850-Hz reference tone. This tone was followed
3 s later by the comparison tone, which ranged 8@® Hz to 880 Hz in steps of 10 Hz.
Participants were instructed to respond as quiakly accurately as possible upon hearing the
comparison tone. All participants pressed a leftikéhe second tone was lower and a right key if
the second tone was higher than the first toner Beconds after the comparison tone, participants
received a 250-ms feedback sound that informed thfetimeir accuracy. The feedback was
followed by a variable intertrial interval, chosemndomly between 4 and 8 s. Prior to the start of
the experimental session, participants viewed oeestinstructions and were given a short block of
practice trials at easiest discriminability to féarize them with the task.

Participants performed two blocks of 36 trialscounterbalanced order, with each block
lasting approximately 10 minutes. In total, papants received 18 trials in which the referenceton
and comparison tone were of equal pitch (i.e., issgde-discrimination trials), and they always
received negative feedback on these trials. Omwtiher trials, the comparison tone was selected
randomly without replacement from the set [820,,88M, 860, 870, and 880 Hz], such that
participants encountered all of these comparisoegmine times.
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The experiment was conducted at a slightly dimniiachination level. For the Dutch
patients and the control participants, the left aglt pupil diameters were recorded at 60 Hz using
a Tobii T120 eye tracker, which is integrated iatb7-inch TFT monitor (Tobii Technology,
Stockholm, Sweden). For the American patients]dfigoupil diameter was recorded at 120 Hz
using an Applied Systems Laboratory EYE-TRAC 60g§tem (ASL, Bedford, MA, USA). These
patients used a chinrest and headrest that posititrem 38.5 cm from a Sony Trinitron Multiscan
E540 computer monitor.

Pupil analysis Pupil data were processed and analyzed using Bfiaion Analyzer (Brain
products, Gilching, Germany). Artifacts and blinksre removed using a linear-interpolation
algorithm. We assessed the baseline pupil dianpeitr to trial onset, and the pupil dilation
following the comparison tone. To determine bagepapil diameter, we averaged the pupil data
during the two seconds immediately preceding tfereace tone. The pupil dilation evoked by the
comparison tone was measured as the average devietim the baselinii the 3 s following onset
of the comparison tone.

Positive Affect Negative Affect Scale (PANAS)

At the beginning and the end of each test sespamicipants completed the PANAS
(Watson, Clark, & Tellegen, 1988; translated in &uby Peeters, Ponds, & Boon-Vermeeren,
1999), which consists of 10 negative and 10 pasitinood terms. For each term, participants
indicated to what extent they currently felt thatyywusing a 5-point response scale with values
from 1-very slightly or not at all, to 5-extremely.

MRI

Acquisition.All MRI scanswere obtained on a 3-T Philips Achieva MRI scannosing a
three-dimensional T1-weighted gradient echo sequéhR = 9.8 ms; TE = 4.6 ms; flip angle = 8°,
140 slices). The voxel size was 0.88 x 0.88 x In#m

Analysis The structural images were brain extracted (Sr2ib02), and the resulting images
were segmented into grey matter, white matter amnelocospinal fluid (CSF; Zhang 2001). We
determined each participant’s total brain volunsewall as the proportions of grey matter, white
matter and CSF, and assessed whether these measeaet patient differed from those in the
control group, using the modified independent-saspitest developed by Crawford and Howell
(1998). Because there are sex differences in bo&ih volume and in the proportion of grey matter
(e.g., Cosgrove et al., 2007), we compared the llepetients to the female control participants and
the male patients to the male control participants.

To assess the presence of regionally specificréififees in grey matter density between the
patient group and the control group, we performedxel-based morphometry-style analysis
(Ashburner and Friston, 2000, Good et al., 200i)guESL tools (FMRIB's Software Library;

Smith et al., 2004). The grey-matter partial volumeages were aligned to MNI152 standard space
using affine registration (Jenkinson and Smith 2Q@hkinson et al., 2002), and the resulting
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images of the five patients and five matched hgaitintrols were averaged to create a study-
specific grey-matter template. The native grey erdthages were then non-linearly re-registered to
this grey-matter template, modulated, and smootfitdan isotropic Gaussian kernel with a sigma
of 2 mm. We used permutation-based non-parameifiecence within the framework of the
general-linear model, to assess whether there braie regions with a significantly lower grey
matter density in the patient group than in thetidrgroup, and vice versa (5000 permutations).
We used threshold-free cluster enhancement (TFEL&E3W method for finding significant clusters
in MRI data without having to define an initial sker-forming threshold (Smith and Nichols,

2009). Statistical maps were thresholded at p §,&0rrected for multiple comparisons across
space.

Catecholamine measurement

Plasma catecholamine concentrations were measaiegl high performance liquid
pressure (HPLC) analysis. For the Dutch participatiorometric detection was used (Willemsen
et al., 1995). Within- and between-run coefficiestsariation for plasma norepinephrine were
4.1% and 6.1% at a level of 1.76 nmol/l, respetyivend the analytical detection limit for
norepinephrine was 0.002 nmol/l. For the Americatigmts, electrochemical detection was used
(Holmes et al., 1994). The coefficient of variation plasma norepinephrine was 4.5% at a level of
1.51 nmol/l, and the analytical detection limit fayrepinephrine was 0.024 nmol/l. Catecholamines
were collected in ice-chilled 10 ml Vacutainer tal§{Becton-Dickenson Co., Franklin Lakes, NJ)
containing 0.2 ml of a solution of EGTA (0.25 mal/&And gluthatione (0.20 mol/l).

Statistical analyses

We compared the results of the patients OFF madicéd those of the control participants
using a modified independent-sampigsst developed specifically to compare an indigichatient
with a small control group (Crawford and Howell 989. This method maintains the Type | error
rate (false positives) at the specified (5%) leeglardless of the size of the control sample
(Crawford and Garthwaite, 2005). Thevalue obtained by this method indicates whether th
patient’s score is significantly different from thentrol group, and also provides an unbiased point
estimate of the abnormality of the patient’s sctinef is, it reflects the estimated proportionhad t
control population that would obtain a more extresvere (Crawford and Garthwaite, 2006a). We
used this method to test whether the critical mesgeaffects in each patient OFF medication
deviated from those in the control group, usinggéigtical threshold gb < 0.05 (1-tailed). To
control for potential practice effects, we compatteel results of the patients that were tested OFF
medication on the first study day with the contgmup’s results on the first study day, and the
results of the patients that were tested OFF mg&dican the second study day with the control
group’s results on the second study day.

We next examined the effects of medication on tieepts’ scores, using a regression-based
method developed by Crawford and Garthwaite (2006b¢ control participants’ data were used to

87



generate regression equations that predictedgberes in the second session from their scores in
the first session, and vice versa (i.e., the praaifect). These regression equations were theth us
to predict each patient’'s ON-medication score ftbeir OFF-medication score, and it was tested
whether there was a significant difference betwkerpredicted and observed ON-medication
scores. Like Crawford and Howell’s (1998) modifietést, this method controls the Type 1 error
rate even when the size of the control sample a&llsithep value obtained by this method
provides an estimate of the abnormality of theetdldhce between each patient’s predicted and
observed ON-medication scores, which reflects ghienated proportion of the control population
that would show a larger difference. We used theshmd to test for each patient’s critical
measures/effects whether the effect of medicatias significantly larger than the practice effect in
the control group, using a statistical thresholg &f0.05 (1-tailed). For the patients that wereg@st
ON medication on the first study day, the predigddd-medication scores were based on the
regression equation in which the control particisascores on the second study day predicted their
scores on the first study day. For the patientsuleae tested ON medication on the second study
day, the opposite regression equation was used.
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Supplementary Table 1 demographic and clinical characteristics of gaafient

Appendix Il: Supplementary Results

patient 1 2 3 4 5

Age (years) 25 41 15 22 19

Sex female female male male female

Nationality Dutch Dutch American American Canadian

Scaled WAIS-III vocabulary score 8 8 13 16 12

Raven’s SPM score 43 45 41 53 46

Estimated 1Q (based on SPM score; Peck, 1970) 98 2 11 100 119 107

Abnormalities unrelated tofH deficiency diabetic irregular and
large pupil$

Order of ON and OFF medication test days ON-OFF Q- OFF-ON OFF-ON OFF-ON

Period on medication before study participation years 6 years -* -* 4 years

Period on medication before ON-medication test day 1.5 years 6 years 2.5 days 3.5 days 2'days

Period off medication before OFF-medication test da 13 days 7 days whole life whole life 4 days

Interval between test sessions (days) 13 7 6 6 6

Missing data (tasks) EWM, pupil AB

Baseline pupil diameter OFF medication (mm) - 2.35 3.79 4.34 6.29

Baseline pupil diameter ON medication (mm) - 2.39 463 2.83 6.70

Task-evoked pupil dilation OFF medication (mm) - oexn -0.048 0.129 -0.088

Task-evoked pupil dilation ON medication (mm) - @0 -0.053 0.060 -0.017

Brain volume (drt) 1.42 1.20 1.55 1.46 1.28

% grey matter 43.9 41.9 48.1 45.9 48.2

% white matter 40.4 40.0 38.1 38.9 36.4

% cerebrospinal fluid 15.7 18.0 13.8 15.2 15.4

Notes: patients 3 and 4 are brothers, the othérgatare unrelated; AB = attentional-blink taskyE = emotional-working memory task; + due to a dendefect
unrelated to PH deficiency: a deletion on the short arm of chreome 11; * these two patients had never been on@&dication before the study; » this patient had
consumed 7 doses of 300 mg before she was testeddgditation, and was feeling normal at that timep#btional-working memory and pupillometry data evaot
collected for the two matched control participaritpatient 1 either.
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Supplementary Table 2 Each patient’s plasma and urine catecholaminearttrations for the ON and OFF
medication sessions

Plasma NE Urine NE Plasma DA Urine DA
patient ON OFF ON OFF ON OFF ON OFF
1 0.72 ND 4682 ND 1.08 2.95 1163 669
2 - - 4212 ND 0.39 2.73 187 21
3 0.46 0.22 14390 11 0.20 0.20 914 1670
4 0.47 0.17 12536 11 0.27 0.25 695 2242
5 0.64 ND 12588 6 0.06 0.25 1005 1757

Notes: all values are in nmol/l; ON = on DOPS metian, OFF = off medication; ND = not detectablatignt 2's
plasma NE concentrations were unmeasurable dumenddring peaks in the chromatogram.

Subjective state

Supplementary Table 3 shows the average positidenagative affect (PANAS) scores in
the control group and the patient group at therb@gg and end of each test session. The control
participants’ positive affect score was higherha first than in the second session [F(1, 9) =9.6,
= 0.01], and higher at the beginning than at tret @frthe test sessions [F(1, 9) = 6.6, p=0.08 T
control participants’ negative affect scores wezggyMow, and were not significantly affected by
session or point in time (ps > 0.18). The patienug reported an overall slightly lower positive
affect than the control group. The patient grouyggative affect score was identical to that of the
control group, except for a somewhat higher negadifect at the beginning of the OFF-medication
session. This suggests that medication statusalidave substantial effects on the patients’
affective state, which is surprising given previduslings that social anxiety and mood symptoms
were diminished by L-DOPS treatment in twfHDdeficient siblings (Critchley et al., 2000).

Supplementary Table 3.Positive and negative affect scores at the beginand end of each test session in the control
group and the patient group (means +* standard ti@vi

Control group (N = 10) Patient group (N = 5)
Session 1 Session 2 ON OFF
Positive affect beginning 3.0£0.3 27104 206 25+0.3
end 2.8+0.5 26+0.5 24 +0.6 25+0.5
Negative affect beginning 1.2+£0.3 1.1+£0.2 123 1.4+£0.6
end 1.2+0.2 1.1+0.2 1.2+0.2 1.1+0.2

Note: range of both scales = 1-5; ON = on DOPS oatidin, OFF = off medication

Emotional working-memory performance

A repeated-measures ANOVA on RT in the control grgielded significant main effects of
working-memory loadf(1, 7) = 65.7p < 0.001], target presenciE([L, 7) = 8.9p = 0.02] and
distractor typef(1, 7) = 14.7p = 0.006]. There was a main effect of session dk[WEL, 7) =
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21.5,p = 0.002]. In addition, distractor type interacteith target presencd-[1, 7) = 16.3p =
0.005], indicating that the interfering effect ahetional distractors on RT was larger on target-
present than on target-absent trials. Finally,alveas an interaction between session and working-

memory load IF(1, 7) = 11.9p = 0.01], indicating that the effect of working meiy load on RT
was larger in session 1 than in session 2.

Healthy controls (N = 8) Patients (N = 4)

session 1 session 2 OFF medication ON medication
—— high load, emotional distractor

= @& - high load, neutral distractor
22007 low load, emotional distractor 2200
— - % ow load, neutral distractor
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target target target target target target target target
present absent present absent present absent present absent

Supplementary Figure 1.Average correct RT and accuracy for the controugrand the patient group in the

emotional working-memory task, as a function ofjmpresence, working-memory load, distractor type session
(error bars are standard errors of the mean).

As expected, accuracy in the control group wasifsogmtly affected by working-memory
load [F(1, 7) = 30.8p = 0.001] and target presendd, 7) = 26.9p = 0.001]. In addition, there
was an interaction between working-memory loadtanget presencd-[1, 7) = 11.6p = 0.01].
There were no main effects of sessipr(0.93) or distractor typgE 0.22) on accuracy.
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Supplementary Figure 2.Each individual participant's emotional-interfecereffect on RT as a function of target
presence. Because session did not interact wittadisr type or target presence in the control grélie data from the
control participants are averaged across sessions.

Attentional-blink performance

T1-identification accuracy in the control group stea an increasing trend with lag [F(3,
27) = 4.1, p = 0.01], but did not differ betweem tivo sessions [F(1, 9) = 2.2, p = 0.17]. Although
most patients showed a numerically lower T1 idesdtfon accuracy when OFF compared to ON
medication, the medication effect on T1 accuracyg nat significantly different from the control
group’s test-retest effect in any of the patieatbfs > 0.09, according to Crawford & Garthwaite’s
regression-based method).

T2-identification accuracy in the control group weetter in session 2 than in sessiofr@|
9) = 7.7,p = 0.02]. In addition, T2-identification accuracysvaffected by lagH(3, 27) = 12.1p =
0.001], reflecting the characteristic shape ofdttentional-blink curve. There was no significant
interaction between session and I&(B] 27) = 2.1p = 0.13].
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Supplementary Figure 3.Each individual participant’s T2 accuracy as acfion of lag and session.

Visual-search performance

As expected, RT in the control group was signiftbaaffected by set sizé~[2, 18) = 29.7,
p < 0.001] and target presend€], 9) = 6.6p = 0.03]. In addition, there was a significant
interaction of these two variables(R, 18) = 7.8p = 0.004] , indicating that set-size effects were
larger for target-absent trials. There was no neffiect of session (p = 0.64), but session intechcte
with target presendé (1, 9) = 10.6p = 0.01], indicating that the effect of target mese was
larger in session 2. There was also a three-wayaaotion between session, target presence and set
size[F(2, 18) = 3.9p = 0.04], indicating that the interaction betwearget presence and set size
was more pronounced in session 2.

Error rates were rather low (average 4.6% in therobgroup, 2.9% in the patient group
ON medication and 2.2% in the patient group OFFiocatin), and were not affected by set size in
the control groupf = 0.41), indicating that the increasing RT with Sige was not due to a speed-

accuracy trade-off.
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Healthy controls (N = 10)
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Supplementary Figure 4.Average correct RT for the control group and taBemt group in the visual-search task as a
function of target presence, set size and sessiar(bars are standard errors of the mean).
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Supplementary Figure 5.Slopes in the visual-search task for each indifigharticipants, as a function of target
presence and session.
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Target-detection performance in the oddball tasks

Auditory oddball task Visual oddball task
Healthy controls  Patients Healthy controls  Patients
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Supplementary Figure 6.Correct RT for the control participants and théguds in the auditory and visual oddball
task. The bold lines indicate the average valuessa@articipants, and the thinner lines and panicate the RTs of
each individual participant. Because there wasffezieof session in the control group, the datatfier control
participants are averaged across the two sessions.

Target-detection RT in the control group did ndtediacross sessions(l, 9) = 0.25p =
0.63], but was shorter in the visual task tharhmauditory taskH(1, 9) = 10.6p = 0.01].

Target-detection accuracy was very high (mean acgur 98% in both groups and
sessions), and did not differ across sessib(is @) = 1.6p = 0.24] or task [F(1, 9) = 2.0p =
0.19] in the control group.

Pitch-discrimination performance in the tone-disamation task

The control group’s RT increased as a functioroagtdiscrimination difficulty [F(2, 14) =
37.4,p < 0.001]. There was no significant main effecse$sion on R{p = 0.08), and no
interaction between session and difficuipy=0.9).

The control group’s accuracy decreased with inéngadifficulty [F(2, 14) = 14.1p <
0.001]. There was no significant main effect ofss@s on accuracyp(= 0.06), and no interaction
between session and difficulty € 0.08).
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Supplementary Figure 7.Average correct RT and percentage of correct resgmin the tone-discrimination task for

the control group and the patient group, as a fanaif the pitch difference between the two tones,(pitch-
discrimination difficulty) and sessiqerror bars indicate standard errors of the mean)
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Chapter 5

Neural mechanisms underlying the induction ancfeif
perceptual curiosity

This chapter is based on: Jepma, M., Verdonsch@,,an Steenbergen, H., Rombouts, S.A., &
Nieuwenhuis, S. (under review). Neural mechanisntedying the induction and relief of
perceptual curiosity.
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Abstract

Curiosity is one of the most basic biological deve both animals and humans, and has been
identified as a key motive for learning and disagv®espite the importance of curiosity and
related behaviors, the topic has been largely oégdlen human neuroscience; hence little is known
about the neurobiological mechanisms underlyingpsity. We used functional magnetic
resonance imaging (fMRI) to investigate what hapgearour brain during the induction and
subsequent relief of perceptual curiosity. Our dordings were that (i) the induction of perceptual
curiosity, through the presentation of ambiguowsial input, activated the anterior insula and
anterior cingulate cortex, brain regions sensitoveonflict and arousal; (ii) the relief of percegt
curiosity, through visual disambiguation, activatedions of the striatum that have been related to
reward processing; and (iii) the relief of perceptruriosity was associated with hippocampal
activation and enhanced incidental memory. Theasdirfgs provide the first demonstration of the
neural basis of human perceptual curiosity. Ouilteprovide compelling neurobiological support
for a classic psychological theory of curiosity,i@hhholds that curiosity is an aversive conditidn o
increased arousal whose termination is rewardinbfacilitates memory (Berlyne, 1954).
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Introduction

Curiosity is one of the most basic biological deve both animals and humans, and has
been identified as a key motive for learning argtavery. In the 1950’s and 60’s, curiosity and
related behaviors were topics of intense investigatmong experimental psychologists, resulting
in an extensive theoretical framework for understag curiosity and related behaviors (e.qg.,
Berlyne, 1954; Berlyne, 1960; Berlyne, 1966; Loestem, 1994). According to a classic
psychological theory of curiosity, developed by IBee (1954), curiosity evoked by ambiguous,
complex, or conflicting stimuli is an aversive citimh associated with increased levels of arousal.
The theory further holds that termination of thimdition, through access to relevant information,
is rewarding and promotes learning. Despite theomti@mce of curiosity in many aspects of
behavior, the topic has been largely neglecteagnitive neuroscience; hence little is known about
the neurobiological mechanisms underlying curiosity address this issue, we investigated the
neural underpinnings of human curiosity using fior@l magnetic resonance imaging (fMRI).

Because of its many different facets, curiosity pis/en difficult to define. To
acknowledge the multifaceted nature of curiositiva-dimensional categorization of different
types of curiosity has been proposed. The firstesision distinguishes betweparceptualand
epistemiccuriosity. Perceptual curiosity is aroused by nostange or ambiguous stimuli, whereas
epistemic curiosity refers to the desire for knadge or intellectual information which applies
mainly to humans (Berlyne, 1954). A second, ortmagodistinction was made betwegpecific
anddiversivecuriosity, referring to the desire for a particutéece of information versus the more
general stimulation-seeking motive that is closelgted to boredom (Berlyne, 1960; see Litman,
2008, for a related distinction].

Berlyne proposed that specific curiosity resultsrfisubjective uncertainfywhich is
regarded as a form of conflict due to competingdtlgpses regarding the object of uncertainty. The
concept of subjective uncertainty is analogous&information-theoretic notion ehtropy H
which refers to the objective uncertainty of ancome (Shannon, 1948). Entropy is defined as

H(XO) = -).P(x )log, P(x)

, WhereN is the total number of possible outcomesR{d is the probability of outcome.

Entropy thus increases with the number of possibteomes and with the nearness in likelihood of
the different possible outcomes. Similarly, Berlygsreposed that someone’s subjective uncertainty
about a specific stimulus or event (e.g., the idgeof an object or the solution to a problem)
depends on the number of alternative hypotheses slee has, and the relative confidence placed
in each hypothesis.

In the present study, we focused on specific pevetguriosity, one of the most basic types
of curiosity that is found in animals as well asrtains. One way to induce specific perceptual
curiosity is to present participants with blurredtpres. An early study using this method showed
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that blurred pictures evoked longer EEG desynchaiitn (alpha-wave blocking) than clear
pictures, but only when the identity of the blurpadtures was unknown, which provides
preliminary evidence that perceptual curiosity esusn increase in arousal (Berlyne & Borsa,
1968). Another experiment showed that the subjeativcertainty induced by a picture, derived
from the number of guesses participants made reggatide picture’s identity and the relative
confidence they placed in each guess, was higbepidtures with an intermediate degree of blur
(Nicki, 1970). This study also showed that partifs actively preferred to view the clear version
of a preceding blurred picture over viewing an latezl clear picture, and that the preference for
uncertainty reduction was strongest for pictureth\&n intermediate degree of blur (i.e. pictures
associated with maximal subjective uncertaintypantantly, the preference for uncertainty
reduction disappeared when participants knew téetity of the blurred picture. These findings are
consistent with the idea that the reduction of gptgal curiosity is rewarding.

We used a modified version of the blurred-pictyrasadigm to investigate the neural
underpinnings of both the induction and the subsegrelief of human perceptual curiosity. More
specifically, we examined whether we could findzup at the neural level for the main
assumptions of Berlyne’s classic curiosity thediiyst, the assumption that curiosity is an aversive
condition of increased arousal predicts that tideiation of curiosity will produce activation in
brain areas sensitive to autonomic arousal, cdarghd other aversive states. Second, the
assumption that the reduction of curiosity is redirag predicts that this will produce activation in
brain regions involved in reward processing, sustha striatum. Third, the assumption that the
reduction of curiosity promotes learning and menpmadicts that uncertainty-reducing stimuli will
be associated with enhanced memory performanceetated increased hippocampal activation.

We scanned 19 healthy participants while they vieserjuences of two pictures, in a
passive-viewing taski.o manipulate the induction and reduction of petgapuncertainty, we used
the following four combinations of clear and blutg@cturegFigure 1):

(1) A blurred picture followed by its correspondicigar picture (B-Gorrespondiny

(2) A blurred picture followed by an unrelated clpacture (B-Gnrelated

(3) A clear picture followed by an identical pictu(C-C)

(4) A clear picture followed by its correspondingrped picture (C-B)

This design resulted in the induction of perceptualertainty by the first picture on half of the
trials (theB-Ccorresponding@NAdB-CunrelatedCOnditions), which was resolved by the secondupécon
half of these trials (thB-CcorespondingOndition).We used an intermediate degree of blur for all
blurred pictures, because this caused maximal stilgeuncertainty (Nicki, 1970). Participants’
ratings after the scanning session indicated Heat had indeed been curious about the blurred
pictures (Supplementary Table 1).
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Figure 1. Examples of pictures presented in each of thedonditions. The experiment consisted of 35 triedsrf
each condition, presented in pseudorandom ordetiicipants were not aware of the aim of the stutg;told them that
we were interested in the brain activation assediatith the perceptual processing of clear andrétupictures. After
scanning, participants were surprised with an uaetgd memory test in which they were asked to rasamnany
objects as possible from the pictures they had setite scanner. They also rated several statemegasding their
curiosity about the blurred pictures (Supplementaable 1), and completed the perceptual-curiosijes[Collins,
Litman, & Spielberger, 2004].

Results

Free-recall performance

The number of pictures that participants recailledn unexpected free-recall tester the
scan sessiowas significantly affected by the condition in wiithe pictures had been presented
[F(3,54) = 11.5p < 0.001]. Participants recalled more pictures ftoe B-Corespondingcondition
(mean = 10.4) than pictures from the Br&aea C-C and C-B conditions (mean = 6.1, 7.3 and 8.0,
respectively; alps < 0.03). Thus, incidental memory for uncertairggtcing stimuli was
enhanced.

Brain activation associated with perceptual uncerta

To examine the brain activation associated witlcggiual uncertainty we focused on the
neural response to the first picture in each taa{ identified brain regions where activation was
larger when the picture was blurred compared tarclEhese regions included the bilateral anterior
insular cortex (AIC) and anterior cingulate cor(®&CC; Figure 2, upper panel; see Supplementary
Table 2 for all activations). Functional-connedinstudies have suggested that the AIC and AAC

101



are part of a putative “salience network” (Seelegle 2007), which has been associated with
autonomic arousal (Critchley, 2005) and variougsive emotional experiences (e.g., Craig,

Reiman, Evans, & Bushnell, 1996; Eisenberger, Lnelag, & Williams, 2003; Ploghaus, et al.,
1999). The idea that the AIC and AAC activations part of the same functional network was

supported in our data by strong across-subjecelaions between the strength of the activations in

these areap$ < 0.001).

ACC

y =-56 z=20

Figure 2. Brain activation associated with perceptual uraiety.

Upper panel: The colored regions were more activenithe first picture in a trial was blurred (thee first pictures in
the B-Corresponding@Nd B-GnrelateacOnditions) than when it was clear (i.e. the fpistures in the C-C and C-B
conditions). R = right; L = left; ACC = anteriomgjulate cortex; AIC = anterior insular cortex. $¢so Supplementary
Table 2.

Lower panel: The colored regions were deactivatednthe first picture in a trial was blurred congmhto when it was
clear. All displayed activations are whole-braircomected statistic mapsp(< 0.001), which were overlaid onto the
standard MNI brain.

The opposite contrast, which identified brain regithat were more activated by clear
pictures than by blurred pictures, revealed adtivain a set of brain regions that have been
associated with the ‘default-mode network’ (Fig@rdower panel). The default-mode network,
which includes regions of the precuneus, postéaieral parieto-occipital cortex and medial
prefrontal cortex, is typically stronger activathating rest than during cognitive effort (e.g.,
Raichle, et al., 2001). The relative deactivatibthes network in response to blurred compared to
clear pictures suggests that participants actipedgessed the blurred pictures. Consistent with thi
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interpretation, participants indicated that thegl baen curious about the blurred pictures, had trie
to guess the identities of the objects depictatiém, and had been rather disappointed when a
blurred picture was not followed by its correspargclear version (Supplementary Table 1).

Several findings suggest that the AIC activatidiented a neural substrate of a negative
arousal state associated with perceptual curidsitgt, the activated regions of the AIC closely
overlap with areas that are typically activatedeisponse to errors, negative feedback and other
aversive events (Ullsperger, Harsay, Wessel, & ®iddéthof, 2010). Second, the strength of
participants’ AIC activation was positively corridd with their trait curiosity as indexed by the
perceptual-curiosity questionnaimex 0.52,p = 0.02 and = 0.46,p = 0.049 for the right and left
AIC, respectively; Figure 3). Third, the participamvho reported more disappointment when the
identity of a blurred picture was not revealed sedwtronger left AIC activation than the
participants who reported less disappointm#a) = 2.0,p(1-tailed) = 0.03see Materials and
Methodg.

Interestingly, the strength of participants’ AICdaACC activation associated with
perceptual uncertainty was predictive of the nundbguictures they later recalled from the B-
Ceorrespondingcondition ¢ = 0.46,p = 0.048 and = 0.59,p = 0.008 for the right AIC and ACC,
respectively; the correlation with the left AIC wasrginally significant), but not of the number of
pictures they recalled from the other conditiorlsga > 0.3). This suggests that the uncertainty-
related activation of the AIC and ACC contributedhe enhanced memory for stimuli that reduced
this uncertainty.

Right AIC Left AIC
77 77
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Perceptual-curiosity score Perceptual-curiosity score

Figure 3. The individual participants’ peak activatianvalue) for the perceptual-uncertainty contraghimright and
left AIC plotted against their perceptual-curiosstyore.

Brain activation associated with the relief of pgptual uncertainty

To examine the brain activation associated withréhef of perceptual uncertainty, we
created a contrast that identified brain regionsn&lactivation was larger in response to the second
picture in the B-Gorespondingcondition than in response to the second pictutee B-Ginrelated
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condition. Significant activation was found in regs of the dorsal striatum (the left caudate and
right putamen), and in the left lateral orbitofraintortex extending into the ventral striatum (vaht
putamen; Figure 4; see Supplementary Table 3 factl/ations). Striatal activation has been
associated with reward processing, the codingesfard-prediction errors’ (i.e., the difference
between observed and expected reward) and reimf@mtelearning (Daw & Doya, 2006; Haruno &
Kawato, 2006; O'Doherty, 2004). Since the uncetyaimduced by a blurred picture was relieved by
the following picture on only half of the trial$ye reduction of perceptual uncertainty by the sdcon
picture possibly caused a (partial) reward-predicgrror. Accordingly, the striatal activation cadul
reflect the reward value and/or the reward-prediicgrror associated with the relief of perceptual
uncertainty.

caudate

y=4 ventral
putamen

Figure 4.Brain activation associated with the reduction efgeptual uncertainty. The colored regions wereemor
active when the second picture in a trial redubedserceptual uncertainty induced by the precegiicigre (i.e., the
second picture in the BeGrespondingcONdition) than when the second picture did ndtice the perceptual uncertainty
induced by the preceding picture (i.e., the sequatilire in the B-Gyeaegcondition). R = right; L = left. The displayed
activations are whole-brain uncorrectedtatistic mapsp(< 0.001), which were overlaid onto the standardl Midin.
See also Supplementary Table 3.

Confirming predictions, a region-of-interest (R@Malysis of the hippocampus revealed
that regions of the bilateral hippocampus showsahger activation in response to the second
picture in the B-Gorespondinghan in the B-Girelateccondition (Figure 5). A contrast that identified
brain regions where activation was larger in respdo the second picture in the Bsfasponding
condition than in the C-C condition also revealigghiicant activation in the left hippocampus (360
mm® atp < 0.001, uncorrected). The event-related time seaipf the BOLD signal in response to
the second picture in each of the four condititinstrate the specific increase in hippocampal
activation for the B-Gorrespondingcondition (Figure 5). The increased hippocampaVation in
response to uncertainty-reducing stimuli likely ariggd the enhanced later recall of these stimuli.
Interestingly, the strength of participants’ hippowpal activation in response to the reduction of
uncertainty was positively correlated with the sy of their right-AlC activation in response to
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the induction of uncertainty € 0.57,p = 0.01 and = 0.47,p = 0.04 for the left and the right
hippocampal ROI, respectively). In addition, thetas a positive correlation between the strength
of the hippocampal activation and the right putametivation ¢ = 0.48,p = 0.04 for both
hippocampal ROIs). This is consistent with the nédg/pothesis that interactions between the
hippocampus and midbrain dopamine neurons andgtr&ital targets promote memory for
rewarding or otherwise motivationally significaveats (Shohamy & Adcock, 2010).
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Figure 5. Hippocampal activation associated with the redunctif perceptual uncertainty.

Upper panel: The colored regions were more activenithe second picture in a trial reduced the péued uncertainty
induced by the preceding picture (i.e., the sequotlire in the B-GresponaingcOndition) than when the second picture
did not reduce the perceptual uncertainty indugethe preceding picture (i.e., the second pictaréhé B-Gnrefated
condition). The displayed activations are the ureedZ statistic maps in the hippocampal RQis<(0.01) overlaid
onto the standard MNI brain.

Lower panel: Time course of of hemodynamic actiuityesponse to the second picture in each ofahedonditions.
Time courses were extracted from the hippocampalaion clusters shown in the upper panel.

Discussion

The present study is the first demonstration ofrxerobiological basis of human perceptual
curiosity. By elucidating the neural underpinnirmjthe induction and relief of perceptual
curiosity, our study extends existing behavioraoamts of curiosity. In particular, our results
provide compelling neurobiological evidence for Igee’s classic psychological theory of curiosity
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(Berlyne, 1954, 1960, 1966). First, our findingttharceptual uncertainty activated brain regions
sensitive to arousal and conflict supports themgsion that curiosity evoked by ambiguous stimuli
Is an aversive condition, and induces an increaaeousal. Second, our finding that the reduction
of perceptual uncertainty activated brain regionv®ived in reward processing supports the
assumption that the termination of this conditithmpugh access to relevant information, is
rewarding. Third, our findings that the reductidrperceptual uncertainty was associated with
increased hippocampal activation and enhancedantal memory support the assumption that
uncertainty reduction facilitates memory and legni

Our findings are also consistent with Loewensteimfesrmation-gap account of curiosity
which proposes that curiosity is a negative feetihdeprivation that is caused by an inconsistency,
or gap, between one’s actual and aspired levehoikedge (Loewenstein, 1994). Since people
differ in their aspired level of knowledge, the saattual level of knowledge will evoke curiosity
in some people but not in others. In line with tidisa, we found that inter-individual variation in
trait perceptual curiosity correlated with the sgth of AIC activation in response to perceptual
uncertainty, suggesting that people with a higheel of aspired perceptual knowledge experience
stronger negative feelings when confronted with igondus perceptual input.

We found that perceptual curiosity was associatiéla activation in the AIC and the ACC,
regions of a putative salience network that is s&ego conflict and arousal. These activations
may have been modulated by the neuromodulatoryslooaruleus-norepinephrine (LC-NE)
system. The LC exhibits strong activity at timeldvated arousal and exhibits a phasic increase in
activity in response to motivationally significasttmuli (Aston-Jones & Cohen, 2005). The ensuing
release of NE leads to an increased responsivitgofons in LC projection areas, including the
ACC and AIC (Berridge & Waterhouse, 2003). Thug, dletivation of these brain regions in
response to curiosity-inducing stimuli was possilliyen by an increased noradrenergic
innervation. Consistent with this idea, pharmacmlalgstudies in rats have shown that behavioral
exploration of novel or unexpected objects is medidy the LC-NE system (Devauges & Sara,
1990; Mansour, et al., 2003; Sara, Dyon-Laurentje&vé, 1995).

The relief of perceptual curiosity was associatét activation in regions of the striatum
that are involved in reward processing, suggestiagcuriosity reduction is rewarding. This idea is
consistent with previous behavioral findings thabjple actively prefer to view the clear version of
a preceding blurred picture over viewing an uneslatlear picture (Nicki, 1970). Other work has
shown that people have a similar preference foloexy perceptually novel over familiar stimuli,

a tendency that is also associated with striatatateon (Wittmann, Daw, Seymour, & Dolan,
2008). In the reinforcement-learning literatures thias towards the exploration of uncertain or
novel options is captured by the concept of an lagtion bonus” that is assigned to uncertain or
novel stimuli to promote their exploration (Kaka&®ayan, 2002).

The relief of perceptual curiosity was also asdedavith enhanced incidental memory, and
with increased hippocampal activation, a plausitdaral substrate underlying the behavioral
memory effect. Furthermore, there was a positivessesubject correlation between the strength of
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the hippocampal and putamen activations in resptingecertainty reduction, suggesting that
interactions between these areas contributed terthanced memory for curiosity-reducing stimuli.
The finding that curiosity reduction leads to entethmemory suggests that the induction of
curiosity before the presentation of teaching malt¢e.g., by asking people to guess the meaning
of foreign words before showing them the transtat)acan facilitate learning.

Although no prior studies have investigated theralemechanisms underlying perceptual
curiosity, one recent study has investigated thealesubstrates of specific epistemic curiosity
evoked by the presentation of trivia questions @at al., 2009). That study found that questions
that were rated as more puzzling were associatddstvonger activation in regions of the caudate.
However, since the questions were always followgthkir correct answers, it was unclear whether
this activation reflected epistemic curiosity, fbadk anticipation, or a combination of the two. In
our study, the curiosity induced by blurred pictuveas often not relieved, which allowed
examination of the neural correlates of pure citoin addition, by comparing conditions in
which the second picture did versus did not reghezeeptual uncertainty, we could separately
examine the neural correlates of the relief ofasity.

We did not ask participants to rate their curiosityeach trial since we were concerned that
this would confound the brain activation reflectihgir natural curiosity. Therefore, a limitatioh o
our study is that we could not take into accouat-to-trial variation in experienced curiosity. In
addition, it is likely that curiosity reduction thugh passive exposure to uncertainty-reducing
stimuli, as examined in the present study, diffessn curiosity reduction that is achieved through
active exploration. A recent study showed that bggmpus activation was stronger when people
had volitional control over the visual exploratiohpictures in a visual-learning task than when
they received exactly the same visual informatioa passive condition (Voss, Gonsalves,
Federmeier, Tranel, & Cohen, 2011). This suggéstisthe hippocampus activation associated with
uncertainty reduction that we found in the prestmtly would have been even stronger if
participants would have had the opportunity towatyi control the exploration of uncertainty-
inducing stimuli.

To conclude, our results provide evidence at thealdevel that perceptual curiosity evokes
an aversive state of increased arousal, whosertation is rewarding and promotes incidental
memory. Because curiosity plays a key role in magpects of human behavior, a better
understanding of the psychological and neurobialkaigdasis of curiosity may have considerable
practical implications for various societal objges. Together with previous behavioral findings
(Berlyne & Normore, 1972), our results suggest thagnting ways to arouse people’s curiosity
could contribute to the optimization of educatiosgdtems and advertising strategies, and may
promote scientific discovery.
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Materials and methods

Participants

Nineteen healthy volunteers participa(dd women and 5 men; aged 19-29 years; mean
age = 22.8 years; SD = 2.4), in return for €25atiBipants gave written consent before
participation, and the study was approved byntleglical ethics committee of the Leiden University
Medical CenterAll participants had normal or corrected-to-nokwigion and reported to be right-
handed.

Stimuli and procedure

The stimuli used in the task were pictures of commlbjects selected from Rossion and
Pourtois’ colored picture databariRgssion & Pourtois, 2004This databank is a set of 260
colored line drawings of objects, provided withmgrfor name agreement, image agreement,
familiarity, and complexity ratings. We selectedgictures with perfect name agreement from
this databank. All pictures had a resolution ofdpi, and were centered on a white rectangle of 197
x 281 pixels. We created a blurred version of gacture by means of Gaussian smoothing with a
radius of 20 to 22 pixels (Adobe Photoshop 5.0paliures can be found at
www.sandernieuwenhuis.nl/SOM). By reducing theues high-frequency components, Gaussian
smoothing acts as a low-pdgter. Results from a behavioral pilot experimenth 49 participants
indicated that the objects displayed in the blupietiures could not be identified by the majorify o
the participants.

On each trial, a sequence of two pictures was ptedel'he pictures were projected onto a
screen and viewed through a mirror attached tdhdael coil of the scanndfach picture was
presented for 5 s in the middle of the screen white background, and was surrounded by a black
frame (18.5 x 13.8°). The twactures in a trial were separated by a 500-msvateluring which
only the frame was presentdde intertrial interval varied between 1 and 9rsfrm
distribution).

The experiment consisted of 35 trials from eacfoof conditions illustrated in Figure 1,
presented in pseudorandom ordeat the blurred pictures in the BrfeiateqcOndition we used
blurred versions of 35 additional pictures fr&assion and Pourtois’ databank (i.e. pictures of
which the clear version was not used). The 140 @dedures were presented in the same order for
all participants. To exclude the possibility thdtetences between the conditions were caused by
picture-specific effects, we divided the 140 clp@tures into four subsets of 35 pictures with
comparable familiarity, complexity and imagery ngs (allps > 0.86) and alternated the coupling
of the four picture subsets to the four conditiansoss participants according to a balanced Latin-
square design.

The experiment was divided into five runs of 2&lgibetween which we stopped the
scanner and talked with the participant to vetiigtthe or she was still attending to the pictures.
Each run contained seven trials from each condaimhlasted approximately eight minutes. We
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told the participants that the experiment was desigo investigate the brain activation associated
with the perceptual processing of clear and blupietuires, and informed them of the four possible
ways in which clear and blurred pictures could bmlsined.

After completing the experiment, participants wegikeen an unexpected free-recall test
outside the scanner; they were asked to type indhges of as many objects as they could recall
from the pictures they had seen in the scannes&uently, participants were asked to indicate, on
a 5-point scale (1 = not at all; 5 = very muchg tiegree to which they had (1) been curious about
the blurred pictures; (2) tried to guess the idgmf the objects depicted on the blurred pictu(ay;
been disappointed when a blurred picture was rloiwed by the corresponding clear version; (4)
recognized the objects depicted on the blurredipst and (5) tried to remember the pictures.
Finally, participants completed the perceptualasity scale (Collins, Litman, & Spielberger,
2004).

Image acquisition

Scanning was performed with a standard whole-heddi a 3-T Philips Achieva MRI
system (Best, The Netherlands). In each of theftinetional runs, 210 T2*-weighted whole-brain
EPIs were acquired (TR = 2.2 sec; TE = 30 ms diigle = 80°, 38 axial slices, 2.75 x 2.75 x 2.75
mm + 10% interslice gap). In addition, a high-resioh EPI scan and a T1-weighted anatomical
scan were obtained for registration purposes (E&:sTR = 2.2 ms; TE = 30 ms, flip angle = 80°,
84 axial slices, 1.96 x 1.96 x 2 mm; 3D T1-weighsedn: TR = 9.7 ms; TE = 4.6 ms, flip
angle = 8°, 140 axial slices, 0.88 x 0.88 x 1.2 mm)

Image analysis

MRI data analysis was carried out using FEAT (FNERpert Analysis Tool) version 5.98,
which is part of FSL (FMRIB's Software Library; Sinet al., 2004). Image pre-processing
consisted of motion correction (Jenkinson, Banni®eady, & Smith, 2002), non-brain removal
(Smith, 2002), spatial smoothing using a Gaussean&t of FWHM 8.0 mm, grand-mean intensity
normalization of the entire 4D data set by a simglétiplicative factor, and high-pass temporal
filtering to remove low-frequency artifacts (Gaassiweighted least-squares straight line fitting,
with sigma = 100 s). Functional scans were reg@sitén high-resolution EPI images, which were
registered to T1 images, which were registeredaondard MNI space (Jenkinson, et al., 2002;
Jenkinson & Smith, 2001).

The fMRI time series were analyzed using an evelatted approach in the context of a
general linear model with local autocorrelationreotion (Woolrich, Ripley, Brady, & Smith,
2001). We constructed six explanatory variablestafrest: two for the first picture in a trial
(Blurred or Clear), and four for the second pictura trial (Clear-corresponding, Clear-unrelated,
Clear-double, or Blurred). Each explanatory vaealids time-locked to the picture onset and had a
duration of 5 s (i.e., the entire duration of thetyre presentation). The hemodynamic response to
each event was estimated by convolving each exjganeariable with a canonical hemodynamic

109



response function and its temporal derivative. imoelel was high-pass-filtered (Gaussian-
weighted least-squares straight line fitting, SigemEOO s).

For each run, in each participant, we assesseda@antrasts. The contrasts were
combined across the five runs on a subject-by-stibgsis using fixed-effects analyses
(Beckmann, Jenkinson, & Smith, 2003; Woolrich, Bets, Beckmann, Jenkinson, & Smith, 2004).
These second-level contrast images were submadatddrt-level mixed-effects whole-brain group
analyses (Beckmann et al., 2003; Woolrich et &l043. The statistical parametric images were
thresholded gp < .001 (uncorrected), in combination with a minimaluster size of 200 min

Region-of-interest analysds. addition to the whole-brain analyses, we coneldicegion-
of-interests (ROI) analyses to test the predicipddtampus activation in response to the relief of
perceptual uncertainty. We used anatomical ROthefeft and right hippocampus specified by the
Harvard—Oxford subcortical structural atlas, aslengented in FSLView version 3.1.2. Only the
voxels that were part of the hippocampus with dability of at least 50% were included in the
ROls, resulting in left and right hippocampus ROAg016 and 4248 minrespectively. We tested
for activation within these ROIs that exceeded acowrected threshold @f< 0.01. To further
examine the hippocampal activation, we extractedatrerage time course of the hemodynamic
response function in response to the second pigtweach of the four conditions using PEATE
(perl event-related average time course extragteoopmpanion tool to FSL
(http://'www.jonaskaplan.com/peate/peate-tk.htmind courses were extracted from the
hippocampal activation clusters of the curiositlyefecontrast (i.e., the regions with stronger
activation in response to the second picture irBi@rrespondingcoOndition than in response to the
second picture in the ByfelategcoOndition).

To examine whether individual differences in tyaétrceptual curiosity and free-recall
performance were predictive of individual differesdn brain activation, we extracted each
participant’s peak value from the activation clusters of interese(&IC and ACC activations for
the perceptual-uncertainty contrast, and the caygatamen and hippocampus clusters for the
uncertainty-reduction contrast). We correlated éh@sakz values with participants’ scores on the
perceptual-curiosity questionnaire and with thezefrecall performance. In addition, we computed
the across-subject correlations between the peakues of the different activation clusters of
interest.

Disappointment median-split analysi®o examine whether participants’ rated
disappointment when the identity of a blurred objeas not revealed predicted the strength of their
AIC activation in response to perceptual uncengiwe divided all participants into two groups
based on their disappointment ratings: nine padiais reported a strong disappointment (ratings of
4 or 5 on a five-point scale) and the other tenigpants reported less disappointment (ratingd of
or 3). We used atest to determine whether the high-disappointngentip showed stronger AIC
activation in response to perceptual uncertairdy tihe low-disappointment group.
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Appendix

Supplementary Table 1.Participants’ ratings of the degree to which thag been curious about the blurred pictures,
recognized the blurred pictures, and had triecétoember the picturdsneans + standard deviations)l ratings were
on a scale from 1 (not at all) to 5 (very much)

| was curious about the blurred pictures 411 +0.88

| tried to guess the identity of the objects degadn the blurred pictures 453 +0.70
| was disappointed when a blurred picture was olbdwwed by its clear version 3.16 +1.02
| recognized the objects depicted in the blurrexdupes 2.79+£0.92

| tried to remember the pictures 1.74+0.73

Supplementary Table 2.Regions showing stronger activation when the firsture in a trial was blurred compared to
clear. Data are thresholdedpat 0.001, uncorrected, and only clusters exceeP@@ymnd are reported.

Region Left/Right Cluster sizeZyax MNI peak coordinates (mm)
(mm°) X y z

Anterior insular cortex R 3192 4.32 36 24 -4
Anterior insular cortex L 1152 4.11 -28 22 -4
Anterior cingulate cortex R 1464 4.13 10 24 48
Anterior cingulate cortex L 488 3.45 -6 12 44
Inferior frontal gyrus R 3240 4.00 50 16 26
Frontal pole R 424 3.51 32 48 8
Lingual gyrus R/L 5520 4.09 8 -80 -8
Occipital pole L 912 4.21 -12 -94 10
Posterior cingulate gyrus R/L 616 3.91 2 -30 24
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Supplementary Table 3.Regions showing stronger activation in respongbgsecond picture in th& Ceorresponding
condition compared to the Byfeaegcondition Data are thresholded ak 0.001, uncorrected, and only clusters

exceeding 200 mirare reported.

Region Left/Right Cluster Zyax MNI peak coordinates (mm)
size
(mn?) X z

Caudate (dorsal striatum) L 224 3.26 -12 6 10
Putamen (dorsal striatum) R 600 3.55 30 -20 10
Orbitofrontal cortex (extending
. L 624 3.54 -28 6 -12
into ventral putamen)
Lateral occipital cortex R/L 1808 3.46 40 -74 0
Posterior insula R 456 3.57 42 -4 6
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Chapter 6

The effects of accessory stimuli on informationgassing:
Evidence from electrophysiology and a diffusion-mlod
analysis

This chapter is published as: Jepma, M., Wagenmaker]., Band, G.P.H., & Nieuwenhuis, S.
(2009). The effects of accessory stimuli on infotioraprocessing: Evidence from
electrophysiology and a diffusion-model analydmsurnal of Cognitive Neuroscience,, B47-864.
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Abstract

People typically respond faster to a stimulus wihé&haccompanied by a task-irrelevant accessory
stimulus presented in another perceptual modadibyvever, the mechanisms responsible for this
accessory-stimulus effect are still poorly undeydtdVe examined the effects of auditory accessory
stimulation on the processing of visual stimulingsscalp electrophysiology (Experiment 1) and a
diffusion-model analysis (Experiment 2). In accaorciawith previous studies, lateralized readiness
potentials indicated that accessory stimuli dosp&ed motor execution. Surface Laplacians over
the motor cortex, however, revealed a bihemispheci@ase in motor activation--an effect
predicted by nonspecific arousal models. The diffiursnodel analysis suggested that accessory
stimuli do not affect parameters of the decisioocpss, but expedite only the nondecision
component of information processing. Consequentéyconclude that accessory stimuli facilitate
stimulus encoding. The visual P1 and N1 amplituateaccessory-stimulus trials were modulated
in a way that is consistent with multisensory egengegration, a possible mechanism for this
facilitation.
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Introduction

During most everyday activities, people receiveinfation from multiple sensory
modalities. When you ride your bicycle throughty cientre, for example, you see the road and the
traffic around you, hear cars approaching from hehand feel the pedals and steering wheel of
your bicycle. The signals from the different motes are not processed independently, but are
integrated into coherent representational st&tegnitive psychologists have demonstrated
multisensory integration in several psychologidampomena. In ventriloquism, for examplee
source of an auditory signal is wrongfully perceia the location of a visual cue (Howard &
Templeton, 1966). Multisensory processing can kdad to a change in the perceived signal itself.
This was illustrated in a classic experiment inchha face articulating “gaga” was presented
visually, while “baba” was presented aurally. Itsfiaund that people usually combined the signals
from the two sources and perceived “dada” (McGurkl@Donald, 1976). The present paper
addresses another striking instance of crossmotihiction: the phenomenon that task-irrelevant
stimulation (i.e., noise) in one perceptual moglatdn speed up responses to stimuli concurrently
presented in another perceptual modality.

It has repeatedly been found that responsesattion time (RT) tasks are shorter when a
salient but task-irrelevaiccessory stimulusresented in another perceptual modality accomsgani
the imperative stimulus, compared to when the irapex stimulus is presented alone (e.g.,
Bernstein, Clark, & Edelstein, 1969a, 1969b). ®used-up of RTs—often without a concomitant
increase in errors—has been referred to as thessmgestimulus (AS) effect. The AS effect has
been found in both simple and choice RT tasks,(Bgynstein et al., 1969a, 1969b; Morrell, 1968),
is largest for auditory stimuli accompanying visumperative stimuli (Bernstein, 1970; Davis &
Green, 1969), and increases in size with the iitieasthe AS (Stahl & Rammsayer, 2005).
Because the AS is typically presented simultangouih, or in close temporal proximity to, the
imperative stimulus, it has no value for the pgvaat as a cue to start voluntary preparation.
Indeed, AS effects have been found even when thiagsSthe imperative stimulus (e.g., Bernstein
et al., 1969a, 1969b; Stahl & Rammsayer, 2005difition, in most experiments the predictive
value of the AS is limited by the inclusion of tsan which no AS is presented (no-AS trials), as
well as trials on which the AS is not followed hy imperative stimulus (catch trials).

The various explanations of the AS effect that haeen proposed so far can be divided into
four types of accounts, depending on the comporadntgormation processing that are assumed to
be affected. One account of the AS effect is thaessory stimuli facilitate stimulus encoding. In
particular, it has been proposed that stimulusggnisrcombined across different modalities in such
a way that adding an auditory AS is comparabl@toegasing the intensity of the visual imperative
stimulus (Bernstein, Rose, & Ashe, 1970). Accordimghe energy-integration hypothesis, the
increased strength of the joint event speeds uptthmilus-encoding process, resulting in shorter
RTs. The critical assumption of the energy-intagrahypothesis is supported by the finding that
auditory stimuli can increase the perceived intgrs simultaneously presented visual stimuli
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(Stein, London, Wilkinson, & Price, 1996). At theural level, an AS effect on stimulus encoding
might be explained in terms of the effects of nsaltisory neurorsneurons that respond to stimuli
from more than one modality. Such neurons exisbnbt in higher-order association areas, but
also in low-level, modality-specific sensory aré@panzafar & Schroeder, 2006), supporting the
notion that multisensory interactions can influeeady sensory processing.

According to the second and third account, accgssonuli affect a critical parameter of
the decision process that is based on the sensmgnee obtained during stimulus encoding. The
mechanism underlying two-choice decisions is welatibed by the accumulation of noisy
information from a stimulus over time (Gold & Sha] 2007; Smith & Ratcliff, 2004).

Information accumulates toward one or the othdéwofdecision thresholds until one of the
thresholds is reached; then the response assowdtethat threshold is initiated. One possibily
that accessory stimuli speed up the rate with whiddence is accumulated in the decision process
(Hackley & Valle-Inclan, 1999), for example through AS-triggered, rapid and transient increase
in attention to the imperative stimulus. Anothesgibility is that accessory stimuli do not change
the rate of information build-up but instead caasewering of the decision threshold (Posner,
1978). According to this view, decisions are madeh@ basis of less evidence, resulting in shorter
RTs and, possibly, more errors. Such a speed-anctnade-off has indeed been found in some AS
studies (e.g., Posner, 1978).

The fourth account of the AS effect holds that asoey stimuli speed up motor-execution
processes. Apparent support for a motoric locub®fS effect has come from studies that have
found an increased response force (Miller, Franklldch, 1999; Stahl & Rammsayer, 2005) or a
speeding of reflexes (Low, Larson, Burke, & Hackl&996; Stafford & Jacobs, 1990) to stimuli
accompanied by an acoustic AS. Other evidencentiembeen presented as support for the motor
account is the interaction effect on RT of AS pnegeand some factors known to affect motor
processes, such as tonic muscle tension (San@8@, Schmidt, Gielen, & Van den Heuvel, 1984).
Sanders (1980, 1983) has argued, using additiverfalogic (Sternberg, 1969), that such
interactions indicate a motoric locus for the Atgdered speeding of RTs. A discussion of the
problems with this argument will be deferred uttié General Discussion.

Despite a substantial empirical database, thare general agreement among researchers
on which of these four accounts explains most efdata. One possible source of confusion in the
debate may be that the various accounts are nataliyiexclusive, and hence different portions of
the database may be explained by different accoAntsther reason for the lack of agreement may
be that it is hard to distinguish the various actswn the basis of behavioral performance
measures alone.

Probably the most conclusive evidence to date bas beported by Hackley and Valle-
Inclan (1998, 1999). These investigators recortiecetectroencephalogram (EEG) from
participants performing an AS task and computeddtezalized readiness potential (LRP) to
investigate the timing of the AS effect. The LRRusEEG index of hand-specific response
preparation. It is computed as the difference iGEEtivity over the motor cortices contralateral
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and ipsilateral to the responding hand, and average until the accumulated evidence at the level
of the motor cortex for one of the response optisrmitweighing that for the other response
option. Thus, the onset of the LRP reflects thepduring the decision process during which, on
average, stimulus-specific accumulators have gathevidence favoring one of the two response
options, and this evidence has been transmittesd téi brain areas representing the relevant
stimulus-response mappings, and then to the mottexwhere it is expressed in asymmetrical
activity of the two hemispheres (Gold & ShadlenQ20Spencer & Coles, 1999). Hackley and
Valle-Inclan found that accessory stimuli shortea interval between stimulus onset and LRP
onset but not the interval between LRP onset aadWert response. This is strong evidence against
the notion that accessory stimuli speed up motecetion processes, and in support of the view
that the AS effect develops during stimulus encgdind/or an early phase of the decision-making
process (i.e., before the motor cortex beginsweakthe outcome of the decision).

Despite the knowledge gained by these LRP studg@sral important questions remain
unanswered. For example, is it possible to recerhi conclusion that accessory stimuli do not
speed up motor-execution processes with findingmaoAS effect on voluntary response force and
the amplitude of somatic reflexes? Can we distisigtine possibilities, suggested by LRP studies,
that the AS effect develops during stimulus encgainduring an early phase of the decision-
making process? And can we find indications thatAl effect is a result of energy convergence in
low-level sensory brain areas? We addressed tmesether questions in the two experiments
reported below.

Experiment 1: Electrophysiology

The aims of this experiment were threefold. Finat,tried to replicate the finding, reported
by Hackley and Valle-Inclan (1998, 1999), that amigi accessory stimuli speed up visual
information processing before LRP onset but na&rdfRP onset. As noted, this type of information
provides important clues about the processing corapis influenced by accessory stimuli.

Second, we wanted to investigate whether accessionyli have an effect on central motor
processes that is not revealed by the LRP methggalsed in previous research. Specifically, the
LRP is a relative measure, which shows the diffeean activity between the contralateral and
ipsilateral motor cortices, but not the respectiwtvities of each individual motor cortex.
Therefore, the LRP does not reveal potential ASwoedinonspecifiancreases in motor
activity—increases in activity that are equal for the cdatesal and ipsilateral motor cortices, and
that are not expressed in a RT benefit. The pdagithat accessory stimuli increase bilateral moto
activity without speeding the actual response ett@cus consistent with proposals that energy-
related stimulus properties (e.g., the intensitthefAS) have nonspecific arousal effects that are
dissociable from the effects of translating thenstus into the appropriate response (Sanders,
1983). It is possible to assess the activity ohaadividual motor cortex by estimating the surface
Laplacians over the primary motor areas by meariseo$ource-derivation method (Hjorth, 1975).
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The Laplacian acts as a high-pass spatial filtereblyicing the common activities between neighboring
electrodes. It removes the blurring effect of cotriffusion through the highly resistive skudind is
considered to give a good approximation of theicogram (Gevins, 1989).

The third aim of Experiment 1 was to evaluate aljgteon of the energy-integration
hypothesis, by examining the effect of accessamyusdi on the P1 and N1, two early visual evoked
ERP components recorded over the lateral occipadéx. Previous research has shown that these
components increase in amplitude with increasimgudus brightness (i.e., energy; Blenner &
Yingling, 1993). Therefore, if auditory accessotiynslli increase energy in brain areas specialized
in visual processing, this energy increase (ihe ,donverged energy from the visual and auditory
stimuli) should manifest in increased amplitudethefP1 and N1 associated with the visual
imperative stimuli. A failure to find such amplim@nhancements would provide evidence against
the energy-integration hypothesis. It is importanmote that the observation of such enhancements,
though consistent with the energy-integration higpsis, would not present definitive evidence for
this hypothesis; although the use of surface Lagtescimproves estimates of the orientation and
location (i.e., biased towards superficial sourcéshtracerebral generators, this method does not
solve the inverse problem. That is, it cannot edelthe possibility that the amplitude increases
reflect the summation at the scalp of electricéivig from two or more different cell populations,
rather than the summed activity from one sourogsnal areas. Nevertheless, the current results
will be valuable as a basis for future studiesgiesil to distinguish these possibilities. We also
compared the latencies of the P1 and N1 compoensS trials and no-AS trials to determine to
what extent the AS effect was already presenteattiiresponding stages of information
processing.

Method

Participants.Thirteen volunteers participated (10 women; 12triginded; aged 18-30
years; mean age = 21.5). All participants reponanal hearing and normal or corrected-to-
normal vision. All participants gave informed contsand received either 15 euros or course credits
for participation.

Stimuli and procedurelhe task we used was a slightly modified versibtine task used by
Hackley and Valle-Inclan (1998). On most trials $iregle letter ‘S’ or ‘T’ was presented for 250
ms, in the center of the screen. The letter suleigeither 1.0° or 0.8° in visual angle, on 80% and
20% of the trials, respectively. When a 1.0° lett@s presented, participants were to indicate
whether it was an S or a T by pressing a left oglat key (go trials). The key assignment was
balanced across participants. When a 0.8° letterpsasented, the response was to be withheld
(nogo trials). On a randomly chosen 50% of thdgyian AS (800 Hz, 80 dB, 150 ms long tone)
was presented 30 ms prior to the letter onset.tdies were presented binaurally through Epymotic
air-pulse ear phones. Intertrial intervals wer8 @r 4 s. Unlike in Hackley and Valle-Inclan’s task
we also included trials on which the AS was presgalone (catch trials). These catch trials were
included to discourage premature responses to $jeAd to be able to compare ERPs to auditory-
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only, visual-only, and combined visual-and-auditstiynulation. Keypress responses were made
with the left and the right thumb, and participawtze instructed to respond as fast as possible. An
ERROR message of 1 s was displayed following ire@argo trial responses and responses on nogo
trials.

Participants completed one practice block, followgd5 experimental blocks. Ten of the
experimental blocks contained 40 go trials, 10 niogds and 6 catch trials each. In order to obtain
enough catch trials, the remaining five blocks aored 16 go trials, 4 nogo trials, and 28 catch
trials each. These blocks were presented asth@"39", 12" and 1% block of the experiment.

After each block the mean RT appeared on the scaeehparticipants could take a short break if
needed. A total of 800 trials was presented througthe experiment, which lasted about one hour.
Instrumentation and recordiny/isual stimuli were presented on a 19” computenitao,

located at a distance of about 60 cm from the gpént. Presentation of the visual and auditory
stimuli was controlled by a personal computer ugAgrime 1.1 EEG was recorded from 64
Ag/AgCIl scalp electrodes mounted in an elastic eag, from the left and riglmastoidsusing a
64-channel active electrode recording system (sagphate 512 Hz)Two additional electrodes
(CMS-Common Mode Sense and DRL-Driven Right Leglenesed as reference and ground (see
http://www.biosemi.com/fag/cms&drl.htm for detaildhe signal was referenced offline to the
average mastoid signal. The horizontal and vergétsadtro-oculogram (EOG) were measured using
bipolar recordings from electrodes placed approtetyal cm lateral of the outer canthi of the two
eyes and from electrodes placed approximately albove and below the participant’s left eye.
EEG and EOG were high-pass filtered at 0.1 Hz amddass filtered at 30 Hz. Electromyographic
(EMG) activity of the flexor pollicis brevis wasaerded with paired electrodes fixed about 2 cm
apart on the skin of the Thenar eminence of eand,Haandpass-filtered (10-256 Hz), and full-
wave rectified.

Signal processing and data analysgsigle-trial epochs were extracted offline foreipd
from 500 ms before until 800 ms after the critieaeént. Ocular and eyeblink artifacts were
corrected using the method of Gratton, Coles, aocbin (1983). Epochs with other artifacts
(spike artifacts [5@V/2 ms] and slow drifts [20QV/200 ms]) were also discarded. Then, for each
participant and each condition of interest, the E#pGchs were averaged with respect to letter onset
(imaginary letter onset on catch trials) and EMGeairto create stimulus-locked and EMG-locked
averages. A baseline, computed as the averagd sigihaty across the 200 ms prior to the AS, was
subtracted for each ERP. The EMG traces were \sunspected and the EMG onsets were hand-
scored by an experimenter. We used this methodusecasual inspection is more accurate than
automated algorithms (Hodges & Bui, 1996; Van Bhx&eraats, Van den Berg-Lenssen, &
Brunia, 1993). To prevent subjective influence lo@ dnset scoring, the experimenter who scored
the onsets was unaware of the trial types to wtiieHEMG traces corresponded.

Trials were excluded from the data analyses iRflevas shorter than 100 ms or longer
than 1000 ms, or when the response was incorragd.résulted in the exclusion of 1.4% of the
trials. The EMG onset was used to divide the tRfRlin premotor time (interval between stimulus
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onset and EMG onset) and motor time (interval betwleMG onset and overt response). For the
LRP analysis, we used the same procedure as Haaktkyalle-Inclan (1998): Stimulus- and
EMG-locked LRPs were computed from monopolar reiogsiover C3 and C4, using the standard
double subtraction method. LRP latency was assexs&@lo, 50% and 70% of the peak amplitude,
using jackknife tests (Miller, Patterson & Ulrict998). For the surface Laplacian estimation, we
used the spherical spline interpolation algoritHrRerrin, Pernier, Bertrand, and Echallier (1989),
as implemented in Brain Vision Analyzer. This meth® based on the entire electrode array and
consists of two steps: first the values recordezhah electrode are interpolated, and then théaspat
second derivative of this function is computéte used 4 as the degree of spline and 10° as the
maximum Legendre polynomial. The P1 amplitude weftndd as the peak amplitude of the
average surface Laplacian over electrodes PO7 @&driPthe 60-140 ms time window. The N1
amplitude was defined as the peak amplitude oatleeage surface Laplacian over electrodes P7
and P8 in the 100-200 ms time window.

Results

Behavioral resultsin agreement with the findings of Hackley and ¥dhclan (1998), RT
on go trials was shorter on AS trials (mean = 5@1 8D = 77 ms) than on no-AS trials (mean =
519 ms, SD =80 m#$(12) = 5.0,p < 0.001). (We verified that this AS effect wasaaimilar
magnitude in the blocks with a high probabilitycatch trials [21 ms] and the blocks with a low
probability of catch trials [18 msk, < 1.) Accuracy on go trials did not differ betwe&8 trials and
no-AS trials (97.2% vs. 97.5%(12) = 0.6,p = 0.53). The percentage of nogo errors (falsevedar
was higher on AS trials than on no-AS trials (9.6806.8%;t(12) = 2.2,p = 0.047).

Responses on catch trials were very rare: oneegbdinticipants responded to a catch trial
twice, whereas the other participants never respmal a catch trial. This indicates that accessory
stimuli did not induce fast-guess responses.

Motor and premotor timel'he premotor time was shorter on AS trials thamoS trials
(364 ms vs. 379 m¢(12) = 6.9,p < 0.001). The motor time did not differ between #&ls and no-
AS trials (122 ms vs. 124 migl2) = 1.4p=0.18)

Electrophysiological datakrigure 1 shows the stimulus- and EMG-locked LR gtie AS
trials and no-AS trials. Consistent with Hackleglaralle-Inclan’s (1998) results, we found an AS
effect on the stimulus-locked but not on the EM@kled LRP latency. The difference on the
stimulus-locked LRP latency was 16 ms for the 308plgude point {12] = 0.62,p = 0.27), 23 ms
for the 50% amplitude point[{2] = 1.65,p = 0.06), and also 23 ms for the 70% amplitude tpoin
(t[12] = 2.04,p = 0.03). It is interesting that these effect simgyhly correspond to the AS effect
on RT. In contrast, the EMG-locked LRPs for the tAi&ls and no-AS trials almost overlapped, and
no significant AS effect was found for any of theete time points (atk < 0.2). Taken together,
this pattern of results indicates that, like Re HRP onset occurred earlier and was somewhat less
variable in latency on AS trials than on no-ASl&idmportantly, accessory stimuli did not speed
processes that followed LRP onset.
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Figure 1. LRPs as a function of AS presence, time-locketthéoonset of the visual imperative stimulus (upmearel)
and to EMG onset (lower panel). Accessory stimdrevpresented 30 ms before the imperative stimulus.

The Laplacian waveforms over the motor cortex @rand ipsilateral to the involved hand
are shown in Figure 2, separately for the AS tréald no-AS trials. On AS trials, two early peaks
were observed that were absent on no-AS trialssd peaks reflect tone-related activation in the
Sylvian fissure, volume-conducted to the verteg.(eéGiard et al., 1994). Preceding EMG onset, a
negative wave developed over the contralateral noadex and a positive wave over the ipsilateral
motor cortex. This pattern has also been reportguiavious studies, and is thought to reflect the
activation of the involved motor cortex and theg@ssion of activation in the non-involved motor
cortex (Burle, Vidal, Tandonnet, & Hasbroucq, 2004iller, 2007; Tandonnet, Burle, Vidal, &
Hasbroucq, 2003; Vidal, Grapperon, Bonnet, & Hasbgp 2003). Importantly, both the ipsi- and
the contralateral waves were more negative in dogdion AS trials, suggesting that accessory
stimuli induced a nonspecific (i.e., bilateral) i@ase in activation of the motor cortex. At thedim
of EMG onset, the AS effect on the Laplacian amptwas 4.1V /cm? for the contralateral
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(involved) motor cortex and 28V /cm?for the ipsilateral (non-involved) motor corfex
repeated-measures ANOVA with laterality (ipsi/capt@nd AS presence as within-subject factors
yielded main effects of laterality[1,11] = 60.0p < 0.001) and AS presend&(l,11] =9.5p =
0.01), but no significant interactioR[{,11] = 0.6,p = 0.47). Follow-up contrasts indicated that the
contralateral negativity, reflecting the activatwinthe involved motor cortex, was larger on AS
trials than on no-AS trials (175 /cm?vs. 13.3uV /cm? t[11] = 2.2,p = 0.046). Likewise, the
ipsilateral positive wave, reflecting the inhibitiof the non-involved motor cortex, was smaller in
amplitude on AS-trials than on no-AS trials (14\8 /cm?vs. 17.1uV /cm?; t[11] = 2.4,p = 0.03).
These results confirm the notion that accessonyudticaused a nonspecific increase in motor
cortex activation.

To test the prediction suggested by the energgiat®n hypothesis, we tested whether
accessory stimuli increased the amplitudes of easlyal ERP components. More specifically, we
assessed the AS effect on the stimulus-locked tegrlacomponents corresponding to the P1
(electrodes PO7/8) and the N1 (P7/8; see Figuré@)sistent with the energy-integration
hypothesis, the P1 amplitude was larger on ASsttizn on no-AS trial4[(2] = 4.4,p < 0.001).

The N1 amplitude was also larger on AS trials,thig effect just missed significandgl@] = 1.6,

p = 0.065). Interestingly, as illustrated in Fig@réupper panel), the P1/N1 amplitude differences
between AS trials and no-AS trials were similathte amplitudes of the P1 and N1 components
elicited by the accessory stimuli on catch (i.aditory-only) trials. To further illustrate thisjgure

3 (lower panel) shows the waveforms on AS triatsr(bined visual-and-auditory), as well as the
sum waveform created by adding the waveforms asativith catch trials (auditory-only) and no-
AS trials (visual-only). Although they do not eeliy overlap, the similarity of these waveforms is
remarkable, and consistent with the energy-intagratypothesi

To assess whether the AS latency effect observetiédoRTs and LRPs is already present at
the time of the P1 and N1 components, we deterntimedS effect on the peak latencies of these
components. There was no AS effect on the P1 Igtgfi?] = 0.1,p = 0.46). The N1 peaked 6 ms
earlier on AS trials than on no-AS trials, a sniait consistent differencé{12] = 1.9,p = 0.04).

* The analyses reported here controlled for thedifice in pre-EMG baseline between AS trials and®adrials. This
baseline difference reflects the tone-elicited tiggacomponent (see Figure 2, upper panel), smeareth the EMG-
locked averages. Thus we subtracted the basekfiagd as the amplitude of the peak immediatelggueng EMG
onset, from the Laplacian amplitudes at the timEMIG onset. One participant was excluded from tleesdyses
because he did not show a clear baseline peak.

®> Most ERP studies on multisensory processing focusuperadditive enhancements (i.e., situatiomghich the
multisensory response exceeds the sum of the wstiseresponses) to demonstrate multisensory irtteresc Cell-
recording studies, however, have revealed thatradpéivity is merely one facet of multisensorydgtation, and one
that is produced under very specific circumstancas)ely when the unisensory component-stimuli arakly
effective. Across the broader range of stimulusrisities, the majority of the multisensory intei@t$ approximate
linear summation, i.e., additive enhancements éweed in Stanford, & Stein, 2007).
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Figure 2. Surface Laplacians over the motor cortex as atiom of AS presence, time-locked to the onsehefvisual

imperative stimulus (upper panel) and to EMG ofisster panel). Accessory stimuli were presentedr3efore the
imperative stimulus.
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Figure 3. Upper panel: Surface Laplacians over electrode&d®@nd P7/8 for AS trials, no-AS trials and catidis,
time-locked to stimulus onset. Lower panel: The suawe created by adding the no-AS signal to thehcsignal is
similar to the waveform for AS trials.

Discussion

The principal findings of Experiment 1 may be sumael as follows. In accordance with
previous studies (Hackley & Valle-Inclan, 1998, @99ve found that the AS effect was entirely
confined to the time period prior to LRP onset (8 1@s prior to EMG onset). Consistent with this
finding, the AS effect was reflected in premotonéis but not in motor times. A small portion
(about one third) of the effect was already apptaté0 ms after stimulus onset, at the time of the
N1 peak. Accordingly, most of the effect must hdegeloped between the N1, a component
associated with stimulus encoding, and LRP onketptoment at which the motor cortex begins to
reveal the outcome of the decision-making procEssse findings confirm that accessory stimuli
do not expedite response execution; they indidatethe AS effect reflects a speed-up of stimulus
encoding or an early phase of the decision-makinggss (presumably in association cortices;
Gold & Shadlen, 2007). Given that auditory sigree modulate cortical visual processing as early
as 40 ms following their onset (Giard & Peronn®99), this temporal “locus” of the AS effect
seems consistent with the observation, under sanrmigntstances, of a residual AS effect when the
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auditory AS lags the imperative stimulus (up to b@) e.g., Bernstein et al., 1969a, 1969b; Stahl
& Rammsayer, 2005).

Interestingly, AS trials were associated with imsed amplitudes of the P1 and N1
components, in a way that is consistent with trergyrintegration hypothesis. Specifically, the
P1/N1 amplitudes on AS trials (combined visual-anditory) were of a similar magnitude as the
summed amplitudes observed on no-AS trials (visa&l) and catch trials (auditory-only). Thus, it
Is possible that the speed-up of RTs on AS treflects the effects of energy integration in visual
processing areas, a possibility that is consistéit anatomical and physiological findings
(Ghazanfar & Schroeder, 2006). However, the datacdaule out an alternative interpretation,
namely that the increased P1/N1 amplitudes reflecsummation at the scalp of signals originating
from visual and auditory processing areas. Otheghaus are necessary to distinguish between
these possibilities.

Previous work has found that accessory stimuligase response force and reflex
magnitude, and that, in general, these responsétadgmeasures correlate poorly with RT (Low
et al., 1996; Miller et al., 1999; Stahl & Rammsayg®05). These findings have been viewed as
support for the proposal by Sanders (1983) thagssmry stimuli trigger a phasic burst of arousal
that leads to nonspecific priming of low-level mopathways, and that this effect occurs
independently from the stimulus-response transigtimcesses contributing to RT. Sanders’
proposal dovetails nicely with another principauk of the current studythe finding that
accessory stimuli evoked a nonspecific (i.e., biia) increase in motor-cortex activity that, as
noted above, was not expressed in a RT benefis. fitding seems to provide direct evidence for
an AS-induced nonspecific increase in motor aativatand, furthermore, suggests a possible
explanation of why this nonspecific effect is exgz@d in higher response force (as determined in
previous studies; a similar explanation may applseflex magnitude) but not in shorter RTs.
According to this explanation, response force teeined by the activation of the relevant (i.e.,
contralateral) motor cortex, which is higher on ti8ls. This assumption is consistent with
neuroimaging studies and neurophysiological recgsl{Cramer et al., 2002; Maier, Bennett,
Hepp-Reymond, & Lemon, 1993). In contrast, choiGeifdependent on (or at least scales with)
thedifferencebetween the activity in the relevant and irreldéwantor cortex, which is not affected,
due to the nonspecificity of the AS effect. Thiswasption is consistent with previous results
indicating that the LRP amplitude at the time of GMnset is constant across spontaneous
variations in RT (Gratton, Coles, Sirevaag, Eriksemonchin, 1988; Mordkoff & Grosjean,
2001), and with the present finding that the EMGaia on AS trials and no-AS trials were
associated with the same LRP amplitude. In any, ¢hseassumption is in accordance with an
influential class of decision-making models (el@ming, 1968), which assumes that a response is
initiated when the difference between the eviddoceach of the two possible responses reaches a
certain criterion value. One of these models isdiffesion model (Ratcliff, 1978), which will be
used in the next study.
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In this experiment we aimed to further clarify winicomponents of information processing
are affected by accessory stimuli on the basisdiffasion-model analysis of AS effects on RT and
accuracy. The diffusion model is a model of twoickalecision making that defines the decision
process as the continuous accumulation of noigyudtis information over time, from a starting
point towards one of two decision criteria or tina@sls (Ratcliff, 1978; see Figure 4). When one of
the two thresholds is reached, the correspondisgprese is initiated. There are several reasons to
assume that the diffusion model gives an accuedkection of how the decision process is
implemented in the brain. First, the diffusion pss is the optimal decision process: it provides th
fastest responses for a fixed level of accuracth@highest accuracy for a fixed response time
(Wald, 1947). Second, the diffusion model explairessdynamics of neuronal activity during
decision-making behavior (Gold & Shadlen, 2007; t8r&i Ratcliff, 2004). And third, the diffusion
model successfully accounts for RT distributiond arror rates in a variety of two-alternative

Experiment 2: Diffusion-Model Analysis

forced-choice tasks (e.g., Ratcliff, 2002; Rat¢chfin Zandt, & McKoon, 1999).

Encoding
(Ter)

— 7

time

a

Choose A

Response
execution

sample paths

Choose B

Figure 4. An illustration of the diffusion model. The paraters area = boundary separation= starting pointy =
drift rate, To, = mean nondecision time. The sample paths repres@ment-by-moment fluctuations in the evidence
favoring the two possible responses, which is dugoise in the decision process. The decision gostarts a and
terminates when one of the two boundaries is rehchHee duration of, determines the additional time needed for

>
>

stimulus encoding and response execution.

The diffusion model can be helpful in evaluating ttarious accounts of the AS effect
because some of the main model parameters correspasely to the different processing
components emphasized by these accounts. Thertfo®emportant parameters of the model in
this respect are the drift rate, the boundary sgmar, and the nondecision component. The drift
rate () is the mean rate of evidence accumulation ird#wsion process, which depends on the
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quality of the stimulus and the perceptual systehe higher the absolute value of the drift rate, th
faster a decision threshold is reached. If accgssonuli increase the drift rate of the diffusion
model, this would support the idea that accessiimud induce a faster build-up of information.
The boundary separatioa)(is the distance between the two decision critdiias parameter
determines on how much evidence a decision is baseldcan be controlled strategically by the
decision maker. If accessory stimuli lower the laany separation, this would provide support for
the notion that the AS effect reflects a loweriligh@ decision threshold (Posner, 1978). As noted
above, a speed-accuracy trade-off in the empidatd also provides an important diagnostic
criterion for a change in decision threshold. Besithe decision process, there are other
components of processing involved in a two-choigetésk, namely stimulus encoding and
response execution which, respectively, precedddlmv the decision process. In the diffusion
model, these nondecision processes are combinzdmmet nondecision componeiig, A

shortening of the nondecision component by accgsdwnuli would indicate that stimulus
encoding and/or motor execution are speeded.

We applied the diffusion model to data from a staddexical-decision task, in which
participants were asked to classify letter striags word or a nonword, with task instructions
emphasizing reaction speed in half of the blocldrasponse accuracy in the other half of the
blocks. The diffusion model has been shown to e good fit of lexical-decision data,
accounting for the effects of the experimentalatales on RTs for correct and error responses,
shapes of the RT distributions, and accuracy valRegcliff, Gomez, & McKoon, 2004;
Wagenmakers, Ratcliff, Gomez, & McKoon, 2008). Impatly, on half of the trials, the letter
string was preceded by an auditory AS, and our najo was to examine which model
parameter(s) could best account for the correspgndiiferences in task performance. In particular,
this approach allowed us to test between the tvesipte interpretations of the AS effect suggested
by Experiment 1: speeding of stimulus encodingpaesling of evidence accumulation.

Method

Participants.Twenty-one students participated (18 women; 19t+#iginded; aged 18-31
years; mean age = 22; all native Dutch speaketkpa#ticipants reported normal hearing and
normal or corrected-to-normal vision. Each par@acipcompleted two sessions of approximately 75
minutes each, on separate days. Participants exteither 15 euros or course credits for
participation.

Stimuli. The stimuli were 800 Dutch words and 800 nonwoBigh the words and the
nonwords consisted of 4, 5 or 6 letters (195 4tef251 5-letter and 354 6-letter words as well as
nonwords). The frequency of the words ranged frod7 @ 5.48 per million (mean = 3.47, SD =
1.28; Baayen, Piepenbrock, & Gulikers, 1995). Thewords were generated by replacing one
letter of an existing word; vowels were replaced/bwels and consonants by consonants. The
words that were used to generate the nonwords negnesed as word stimuli.
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A 200-ms long, 80 dB, 1000-Hz sine-wave tone wasl&s the AS. The tones were
presented binaurally through headphones.

Procedure Participants were tested individually in a dimtydom. Stimuli were presented
on a personal computer screen, with response<tadlérom the keyboard. On-screen instructions
were provided. On most trials a letter string wesspnted (Courier New font; visual angle = 2.7°
for 4-letter words and 4.0° for 6-letter words)daarticipants were instructed to decide whether or
not each letter string was a Dutch word by presieg or the / key. The key assignment was
balanced across participants. The letter stringaneed on the screen until a response was made,
and was followed by an intertrial interval of 2,08,4 s. On a randomly chosen 50% of the trials the
AS was presented 100 ms prior to the onset ofetterIstring. Participants were informed that the
tones were irrelevant to the task and could bergphdOn 11% of the trials the AS was presented
alone (catch trials), to discourage premature nesp®to the AS.

In each of the two sessions, participants completedoractice blocks of 27 trials, followed
by 20 experimental blocks of 45 trials. Each expental block consisted of 20 trials on which a
letter string was presented alone, 20 trials orclvii letter string was presented together with the
AS, and 5 catch trials.

Speed-accuracy instructions alternated across ®ldclspeed blocks, participants were
instructed to respond as quickly as possible, bitout making a lot of errors, and responses
slower than 750 ms were followed by a message TOOV& of 1 s. When a response was faster
than 250 ms, the message TOO FAST was displayed$oNo accuracy feedback was given in
these blocks. In accuracy blocks, participants westucted to respond as accurately as possible,
but without taking more time to respond than neagssand incorrect responses were followed by a
message ERROR of 1 s. No speed feedback was gitaase blocks. Each block started with an
on-screen announcement of the upcoming speed-agcimstruction, which was displayed for 2 s.
At the end of each block the mean RT and the ptapoof correct responses appeared on the
screen, and participants could take a short brefk® initiating the next block.

Results

Behavioral resultsFigure 5 shows the mean correct RT and mean piiopercorrect as a
function of word type, instruction and AS preseriR€&s smaller than 300 ms or larger than 2500
ms were excluded from analysighich resulted in the exclusion of 0.5% of thalsi In accordance
with previous studies, RTs were shorter on ASgrihln on no-AS trials (636 ms vs. 660 ms;
F(1,20) = 75.7p < 0.001), yielding a reliable AS effect. Furthem®oRTs were shorter following
speed instructions than following accuracy instarg (599 ms vs. 697 mB(1,20) = 42.6p <
0.001), and shorter for words than for nonword¥/ (8 vs. 669 md3(1,20) = 84.0p < 0.001). AS
presence did not interact with instructign=.37) or word typef = .83). However, the latter two
variables showed a significant interaction, indiagthat the RT difference between the speed and
accuracy instructions was larger for nonwords tieanvords €[1,20] = 6.9,p = 0.016).
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Figure 5. Mean correct RT and proportion correct as a fomctif word type, instruction (speed/accuracy) asl A
presence.

Proportion correct showed no reliable differenceveen AS trials and no-AS trials (both
0.88;F(1,20) = 1.4p = 0.26). As expected, proportion correct was higheen the instruction
emphasized accuracy than when it emphasized spe¥ti\(s. 0.85F(1,20) = 44.5p < 0.001). In
addition, proportion correct was higher for nonwstidan for words (0.90 vs. 0.88(1,20) = 9.8p
= 0.005). None of the interactions between theetlagiables were significant (gié > 0.09).

Finally, responses on catch trials were pracijcalisent: One of the participants responded
to a catch trial once, whereas the other parti¢cgoaaver responded to a catch trial.

Diffusion-model analysig-or fitting the diffusion model to the data we dske Diffusion
Model Analysis Toolbox (DMAT; Vandekerckhove & Tlieckx, 2007, 2008). DMAT estimates
parameters by maximizing a multinomial likelihoaohétion. The data that are used to fit the
diffusion model are the RT distributions for cotrand incorrect responses, and the proportion
correct responses. To assess the processing compadhat are affected by accessory stimuli, four
different models were fitted to the data. The fowadels differed with regard to the parameters that
were free to vary as a function of AS presenceni@ model (the All free model), a, andv were
all left free to vary. In addition, there were taraodels in which eithél,, a, orv could vary,
whereas the other parameters were held constant{tmodel,a model, and model,
respectively).
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The following parameter settings were the samallanodels: 1) The intertrial variability
in nondecision timesf) was held constant across all conditions. 2) Tagisg point of the
diffusion processZ) was set at a fixed proportion of the boundaryas&ion, such that the bias in
starting point was constant across conditions.@)r8lary separatioral and the intertrial
variability in starting point$2 were free to vary between the speed and acce@myjitions
(Ratcliff & Rouder, 1998, Experiment 1; Ratcliffhdpar, & McKoon, 2001, Experiment 2). 4)
Mean drift rate{) and intertrial variability in drift ratey were free to vary between the word and
nonword trials (Ratcliff, Thapar, Gomez, & McKod(04).

The models were fitted to the data in two wayssti-the models were fitted to each
participant’s data individually. When a participam&de 10 or fewer errors in a condition, the
participant’s error data for this condition werd mecluded in the fitting procedure. Second, the
models were fitted to the averaged data. The aedregta was obtained by calculating the
accuracy and the RTs for correct and error triag®eiated with the .1, .3, .5, .7 and .9 quantdes
each individual participant, and then averagingéhealues across participants. (Note that the
quantile RTs are not the mean RTs within bins [R§t€979], but the boundary RTs of each
quantile) The codes that were used to fit the nsodah be found at
http://users.fmg.uva.nl/ewagenmakers/papers.html.

AS effects on the diffusion-model paramet&msassess which parameters were affected by
AS presence, we analyzed the AS effect on the astgrof thél,,, aandv parameters in the All
free model. Table 1 shows both the average paramstinates across participants and the
parameter estimates resulting from fits of the niotiethe averaged data. The parameter estimates
obtained by the two fitting methods were very sanilwhich replicates findings from previous
studies (e.qg., Ratcliff et al., 2001, 2004). Therage parameter estimates across participants and
the parameter estimates resulting from fits toateraged data were within one SD of each other
for all parameters. As expected, the boundary s¢iparwas smaller when the instruction
emphasized speed than when it emphasized acclélcR(Q) = 48.1p < 0.001). In addition, drift
rates were higher for words than for nonworeg&l(20) = 16.6p = 0.001). Importantly, neither
boundary separation nor drift rate was affectedBypresence (both(1,20) < 1). In contrast, the
nondecision componenke,, was significantly smaller on AS trials than onAS trials ¢(20) = 5.7,

p < 0.001). These results suggest that accessaonylsBhorten one or more nondecision processes,
but do not affect the decision process itself.
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Table 1. Parameter estimates for the fit of the All freed®la(SD in parentheses)

parameter AS No AS
average values across participant3e, 471 (.027) .488 (.027)

a (speed) .097 (.018) .099 (.018)

a (accuracy) .146 (.037) .148 (.041)

v (words) 404 (.169) .391 (.128)

v (nonwords)  -.331(.101) -.313 (.064)
fits to averaged data Ter AT75 494

a (speed) .089 .091

a (accuracy) 130 133

v (words) .318 327

v (nonwords) -.286 -.287

Model selectionTo further assess the AS effect on the differeodeh parameters, we
tested which model had the best fit to the datacdrapare the adequacy of the four models (i.e.,
the All free modelTemodel,a model, andsr model) in explaining the observed data we used the
Bayesian Information Criterion (BIC; Raftery, 1998)statistical criterion for model selection. The
BIC is an increasing function of the residual sumsguares from the estimated model, and an
increasing function of the number of free paranseteme estimated. Thus, the best model is the
model with the lowest BIC value. In addition, tleewBIC values were transformed to a probability
scale, enabling a more intuitive comparison ofghrababilities of each model being the best model
(Wagenmakers & Farrell, 2004). The transformatibBI€ values to probability values consists of
three steps. First, for each model i, the diffeeeimcBIC with respect to the model with the lowest
BIC value is computed (i.eAi(BIC)). Second, the relative likelihood L of eaclodel i is estimated
by means of the following transformation: L (Miata)a exp[-0.5Ai(BIC)], wherea stands for “is
proportional to”. Last, the model probabilities ammputed by normalizing the relative model
likelihoods, which is done by dividing each modkelihood by the sum of the likelihoods of all
models. Table 2 summarizes the BIC values and pitioes of each of the four models. Again,
both the average values across participants aneathes resulting from fits of the model to the
averaged data are displayed. Tlhemodel had by far the best fit, both for the indivally fitted
data and for the averaged data. In the individoalyses, thd. model yielded the best fit for 18 of
the 21 participants. For the sake of completenesalso examined the models in which
combinations of two parametef&(anda; Te; andv; a andv) were free to vary as a function of AS
presence. The BIC values of these three models allenmrse than that of thk,; model.
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Table 2 BIC values for each model. Note: p = BIC modelhability

df BIC p
average values across participants  All frezdel 20 6,725 <0.0001
Termodel 12 6,680 > 0.9998
amodel 15 6,703 < 0.0001
v model 15 6,706 < 0.0001
fits to averaged data All fremodel 20 139,653 <0.0001
Ter model 12 139,583 > 0.9998
amodel 15 139,714 < 0.0001
v model 15 139,878 < 0.0001

Model fits.To examine the RT distributions, the .1, .3, .5and .9 quantile RTs of each
participant were averaged across participants.reigishows the mean correct quantile RTs as well
as the mean proportions correct in each condifibe. predicted quantile RTs and proportions
correct from the best fitting model (tAe. model) are indicated as well. Figure 6 shows alidtve
guantile RTs of the correct responses were shont&sS trials than on no-AS trials. However, the
absolute AS effect was small relative to the ddferes between the quantile RWich makes
visual inspection difficult. To examine the AS efféen more detail, we calculated the RT difference
between AS trials and no-AS trials (i.e., the Afeet) for each of the five correct RT quantileseTh
resultingdelta plotprovides a way of zooming in on the AS effectiffedent points of the RT
distribution (e.g., de Jong, Liang, & Lauber, 19B4dderinkhof, 2002). Figure 7 shows the delta
plots for the observed data and for the data predily the best-fittinde,, aandv models. The AS
effect is rather constant across the .1 - .7 glesntas is predicted by tig, model, but is somewhat
increased for the .9 quantile. TA@ndv models both predict that the AS effect graduallyréases
as RTs become longer. Most of the conditions inotheerved data did not show this pattern, which
explains why thd@, provided a better account of the data tharathedv models. In addition, an
AS effect ona or v would lead to different proportions of correctgesses in AS trials and no-AS
trials, which was not found in the data.
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Discussion

We applied the diffusion model to the data frotexacal-decision experiment in which the
visual imperative stimuli (letter strings) were agganied by an auditory AS or not. The diffusion-
model analysis of these data provided importardenge regarding the source of the AS effect. The
fit of a model in which all critical parameters wdeft unconstrained showed that the AS effect was
largely accounted for by a change in the nondetisamponenTe,. In contrast, the decision
parameters drift rate and boundary separationpadth sensitive to other experimental variables,
were not affected by AS presence. In the regulbaberal analyses, we also found no indications
for an AS effect on boundary separation: there measpeed-accuracy trade-off between AS trials
and no-AS trials; and no interaction between tlieces of AS presence and instruction (emphasis
on speed or accuracy), a variable which affectethbary separation. A comparison of models in
which only one parameter was allowed to vary betw&$ trials and no-AS trials pointed in the
same direction: for almost all of the participathts T, model was best able to explain the data. The
Ter model was also significantly better than modelwlvich combinations of two parameters or all
three parameters were free to vary as a functigkSopresence. Finally, the AS effect was
relatively constant across the RT distribution.sTimplies that accessory stimuli did not alter the
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shape of the RT distribution but shifted the cortetiistribution to the left, which is consistent
with an effect on the nondecision component.

These results strongly suggest that accessorylstim not affect the decision process itself,
but instead speed up nondecision processes. Badbe diffusion-model analysis alone, it cannot
be determined whether the shortening of the nosaetcomponent reflects a speeding of stimulus
encoding or response execution, or both. Howetieretectrophysiological results of Experiment 1
and previous work (Hackley & Valle-Inclan, 1998 989 rule out a speeding of response execution.
Therefore, the combined results from Experimerdaad 2 suggest that the AS effect reflects
speeding of the stimulus-encoding process.

General Discussion

We conducted two experiments to assess which coempeof information processing are
affected by accessory stimuli. The combined resflthe two experiments have led us to the
following three main conclusions. First, accesssimuli speed up encoding of the imperative
stimulus. This is possibly the result of energggration in visual-processing areas. Second,
accessory stimuli cause a bilateral (nonspecificidase in cortical motor activation, which is not
expressed in a RT benefit. Third, accessory stime little or no effect on the decision process.
Each conclusion will be addressed below.

Accessory stimuli speed up encoding of the imperatiimulus

The EEG results and diffusion-model analyses tepdnere support the stimulus-encoding
account of the AS effect. The EEG results indicdkbed some of the effect was already present at
the time of the N1 peak, and that most of the éffieveloped in the interval between the N1 and
LRP onset. The diffusion-model analyses suggesigicthe effect occurred before the start of the
decision process, which is presumably some tensilb§econds before LRP onset, which marks
the moment when asymmetric evidence accumulatiogvisaled at the level of the motor cortex.
The notion that accessory stimuli speed up stimehcoding seems consistent with behavioral
studies demonstrating that auditory signals, whiesgnted concurrently with the visual imperative
stimulus, can facilitate spatial visual search (danBurg, Olivers, Bronkhorst, & Theeuwes, 2008)
and target detection in rapid serial visual pres@m streams (Dalton & Spence, 2007; Vroomen &
de Gelder, 2000), and increase the perceived ityesfsvisual stimuli (Stein et al., 1996). An
interesting goal for future research will be toastigate whether these seemingly similar
phenomena are indeed caused by a common mechanism.

The energy-integration hypothesis has been foreehes a specific account of how
accessory stimuli might speed up stimulus enco(Bsgnstein, 1970). According to this
hypothesis, stimulus energy is integrated acrdésrdint modalities in such a way that adding an
auditory AS is comparable to increasing the intignsd the visual imperative stimulus. The notion
of intermodal energy convergereeven in presumptive unimodal sensory areas consistent
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with the existence of direct connections betweadtitaty cortex and primary visual cortex

(Falchier, Clavagnier, Barone, & Kennedy, 2002; IRaxd & Ojima, 2003), and multisensory
neurons in low-level sensory areas, such as ayektmsitive neurons in visual cortex (Morrell,
1972). We found that accessory stimuli increasedathplitudes of early ERP components (P1/N1)
over visual-processing areas in a way that is stersi with the energy-integration hypothesis.
Previous studies have found that amplitude inceeasearly visual ERP components are associated
with faster target-detection RTs and forward shiftthe perceived onset of visual stimuli
(McDonald, Teder-Salejarvi, Di Russo, & Hillyard)@5; Talsma, Mulckhuyse, Slagter, &
Theeuwes, 2007), suggesting that increased strefgikural activity in visual cortex speeds up
downstream perceptual processing. Thus, accessomylismight have led to increased neural
activity in visual cortex (reflected in P1/N1), whiin turn might have speeded up subsequent
encoding processes. This possibility is consistegtit our finding that the first AS-induced increase
in ERP amplitude (~ 100 ms after stimulus onseheatime of the P1 peak) preceded the beginning
of the latency effect (~160 ms after stimulus ongethe time of the N1 peak). However, due to the
inherent limitations of EEG methods (i.e., the ‘@nse problem), the ERP findings cannot be taken
as conclusive evidence for energy integration suai-processing areas. They provide merely a
motivation for future research designed to deteentite mechanism underlying the AS effect.

The effect of accessory stimuli on stimulus encgdmght be related to stochastic
resonance in sensory systems. Stochastic resorsatigecounterintuitive phenomenon that adding
a certain level of noise to a nonlinear system eobsiits response to a weak (subthreshold) input
signal (Benzi, Sutera, & Vulpiani, 1981). A possileixplanation for stochastic resonance in
perceptual systems is that the addition of noishes subthreshold stimuli across their threshold,
resulting in improved detection of the stimuli (Mo%Vard, & Sannita, 2004). Stochastic resonance
effects on stimulus detection have also been detraied when the signal and the noise were of
different modalities (Manjarrez, Mendez, MartinEigres, & Mirasso, 2007). Manjarrez and
colleagues found that continuous auditory noiserawgd the detection of subthreshold visual
stimuli, which was explained by an increased resparf multisensory neurons to the converged
auditory and visual input. Along similar lines, ffoint presentation of imperative and accessory
stimuli might cause a faster increase in neuravaibbn in visual-processing areas than the
imperative stimulus alone, thereby precipitatingedgon of the imperative stimulus. Whether
indeed similar neural mechanisms are involved @AB effect and stochastic resonance is an
interesting question for future research.

The conclusion that accessory stimuli facilitaiemstus encoding may be important for a
better understanding of other phenomena reportéteiattentional literature. A prominent example
is the warning effect, which is also referred tdraestemporal preparation effect. In the temporal
preparation paradigm, a warning stimulus annoutteesnset of an imperative stimulus. Unlike in
the AS paradigm, the interval (or foreperiod) begwevarning stimulus and imperative stimulus is
long enough to enable deliberate preparation (lysea800 ms). When foreperiods are constant
within blocks but vary between blocks, the typitatliing is that RT increases with increasing
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foreperiod length (Niemi & Naatanen, 1981). Thishisught to reflect a more difficult estimation
of the timing of the imperative stimulus for londereperiods (Klemmer, 1956). LRP studies and
psychophysical measurements have yielded evidem@egre-motoric locus of the effect (Muller-
Gethmann, Ulrich, & Rinkenauer, 2003; Rolke & Hofma2007; but see Rudell & Hu, 2001).
Furthermore, animal research has indicated thangltine foreperiod interval there is a gradual
increase in the firing rate of visual neurons (Gh&3sMaunsell, 2002), suggesting that the benefit
of temporal preparation is at least in part dupdxeptual changes. Although the warning effect
does not reflect motoric changes, the degree gboeah preparation is known to affect response
force (Mattes & Ulrich, 1997) and reflex amplitu@@runia & van Boxtel, 2000). Thus, in several
regards there is a marked similarity between thectf of temporal preparation and accessory
stimulation. Indeed, Bernstein, Chu, Briggs, andusiman (1973) have suggested that enhanced
preparation is one of the mechanisms underlyingh®effect. While warning stimuli cause a
gradual increase in the firing rate of visual ne&sraaccessory stimuli might cause an immediate
increase in firing rate. This would imply that tharning effect and the AS effect correspond to,
respectively, endogenous and exogenous instantbe eshme process (cf. Hackley & Valle-Inclan,
2003).

Accessory stimuli cause a nonspecific increaseatonactivation

Besides an effect on stimulus encoding, accessonyli induced a bilateral (nonspecific)
increase in motor activation, which had no effetRY. This finding supports the proposal by
Sanders (1983) that accessory stimuli trigger aipHaurst of arousal that leads to nonspecific
priming of low-level motor pathways, and that tafsect occurs independently from the stimulus-
response translation processes contributing toltRiIso has important implications for previous
findings of AS effects on motor processes. Inteoastof AS presence with manipulations that
influence motor processes (e.g., instructed tonisate tension) have been interpreted, using
additive-factors logic, as evidence that accesstimyuli affect the speed of motor processes
(Sanders, 1980; Schmidt et al., 1984). One prob¥gimthis line of reasoning is that the critical
assumptions underlying the additive-factors logelaghly disputed. For example, researchers
have challenged the assumption that informatiosgssing consists of a sequence of discrete
nonoverlapping stages (e.g., Spencer & Coles, 18ifl)even setting aside the problems with
these assumptions, an interaction between accessanylation and motor manipulations only
indicates that accessory stimuli influence motacpsses; the interaction does not specify the
nature of this influence and whether it is assedatith a change in thaurationof motor
processes. An AS-induced nonspecific increase itonactivation, even when having no direct
effect on RT, may modulate the effects of otheraldes on the duration of motor processes (and
hence RT), and therefore could have been resperfsibthe interactions that were found in studies
using additive-factors logic.

As discussed above, the conclusion that accessionyli caused a bilateral increase in
motor cortex activation also offers an explanafmmprevious findings that accessory stimuli
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increase response force, independently from tlffgicts on RT (Miller et al., 1999; Stahl &
Rammsayer, 2005). According to this explanatioa,As-induced stronger activation of the
relevant (contralateral) motor cortex causes arease in response force. Conversely, there is no
evidence that a bilateral increase in motor adgtwveaffects choice RT. Instead, it appears that
choice RT is dependent on ttéferencebetween the activity in the relevant and irrelévantor
cortex (Gratton et al., 1988; Mordkoff & Grosje@001), which was not substantially affected by
accessory stimuli in Experiment 1. It is plausithiat the AS-evoked nonspecific arousal effect also
increases the excitability of other motor systelinso, this may explain the finding of an increased
photic blink reflex when the reflex-eliciting stinus was accompanied by an acoustic AS (Low et
al., 1996)

Accessory stimuli might activate the motor corégker directly, via connections between
the auditory cortex and the motor cortex (Busen®ért, 1961; Ermolaeva, Tolchenova, &
Brukhanskaya, 1981), or indirectly. One possibtéract way in which accessory stimuli could
activate the motor cortex is via the locus coersilélne main noradrenergic nucleus in the
brainstem. Locus coeruleus neurons exhibit a reygictase in activity following motivationally
significant or salient stimuli (Aston-Jones, Rajlgiiy & Cohen, 2000). This causes the release of
norepinephrine in cortical and subcortical proj@ctareas, which increases the responsivity of
efferent neurons to their input (Servan-SchreiBentz, & Cohen, 1990). It is plausible that the
high-intensity auditory accessory stimuli that wased in the current study, by virtue of their
salience, caused a phasic locus coeruleus respomseesulting release of norepinephrine may
have caused the AS-induced increase in motor dictivan line with this hypothesis, it has been
shown that the availability of norepinephrine igical for an AS-induced increase of the
masseteric-reflex amplitude (Stafford & Jacobs,Q)98 remains to be determined whether the
noradrenergic system is also involved in AS-indudieainges in voluntary motor responses.

Accessory stimuli have little or no effect on tleeidion process

Our diffusion-model analyses suggested that ASem@s did not affect the main parameters
of the decision process: the rate of evidence aatation and the decision threshold. In addition,
no AS-induced speed-accuracy trade-off was fouredtirer of the two experimentshese findings
suggest that accessory stimuli did not have a anbat effect on the decision process. However,
the increased number of nogo errors (i.e., falaead) suggests that accessory stimuli induced a
lowering of the decision threshold for the go-naigaision (Gomez, Ratcliff, & Perea, 2007). Note
that go responses were much more frequent than resgonses (80% vs. 20%), which probably
resulted in a bias towards the go response. Instefithe diffusion model, this means that the
starting point for the go-nogo decision was cldsehe go threshold than to the nogo threshold. In
contrast, the decision which hand to respond wik unlikely to be biased towards one of the
decision thresholds, because left and right regmascurred equally often. The effect of a
lowering of the decision threshold on the prob#piinat the diffusion process reaches that
threshold by mistake is larger as the threshotdioser to the starting point. Therefore, it is ploles
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that accessory stimuli caused a lowering of thest®t thresholds that was too small to
significantly affect the number of errors in th&-keght decision, but large enough to increase the
number of incorrect go responses in the go-nogsiec

The above hypothesis predicts that accessory stonlyl induce a speed-accuracy trade-off
in situations in which the decision threshold @sél to the starting point of the decision process.
Aside from circumstances that induce a strong mespadias, this is likely to be the case in easy
choice RT tasks. Previously studies provide stsungport for this prediction: Significantly
increased error rates on AS trials have generanlfound in studies using relatively simple tasks
(e.g., requiring a spatially compatible stimuluspense mapping) with very short mean RTs (< 350
ms), suggesting that the response threshold was tiothe starting point (Low et al., 1996; Posner,
Klein, Summers, & Buggie, 1973; Schmidt et al.,4P8n contrast, the absence of a significant AS
effect on error rate has been found in more comialsis that produced intermediate to long mean
RTs (> 500 ms; e.g., Hackley & Valle-Inclan, 1989% Jong, 1991, Experiment 1; the present two
experiments). To prevent too many errors, the datitresholds in these more complex tasks were
probably at a relatively large distance from tletgtg point. Thus, previous findings of AS effects
on error rates are consistent with the hypothésisaccessory stimuli cause a small lowering of the
decision thresholds, which is only expressed imareased error rate when the threshold is close to
the starting point.

Our LRP findings showed that AS presence did netcathe response-locked LRP.
According to the continuous flow theory (ErikserS&hultz, 1979), stimulus evaluation and
response activation proceed largely in parallad, @sponse activation is continuously influenced
by the output of the stimulus-evaluation proces$ss Buggests that the LRP is an accurate
reflection of the accumulated evidence in the dexiprocess, and corresponds to the drift rate in
the diffusion model. Although systematic evidenaethis view is still missing, important support
has been provided by electrophysiological data€§dbratton, & Donchin, 1988; Gratton et al.,
1988) and computational considerations (Usher & Mb&nd, 2001). To the extent that the LRP
indexes an evidence-accumulation process, the ebsdran effect of AS presence on the response-
locked LRP suggests that neither the rate of ewe@tcumulation nor the decision threshold was
affected by accessory stimuli. This would be cdesiswith our diffusion-model analyses.

Summary of conclusions

Our findings suggest that accessory stimuli feti# encoding of the imperative stimulus. A
possible mechanism for this facilitation, consistsith anatomical and physiological findings, is
energy integration in visual-processing areas.urthér investigate this possibility, a closer link
with the multisensory-integration literature and@sated methods is warranted. In addition, we
found that accessory stimuli induce a bilateratease in motor activation that is independent ef th
RT benefit. This finding provides new and diregbgort for nonspecific arousal models, and offers
an explanation for previously reported AS effestg@sponse-amplitude measures. Finally, we
found no evidence that accessory stimuli affectréhie of evidence accumulation in the decision
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process. An AS-induced lowering of the decisiomshold, if present at all, is small, and is
translated in increased error rates only for denswith a starting point that is already closéht®
decision threshold. We believe that these findioggained by a combination of electrophysiology
and diffusion-model analyses, provide an importamitribution to our understanding of the effects
of accessory stimuli on information processing. @ngortant aim for future research will be to
combine these two methods in a single experimemt) that the various types of results can be
more easily integrated.
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Chapter 7

Temporal expectation and information processing:
A model-based analysis

This chapter is based on: Jepma, M., Wagenmaketks, & Nieuwenhuis, S. (under revision).
Temporal expectation and information processinga@del-based analysis.
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Abstract

People are able to use temporal cues to anticibateming of an event, enabling them to process
that event more efficiently. We conducted two ekpents, using the fixed-foreperiod paradigm
(Experiment 1) and the temporal-cueing paradignp@gxnent 2), to assess which components of
information processing are speeded when subjeetsuch temporal cues to predict the onset of a
target stimulus. We analyzed the observed tempoyadctation effects on task performance using
sequential-sampling models of decision making:Rh&liff diffusion model and the shifted-Wald
model. The results from the two experiments weresistent: temporal expectation affected the
duration of nondecision processes (target encaoalaigor response preparation) but had little effect
on the two main components of the decision proagesponse-threshold setting and the rate of
evidence accumulation. Our findings provide nowétience about the psychological processes
underlying temporal expectation effects on simpled choice-reaction time.
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Introduction

People are able to use temporal cues to anticipigttegreat precision the timing of an
event, enabling them to optimize the processintaif event. For example, people can use the onset
of amber traffic lights to direct the temporal fgoof attention towards the moment in time in which
the lights will turn green (or red, depending oe tagion of the world they are in), allowing them
to speed up their response to the green signakriiwpntal psychologists have long known that
response times (RTs) are faster if a target isgoted by a warning signal that is presented at a
constant, or at least predictable, temporal dakeyi€wed in Hackley, 2009; Niemi & Naatanen,
1981; Nobre, Correa, & Coull, 2007). This benefietiect is also observed for choice RTs, even
though the warning signal contains no informatibow the identity of the upcoming stimulus. The
ability of people to use temporal cues is also @vidn the brain: neurons in several brain areas
encode the probability that a stimulus will occtiaay given point in time (Ghose & Maunsell,
2002; Janssen & Shadlen, 2005; Riehle, Gruin, Dieap& Aertsen, 1997). The goal of the current
study was to increase our understandingloth components of information processang
speeded when people can predict the onset of et tstighulus.

The effects of temporal expectation on task peréoroe have been studied with two
different paradigms, developed in largely sepditamtures. One is the foreperiod paradigm, in
which the warning signal is a perfect predictotha interval (oforeperiod between the onsets of
the warning signal and the target. Foreperiod thuras typically varied between blocks of trials.
The typical finding in this paradigm is that RTsrnease progressively as the duration of the
foreperiod is increased and therefore harder imagt (Klemmer, 1956; Niemi & Naatanen,
1981¥. The other paradigm is the temporal-cueing paradig which a cue predicts with some
certainty (e.g., 80%) the interval between the tmeéthe cue and the target. Thee-target
interval is varied within blocks of trials. The typical fimg in this paradigm is that RTs are faster
when the cue-target interval is validly cued (icenfirms the participant’s expectation) than when
the interval is invalidly cued (Correa, Lupiafiezliden, & Tudela, 2004; Coull & Nobre, 1998).
The manipulation within blocks of cue-target int@ss/and the dissociation of expected and actual
cue-target intervals (on invalidly cued trials) radke temporal-cueing paradigm more suitable for
event-related fMRI studies, which have examinedofan areas that are activated when people
process the temporal cue and orient their atterftmnewed in Coull, 2004). However, it seems
reasonable to assume that the key behavioral sftdxtained in the two paradigms reflect similar
underlying mechanisms: in both paradigms partidipanre required to voluntarily orient their
attention to particular moments in time; and expental manipulations (foreperiod duration or cue
validity) affect the degree to which participantse prepared at the moment when the target is
presented.

® We only consider foreperiods400 ms. At shorter foreperiods target processarglenefit from the phasic increase
in arousal elicited by the presentation of the wagrstimulus: araccessory stimulus effe@tiackley & Valle-Inclan,
1998; Jepma, Wagenmakers, Band, & Nieuwenhuis,)2009
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Which aspects of information processing are resptnfor the decrease in RTs as temporal
certainty increases? One possible account is¢hgbaral certainty facilitates encoding of the targe
(cf. Jepma, Wagenmakers, Band, & Nieuwenhuis, 206Emi & Naatdnen, 1981). Another
possibility is that temporal certainty affects dical parameter of the decision process that setia
on the sensory evidence obtained during stimulagsding. The mechanism underlying two-choice
decisions is well described by the accumulation@$y information from a stimulus over time
(Gold & Shadlen, 2007; Smith & Ratcliff, 2004). éemfmation accumulates toward one or the other
of two decision thresholds until one of the thrédhas reached; then the response associated with
that threshold is initiated. It is possible thakating attention to the moment of target onseg or
timed phasic increase in arousal, speeds up taevitht which evidence is accumulated in the
decision process (cf. Grosjean, Rosenbaum, & EsjrZP01). Another possibility is that increased
temporal certainty does not change the rate ofim&dion build-up but instead causes a lowering of
the decision threshold (or, equivalently, a risstarting point; Bogacz, Wagenmakers, Forstmann,
& Nieuwenhuis, 2010). That is, participants begirécrease the threshold in anticipation of the
target. As a result, responses are faster becagsgahs are made on the basis of less evidence
(Posner, 1978). A final account assumes that isegkaertainty about the timing of an upcoming
target can be used to prepare the motor systemouticommitting to any particular response
(Bertelson, 1967; Sanders, 1980). This may spedtaipxecution of a specific motor response to
the target, much like a pre-heated engine will makar start quicker in any direction.

Previous research has found substantial evidemgeedieg the locus of temporal certainty
effects: To examine the response execution accoesgarchers have conducted choice-RT
experiments that examined the effect of forepeandhe lateralized readiness potential (LRP), a
difference wave that indexes hand-specific resppnsgaration. The onset of the LRP indicates the
moment at which the motor cortex associated wighrésponding hand becomes more active than
the ipsilateral motor cortex, an early indicatidrttee forthcoming motor response. The general
finding is that the effect of foreperiod on theeinial between LRP onset and the overt response is
small or absent, which has led researchers to sdadhat there is very little evidence for a
foreperiod effect on the duration of motor preparaaind execution (e.g., Hackley, Schankin,
Wohlischlaeger, & Wascher, 2007; Muller-Gethmanmidd| & Rinkenauer, 2003). However,
Tandonnet and colleagues have suggested thatltRés&ndings may be misleading. They
examined the Laplacian-transformed event-relatedntial (ERP) waveforms to obtain separate
estimates of the ipsilateral and contralateral mototex response. Although effect sizes were
modest, Tandonnet and colleagues found that inede@snporal certainty decreased the time
between the onset of the contralateral negativifgxing the motor command and the
electromyographic (EMG) onset (Tandonnet, Burlela&Vi & Hasbroucq, 2003, 2006), suggesting a
speedup of motor preparation. When they used tine skata to compute the monopolar (i.e.
standard) and the Laplacian LRPs, they found nepkeriod effect on the LRP-to-response interval.
This suggests that the double-subtraction methsedd to compute the LRP can obscure subtle
latency effects present in the constituent ERP Yeares. Tandonnet and colleagues further found
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that increased temporal certainty shortened the between EMG onset and the actual key press
(Tandonnet et al., 2003; see also Hasbroucq, AlkamB&touret, & Seal, 1995). This indicates that
temporal certainty can also influence the duratibmotor execution.

While there are small but robust effects of tempoegtainty on the duration of motor
processes, these effects cannot fully accounefopbral expectation effects on RT. In particular,
several studies have found that increased tempertlinty reduces the interval between the
stimulus and the P3/LRP onset, two established ensuidf the combined duration of stimulus
encoding and decision making (Correa, Lupiafiez,idaéd Tudela, 2006; Miller-Gethmann et al.,
2003). These studies suggest that temporal expeceffects on RT must also have an earlier
locus.

Temporal certainty improves various aspects ofguron (Bausenhart, Rolke, & Ulrich,
2008; Martens & Johnson 2005; reviewed in Nobra.e2007). Importantly, it also improves
performance in psychophysical variants of the tamagigms discussed above, in which target
stimuli are briefly presented and then masked:dased temporal certainty enhances perceptual
sensitivity (d-prime) in both the foreperiod pagdi(Rolke, 2008; Rolke & Hofmann, 2007) and
the temporal-cueing paradigm (Correa, Lupiafez ugfléla, 2005). However, although highly
informative, these findings cannot adjudicate betweffects on encoding and the rate of evidence
accumulation (cf. Rolke & Hofmann, 2007). Thatgsrceptual sensitivity may be enhanced
because encoding lasts shorter and evidence acatiomutan start earlier, or because evidence
accumulation progresses at a faster rate; bothagostresult in more evidence by the time the
target stimulus is masked and subjects must maeeigion. Bausenhart and colleagues have tried
to distinguish between these accounts by investigahe foreperiod effect on the shape of speed-
accuracy tradeoff functions obtained with the resgesignal method (Bausenhart, Rolke, Seibold,
& Ulrich, 2010). They found that foreperiod affedtie intercept but not the slope of these
functions, providing evidence for changes in enagdiuration but not the rate of evidence
accumulation. Together, these and other behaviiodihgs (Seifried, Ulrich, Bausenhart, Rolke, &
Osman, 2010) provide substantial evidence that eeahgertainty affects the duration of stimulus
encoding.

While there is substantial evidence that tempceetiainty affects the duration of encoding
and motor processes, the picture is less cleahé&two main components of the decision process:
threshold setting and rate of evidence accumulaficnording to the response-threshold account,
increased temporal certainty results in a well-tifevering of the response threshold, such that
decisions are made on the basis of less evidenstafghtforward prediction of this account is that
the faster RTs should be accompanied by a higlogroption of errors—choice errors in choice-RT
tasks and false alarms in simple-RT tasks in ctitals. Unfortunately, studies with simple-RT
tasks generally do not report false-alarm propogj@r do not include catch trials in the design.
Furthermore, response accuracy in choice-RT tas§generally near ceiling, which necessarily
results in negligible and non-significant foreperigffects. In the rare two-choice RT studies in
which accuracy was off ceiling, foreperiod effeatsaccuracy were small or absent. An exception
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is an experiment reported by Posner, Klein, Sumnaed Buggie (1973), who found a speed-
accuracy tradeoff when comparing foreperiods of @30and 800 ms. A distinct feature of the
results in this study were the extremely fast rasps, due to speed emphasis in the task
instructions. As we have discussed elsewhere (Jepaia 2009), the effect of lowering the
decision threshold on the probability that the emick-accumulation process reaches that threshold
by mistake (i.e., resulting in an error), is largdren the threshold is closer to the starting past

is the case when instructions emphasize speed, THausicrease in error rates with higher
temporal certainty (foreperiod = 400 ms) in theaxkpent of Posner and colleagues is consistent
with the response-threshold account and may hasenhe apparent because of a small distance
beween starting point and threshold. Taken togethesview of speed-accuracy tradeoff data
yields little evidence for or against the respotigeshold account. Furthermore, as we will discuss
later, although the response-threshold accounigisea speed-accuracy trade-off, the observation
of a speed-accuracy trade-off is not uniquely disgjie of shifts in response threshold.

Finally, as noted above, there is preliminary enethat temporal certainty in the
foreperiod paradigm does not affect the rate od@vte accumulation (Bausenhart et al., 2010).
Aside from those results, there are no data infognine evidence-accumulation account, in part
because standard behavioral indices predictedég\ttience-accumulation account cannot be
distinguished from predictions of the encoding ardtdcf. Rolke & Hofmann, 2007). Therefore,
other methods are needed to test whether tempentairtty affects components of the decision
process.

We conducted two experiments using the two panaslipat are most commonly used in
temporal-certainty research: the fixed-foreperiadapligm (Experiment 1) and the temporal-cueing
paradigm (Experiment 2). Previous work has alwaygsi$ed on either the foreperiod paradigm or
the temporal-cueing paradigm, which explains tlo& t&f integration of the two literatures. To
enable a comparison of the temporal-certainty &ffecthe two paradigms, we identified the
psychological process(es) underlying the obsergaygporal-certainty effects in both paradigms
using two sequential-sampling models for distribngi of response times and error rates. One goal
was to confirm the hypothesis that temporal cetyaaffects the duration of nondecision processes,
as suggested by the literature reviewed above. Memveéhe models we used were particularly
useful for testing the evidence-accumulation asgpaoase-threshold accounts, because each of these
components of decision making corresponds withiquenparameter in both models. Therefore,
our primary goal was to examine whether the vatii¢bese decision-making parameters changed
as a function of temporal certainty.

Experiment 1

In Experiment 1 we investigated which componentsfarmation processing are affected
by temporal certainty using a diffusion-model as&\of the foreperiod effect on RT and accuracy.
The diffusion model is a model of two-choice demmsimaking that defines the decision process as
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the continuous accumulation of noisy stimulus infation over time, from a starting point towards
one of two decision criteria or thresholds (Ratd@ifRouder, 1998; see Figure 1). When one of the
two thresholds is reached, the corresponding resp@ninitiated. There are several reasons to
assume that the diffusion model gives an accuedkection of how the decision process is
implemented in the brain. First, the diffusion pFss is the optimal decision process: it provides th
fastest responses for a fixed level of accuracyh@highest accuracy for a fixed response time
(Wald, 1947). Second, the diffusion model explairesdynamics of neuronal activity during
decision-making behavior (Gold & Shadlen, 2007; t8r&i Ratcliff, 2004). And third, the diffusion
model successfully accounts for RT distributiond arror rates in a variety of two-alternative
forced-choice tasks (e.g., Ratcliff, Van Zandt, &Kbon, 1999).

a Response A
/
Z < N > < >
Encodin Response
(Tep) execution
(Te)
0 Response B

Figure 1. An illustration of the diffusion model. The paraiees area = boundary separation= starting pointy =
drift rate, To, = mean nondecision time. The sample paths repres@ment-by-moment fluctuations in the evidence
favoring the two possible responses, which is duaoise in the decision process. The decision postarts at and
terminates when one of the two boundaries is rehchge duration of, determines the additional time needed for
stimulus encoding and response execution.

The diffusion model can be helpful in evaluating tharious accounts of the foreperiod
effect because some of the main model parametemspond closely to the different processing
components emphasized by these accounts. Thertfo®emportant parameters of the model in
this respect are the drift rate, the boundary sgjmar, and the nondecision component. The drift
rate () is the mean rate of evidence accumulation ird#wsion process, which depends on the
guality of the stimulus and the perceptual systEne higher the absolute value of the drift rate, th
faster a decision threshold is reached. If accyraddictions of target onset time increase the drif
rate of the diffusion model, this would support ithea that high temporal certainty induces a faster
build-up of information. The boundary separatiahi¢ the distance between the two decision
criteria. This parameter determines on how muctenge a decision is based, and can be
controlled strategically by the decision makethd decision maker uses temporal prediction to
briefly lower the boundary separation, this woutdyide support for the notion that the foreperiod
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effect reflects a lowering of the decision thresh@osner, 1978). Besides the decision process,
there are other components of processing involnedtwo-choice RT task, namely stimulus
encoding and response execution which, respectipedgede and follow the decision process. In
the diffusion model, these nondecision processes@nbined into one nondecision component,
Ter. A shortening of the nondecision component by adeyseediction of target onset would
indicate that stimulus encoding and/or motor exeautre speeded.

We applied the diffusion model to data from a staddexical-decision task, in which
participants were asked to classify letter striags word or a nonword, with task instructions
emphasizing response speed in half of the blocllg@sponse accuracy in the other half of the
blocks. The diffusion model has been shown to gi®wa good fit of lexical-decision data,
accounting for the effects of the experimentalatales on RTs for correct and error responses,
shapes of the RT distributions, and accuracy valRegcliff, Gomez, & McKoon, 2004;
Wagenmakers, Ratcliff, Gomez, & McKoon, 2008). Imtpatly, each letter string was preceded by
a warning signal, and the stimulus-onset asynchbatyeen the two stimuli, the foreperiod, was
varied between blocks (500 or 2700 ms). Our majorwas to examine which model parameter(s)
could best account for the corresponding differenodask performance.

Method

Participants.Fourteen students participated (11 women; ageddly@ars; mean age = 21.5;
all native Dutch speakers). All participants repdrhormal hearing and normal or corrected-to-
normal vision. Each participant completed two smssiof approximately 90 minutes each, on
separate days. Participants received either 1&eauroourse credits for participation.

Design and procedurdarticipants were tested individually in a dimtydom. Stimuli
were presented in silver on a navy blue backgramad personal-computer screen. Each trial
started with the presentation of a 200-ms astewyskbol (visual angle = 0.8°) in the center of the
screen, which marked the onset of the foreperibgs Warning signal was followed by the
remainder of the foreperiod (300 ms or 2500 msindwwhich a fixation plus (0.3°) was on the
screen. Then a letter string was presented (ColNeer font; visual angle = 2.7° for 4-letter words
and 4.0° for 6-letter words), and participants wiastructed to decide whether or not the letter
string was a Dutch word by pressing the z or tkey/ The key assignment was balanced across
participants. The letter string remained on theacmntil a response was made, after which the
fixation plus reappeared for an intertrial intereé1.1 +X) s, withX being a random variable that
followed an exponential distribution with a meanla$. This random interval was used to
emphasize the importance of the warning signaltas@oral reference for preparation (cf. Rolke
& Hofmann, 2007).

The word stimuli were 800 Dutch words and 800 namsoBoth the words and the
nonwords consisted of 4, 5 or 6 letters (195 4&te?51 5-letter and 354 6-letter words as well as
nonwords). The frequency of the words ranged frod7 @ 5.48 per million (mean = 3.47, SD =
1.28; Baayen, Piepenbrock, & Gulikers, 1995). Thewords were generated by replacing one
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letter of an existing word; vowels were replaced/bwels and consonants by consonants. The
words that were used to generate the nonwords negnesed as word stimuli.

In each of the two sessions, participants completedoractice blocks of 24 trials, followed
by 16 experimental blocks of 50 trials: 25 with ardrand 25 with a nonword. The combination of
speed-accuracy instructions and foreperiod chaafjedevery two blocks according to an ABCD
DCBA order that was the same in both sessions anddracross participants. Before the start of
each block, participants received an on-screenwamg@nent of the upcoming foreperiod (long or
short) and speed-accuracy instructions (focus oaracy or speed), after which they could press
the space bar to start the block. In speed blgEksicipants were instructed to respond as quickly
as possible, but without making a lot of errors] eesponses slower than 650 ms were followed by
a message TOO SLOW of 1 s. When a response was fhah 250 ms, the message TOO FAST
was displayed for 1 s. No accuracy feedback wasngiv these blocks. In accuracy blocks,
participants were instructed to respond as acdyrasepossible, but without taking more time to
respond than necessary, and incorrect responsedolleed by a message ERROR of 1 s.
Responses faster than 250 ms or slower than 120@emesfollowed by a TOO FAST or TOO
SLOW message. At the end of each block the meaari®Tthe proportion of correct responses
appeared on the screen, and participants couldatakert break before initiating the next block.

Diffusion-model analysig=or fitting the diffusion model to the data we dske Diffusion
Model Analysis Toolbox (DMAT; Vandekerckhove & Tuliackx, 2008). DMAT estimates
parameters by maximizing a multinomial likelihoaohétion. The data that are used to fit the
diffusion model are the RT distributions for cotrand incorrect responses, and the percentage
correct responses.

We fitted four different diffusion models to thetdaThe following parameter settings
applied to all models: 1) The intertrial variabyjlin nondecision timesf) was held constant across
all conditions. 2) The starting point of the difilms processZ) was set at a fixed proportion of the
boundary separation, such that the bias in stapiiigt was constant across conditions. 3)
Boundary separatiora) and the intertrial variability in starting poi(g2 were free to vary between
the speed and accuracy conditions (Ratcliff & Rouii®98, Experiment 1; Ratcliff, Thapar, &
McKoon, 2001, Experiment 2). 4) Mean drift rat &nd intertrial variability in drift rate;) were
free to vary between the word and nonword trialst¢if, Thapar, Gomez, & McKoon, 2004).The
four models differed with regard to the parametieas were free to vary as a function of foreperiod
duration. In one model (the All free modél),, a, andv were all left free to vary. In addition, there
were three models in which eith&y, a, orv could vary, whereas the other parameters were held
constant (th@ ¢ model,a model, ands model, respectively).

The models were fitted to the data in two wayssti-the models were fitted to each
participant’s data individually. When a participaméade 10 or fewer errors in a condition, the
participant’s error data for this condition werd mecluded in the fitting procedure. Second, the
models were fitted to the averaged data. The aedrdgta was obtained by calculating the
accuracy and the RTs for correct and error triggoeaiated with the .1, .3, .5, .7 and .9 quantdes

149



each individual participant, and then averaging¢healues across participants. (Note that the
quantile RTs are not the mean RTs within bins [R§t€979], but the boundary RTs of each
quantile.)

Results

Behavioral resultsFigure 2 shows the mean correct RT and mean pagegorrect as a
function of foreperiod duration, instruction andradype. RTs shorter than 250 ms or longer than
2500 ms were excluded from analysihich resulted in the exclusion of 0.6% of thalsi In
accordance with previous studies, RTs were shorteshort-foreperiod trials than on long-
foreperiod trials (573 ms vs. 625 nig1,13) = 53.6p < 0.001), yielding a reliable foreperiod effect
of 52 ms. Furthermore, RTs were shorter followipgesd instructions than following accuracy
instructions (563 ms vs. 635 nig;1,13) = 23.3p < 0.001), and shorter for words than for
nonwords (584 ms vs. 615 n#H(1,13) = 10.6p = 0.006). There were no significant interactions
between the three variables.

Percentage correct was lower on short-foreperiatstthan on long-foreperiod trials (80.7
vs. 82.4%, indicating that the increased speechort-$oreperiod trials was accompanied by a
small but reliable drop in accurady((,13) = 12.6p = 0.004). This drop in accuracy on short-
foreperiod trials was present in the accuracy damm{83.9 vs. 87.2%) but not in the speed
condition (77.6 vs. 77.7%), as reflected in a gigant interaction between foreperiod duration and
instruction,F(1,13) = 8.2p = 0.013. As expected, percentage correct was highen the
instruction emphasized accuracy than when it empbdspeed (85.5% vs. 77.7%(1,13) = 32.0,
p < 0.001).

Words Nonwords
700 - —=—accuracy ;g1 -
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long FP short FP long FP short FP
3 90 1 HMlong FP 90 T
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o
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: .
Q 75 | i—‘ ] 75 1
accuracy speed accuracy speed

Figure 2. Mean correct RT and proportion correct in Experitieas a function of word type, instruction
(speed/accuracy) and foreperiod duration.
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Experimental effects on the diffusion-model paranseTo assess which parameters were
affected by foreperiod duration, we analyzed thregeriod effect on the estimates of The aand
v parameters in the All free model. Table 1 shovesaverage parameter estimates across
participants. As expected, the boundary separatemsmaller when the instruction emphasized
speed than when it emphasized accur&y,(3) = 32.9p < 0.001). In addition, (absolute) drift
rates were higher for words than for nonworeEl(13) = 72.8p < 0.001). Importantly, neither
boundary separatiof(1,13) = 2.2p = 0.16) nor drift rateK(1,13) = 0.01p =0.91) was affected
by foreperiod. In contrast, the nondecision compbrig,, was significantly smaller on trials with a
short foreperiod than on trials with a long forepént(13) = 6.0,p < 0.001). These results suggest
that reducing temporal uncertainty shortens ormaare nondecision processes, but does not
substantially affect the decision process itself.

Table 1. Parameter estimates for the fit of the All freed®lo(SD in parentheses) in Experiment4.= non-decision
time (in seconds) comprising stimulus encoding Esponse execution;= boundary separatiom;= drift rate

parameter Short FP Long FP
Ter 446 (.045) 482 (.045)
a (speed) .078 (.011) .080 (.010)
a (accuracy) .102 (.018) 109 (.019)
v (words) .295 (.139) 314 (.171)

v (nonwords)  -.253 (.109) -.269 (.108)

Model selectionTo further assess the effect of foreperiod duratio the different model
parameters, we tested which model had the besttiite data. To compare the adequacy of the four
models (i.e. the All free model,, model,a model, ands model) in explaining the observed data we
used the Bayesian Information Criterion (BIC), a&istical criterion for model selection. The BIC is
a decreasing function of the goodness-of-fit fa ¢istimated model, and an increasing function of
the number of free parameters to be estimated., Thedest model is the model with the lowest
BIC value. In addition, the raw BIC values werensformed to a probability scale, enabling a more
intuitive comparison of the probabilities of eacbdel being the best model (Wagenmakers &
Farrell, 2004). The transformation of BIC valuegtobability values consists of three steps. First,
for each model i, the difference in BIC with respiecthe model with the lowest BIC value is
computed (i.e.Ai(BIC)). Second, the relative likelihood L of eaclodel i is estimated by means of
the following transformation: L (M data)o exp[-0.5A(BIC)], wherea stands for “is proportional
to”. Third, the model probabilities are computednmymalizing the relative model likelihoods,
which is done by dividing each model likelihoodthg sum of the likelihoods of all models. Table
2 summarizes the average BIC values and probasilii each of the four models. Thg model
was by far the best modét(3,39) = 18.3p <0.001). In the individual analyses, thg model was
the best model for 10 of the 14 participants.
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Since boundary separatioa) {varied as a function of instruction, and drifteré/) as a
function of word type, tha model andr model had more free parameters (13) thaTtheodel
(12). To examine the possibility that thg model was favored because of its fewer free patensie
we fitted an additionad model to each participant’s data in which the @fef instruction and
foreperiod ora were additive instead of fully free. Similarly, viitded an additiona¥ model to
each participant’s data in which the effects of avtiype and foreperiod onwere additive. These
additivea andv models had the same number of free parametehnge &s tmodel. The average
BICs of the additivea andv models were somewhat larger but did not diffenisigantly from the
fully-free versions of these modefs<£ 0.21 and = 0.98 for thea andv models, respectively).
Importantly, the additiva andv models had higher BICs than thg model s < 0.01), suggesting
that the conclusion in favor of tig, model was not due to the fewer free parametetisi®imodel.
For the sake of completeness we also examined dldelsin which combinations of two
parametersTr anda; Ter andv; a andv) were free to vary as a function of foreperiodadion. The
average BIC values of these three models weragiiehthan that of th&., model, suggesting that
the effects of temporal uncertainty could be exmdibest by a change in nondecision time alone.

Table 2.BIC values for each model in Experiment 1 (SD angntheses).

Df BIC p(BIC)
All free model 16 7,112 (492) <0.01
Ter model 12 7,102 (492) >0.99
a model 13 7,131 (491) <0.0001
v model 13 7,195 (512) < 0.0001

Note:p = BIC model probability

Model fits.To examine the RT distributions, we averaged the3,15, .7 and .9 quantile
RTs across patrticipants. Figure 3 shows the mearatajuantile RTs as well as the mean
proportions correct in each condition. The predicjaantile RTs and proportions correct from the
best model (thd model) are indicated as well. Figure 3 shows dlidtve quantile RTs of the
correct responses were shorter on short-forepéni@d than on long-foreperiod trials. However,
the absolute foreperiod effect was small relatovéhe differences between the quantile Rillsich
makes visual inspection difficult. To examine tbesperiod effect in more detail, we calculated the
RT difference between short-foreperiod trials amthtoreperiod trials (i.e., the foreperiod effect)
for each of the five correct RT quantiles. We tp#itted the foreperiod effect as a function of
response speed (the average of the quantile Rifig ilong-foreperiod trials and short-foreperiod
trials).

The resultingdelta plotprovides a way of zooming in on the foreperiocteffat different
points of the RT distribution (e.g., Ridderinkh2@02). Figure 4 shows the delta plots for the
observed data and for the data produced by thefitesy T, aandv models. The foreperiod
effect is rather constant across the .1 - .7 glesntas is predicted by tfig, model, but is somewhat
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increased for the .9 quantile for the word condiioThea andv models both predict that the
foreperiod effect gradually increases as RTs bedonger. Most of the conditions in the observed
data did not show this pattern, which explains wieT,, provided a better account of the data than
thea andv models.
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Figure 3. The observed and predicted (by Ter model) .15,3,7 and .9 correct quantile RTs in Experimenplaited
against the corresponding proportions correct, ametion of word type, instruction (speed/accudaand foreperiod
duration.
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Figure 4. Observed and predicted delta plots showing thepfied effect on RT as a function of mean correeingile RT, instruction (speed/accuracy) and wgpetin
Experiment 1. The upper panels show the observiéal plets and the fit of the best model, themodel. The lower panels show the fits of model and tha model.
Note that in ther model, the foreperiod effect varies with boundseparatiora. This occurs because the changesliave a larger impact on RT whaiis large (accuracy
instruction) than whea is small(speed instruction).
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Discussion

We applied the diffusion model to the data fronexadal-decision experiment in which the
visual imperative stimuli (letter strings) were geeed by a short or long foreperiod. The diffusion-
model analysis of these data provided importardenge regarding the source of the foreperiod
effect. The fit of a model in which all critical raneters were left unconstrained showed that the
foreperiod effect was largely accounted for by argje in the nondecision compong&gt A
comparison of models in which only one parametes albbwed to vary between short and long-
foreperiod trials pointed in the same directiom:dbmost all of the participants tAg, model was
best able to explain the data. Themodel was also significantly better than a modethich all
three parameters were free to vary as a functidareperiod duration. Finally, consistent with
previous studies (Hohle, 1965; Leth-Steensen, 2@08)foreperiod effect was relatively constant
across the RT distribution. This implies that irased temporal certainty did not alter the shape of
the RT distribution but shifted the complete dtsiition to the left, which is consistent with an
effect on the nondecision component.

In contrast, the decision parameters drift ratkl@mundary separation, although sensitive to
other experimental variables, were not substagtéfected by foreperiod duration. In the
behavioral analyses, we did find a potential intiiiccafor a foreperiod effect on boundary
separation: there was a speed-accuracy trade-w¥eba short and long-foreperiod trials when
instructions emphasized accuracy, but not whemuasbns emphasized speed. As noted above, a
speed-accuracy trade-off in the empirical datapranide a diagnostic criterion for a change in
decision threshold. However, because this empigatiern was not accompanied by a reliable
foreperiod effect on the threshold model parameterpropose another explanation of the speed-
accuracy tradeoff. Laming (1979) has suggestedstliigects may anticipate the arrival of a
stimulus by starting sampling information from ferceptual display at the moment when they
think the stimulus will be presented. If subjedtrtssampling too early, responses will be fast but
also less accurate because they start with sampdiisg. We assume that subjects use this strategy
in blocks when the foreperiod is short and thecgpaited timing of the stimulus is relatively good,
but not in blocks with a fixed long foreperiod, whihie stimulus onset is much harder to anticipate.
In long-foreperiod blocks, subjects always waithwsampling until the target occurs, and errors due
to premature sampling do not occur. According te #tcount, accuracy is reduced on short-
foreperiod trials not because of a reduction infatawy separation but because subjects engage in
premature sampling (of noise) on a proportion efttials.

A prediction of the premature-sampling hypothesiterms of diffusion-model parameters
is that the inter-trial variability in starting pai(s2 will be larger in short-foreperiod blocks than in
long-foreperiod blocks, since premature samplinginflate estimates of starting-point variability.
To test this prediction, we fitted a diffusion motiethe data in which not only boundary
separation, drift rate and nondecision time, bsib akarting-point variabilityas free to vary as a
function of foreperiod duration. This analysis ralegl that estimated starting-point variability was
significantly larger when instructions emphasizpdexl than when instructions emphasized
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accuracyf(1,13) = 62.2p <0.001). In addition, there was a trend-level eftégdreperiod

duration £(1,13) = 3.72p =0.076), as well as a significant interaction betvkaeperiod duration
and instruction on estimated starting-point vatigb{F(1,13) = 16.8p = 0.001). Follow-up
contrasts indicated that starting-point variabiitgs larger in short-foreperiod blocks than in long
foreperiod blocks when instructions emphasized raayu(0.034 vs. 0.009(13) = 3.14p =0.008),
but not when instructions emphasized speed (0.862.0631(13) = 0.21p =0.84). Importantly,
these effects of instruction and foreperiod ontistgepoint variability parallel the effects of
instruction and foreperiod on behavioral accuracgirop in accuracy on short-foreperiod trials in
the accuracy condition but not in the speed camulitiThese results support the idea that the
observed speed-accuracy trade-off between shoitbageforeperiod trials in the accuracy
condition was due to premature sampling on a ptapoof the short-foreperiod trials.
Interestingly, this proportion of premature-samglirials may also be responsible for a part of the
observed decrease in the nondecision compdnerdn average, sampling (evidence accumulation)
starts earlier on short-foreperiod trials thanamgtforeperiod trials (when subjects always await
the onset of the stimulus), resulting in a shogtezoding phase. However, this account cannot
explain why perceptual sensitivity is improved twoi-foreperiod trials (Correa et al., 2005; Rolke
& Hofmann, 2007), indicating that there must beadditional, effective, shortening of encoding
time.

The results from Experiment 1 strongly suggestith@eased temporal certainty does not
affect the decision process itself, but insteagdpeip nondecision processes, consistent with our
literature review. However, based on the diffusmaodel analysis alone, it cannot be determined
whether the shortening of the nondecision comporedlcts a speeding of stimulus encoding or
response execution, or both.

Experiment 2

Besides the foreperiod paradigm, the effects optaal expectation on task performance
have been studied extensively with the temporailrguparadigm. In Experiment 2, we examined
whether our conclusion that temporal certaintyhia fixed-foreperiod paradigm affects mainly
nondecision processes can be generalized to thpotafrcueing paradigm. The temporal-cueing
paradigm is comparable to the variable-foreperiadgigm in the sense that the foreperiod varies
from trial to trial, but has the additional feattinat the warning signal (cue) predicts the foreker
duration with a large degree of certainty. In Expent 2, these temporal cues were presented in
the context of a simple-RT task, requiring rapidjéd detection; in choice-RT tasks temporal-
cueing effects are generally absent, presumablgusectarget discrimination interferes with the
processing of the cue (Correa et al., 2004). Oh &#al, a cue predicted with a validity of 75%
whether the cue-target interval was 400 or 1400Tragget brightness (bright or dim) was also

’ For this model, there were also significant efeftspeed vs. accuracy instruction on boundargrsgipn, of word
type on drift rate, and of foreperiod duration @mdecision time.
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varied between trials. We expected to find a cuahia effect on RT for the short cue-target
interval, because of differences in temporal prafan at the moment the target appears. A similar
validity effect is generally not observed for tload cue-target interval (Correa et al., 2004; C&ull
Nobre, 1998), because subjects have time to rddheir attention to the long cue-target interval
after they realize that a cue indicating the slag-interval is invalid (Correa et al., 2004; Kiayli
1959).

We analyzed the data using the shifted-Wald madklld, 1947; Figure 5), a model based
on the Wald distribution, which represents the dgrg the first passage times of a Wiener
diffusion process toward a single absorbing boundEne shifted-Wald model conceptualizes the
decision process as a single-boundary diffusiogs®, and successfully accounts for RT
distributions in paradigms in which there is onlgiagle response boundary, such as simple-RT
tasks (Luce, 1986, pp. 51-57), go/no-go tasks (rbedt, 2004; Schwarz, 2001; see Carpenter &
Williams, 1995, for a comparable, ballistic approac

This shifted-Wald distribution can be characteribgdhree parameters that correspond
closely to the three main parameters of the diffiusnodel: the drift rate of the diffusion process
(y), the separation between the starting point offiffasion process and the absorbing barrier (i.e.
the decision threshold), and a parameter that shifts the entire RT thistion and thus quantifies
the time needed for nondecision proces8égs (

N Response
(03 /
: Encodiné(/\/ :Respons:e
(0) execution
(6)

Figure 5. An illustration of the shifted-Wald model. The pareters area = distance between the starting point and the
decision threshold; = drift rate, and? = mean nondecision time.

Method

Participants.Sixteen students participated (14 women; aged 1@ea8s; mean age = 21.8;
all native Dutch speakers). Each participant coteplene session of approximately 100 minutes in
return for 13 euros or course credits.

Design and procedurdll stimuli were presented in the center of theeen on a black
background. Each trial started with a white fixatmoint that was displayed for a quasi-random
duration between 500-1500 ms (in steps of 200 Tis$ was followed by the 50-ms presentation
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of a grey, short (visual angle = 0.6° x 0.2°) ardd1.4° x 0.2°) horizontal rectangular bar in the
center of the screen. This cue provided informagibout the subsequent cue-target interval.
Specifically, the short bar indicated that the ¢éangould appear early (i.e., cue-target intervdDo
ms) on 75% of the trials (valid cue) and late (target interval = 1400 ms) on 25% of the trials
(invalid cue). The long bar indicated that the ¢éangould appear late (cue-target interval = 1400
ms) on 75% of the trials (valid cue) and early (target interval = 400 ms) on 25% of the trials
(invalid cue). The cue was followed by a blank sarér the remainder of the cue-target interval
(350 ms or 1300 ms). Then the target, a white (iyigr dark grey (dim) circle (visual angle = 1.0°)
was presented for 100 ms, followed by a blank scuewil the participant made a response. Then
the next trial began. When no response was regdstgithin 2 s of target onset, the message “You
have not responded” was presented for 1 s. Ifgorese with RT < 100 ms was registered, the
message “Too fast! Wait with responding until tivele appears” was presented for 2 s.

Before the start of the experiment, participantsendark-adapted for 5 min in a room sealed
from light. Dark adaptation increases the diffeeeincRTs between bright and near-threshold
stimuli (cf. J&kowski, Kurczewska, Nowik, van der Lubbe, & Verlegg007). The actual
experiment started with 16 practice trials, folla@A®y 16 blocks of 112 trials. Each block contained
28 trials with each combination of cue-target imééi(short, long) and target brightness (bright,
dim), 7 (25%) of which were invalidly cued. Therasva 1-minute break between blocks and a 5-
minute break halfway through the experiment. Pigidiats were instructed to press the space bar as
soon as they detected the target. They were ergedita use the cue to optimize performance. At
the end of each block the mean RT and the propodi@orrect responses (= non-anticipations)
appeared on the screen.

Shifted-Wald-model analysio assess the processing components that ar¢eaffieg
temporal uncertainty, the parametgrg, andd were left free to vary as a function of cue vaiidi
and cue-target interval. In addition, the paransetandd were free to vary as a function of target
brightness, but was not, reflecting the notion that subjects cammgiantaneously adjust the
decision threshold once the (dim or bright) targgiresented.

To reduce the impact of a few very short and l@agtion times on the parameter estimates,
we fitted to the data a mixture of the shifted-Waliskribution and a uniform distribution of
response contaminants (e.g., Ratcliff & Tuerlinc802; Zeigenfuse & Lee, 2010). The uniform
distribution of contaminants ranged from 100 m&@00 ms — the RTs below and above these
boundaries were excluded from analysis.

Participant heterogenity in the parameter estimiatethe mixture-shifted-Wald model was
taken into account using hierarchical Bayesian rioglée.g., Farrell & Ludwig, 2008; Gelman &
Hill, 2007; Rouder, Lu, Speckman, Sun, & Jiang,2@ouder, Sun, Speckman, Lu, & Zhou,
2003; Shiffrin, Lee, Kim, & Wagenmakers, 2008). Hiehical Bayesian methods reduce the
variability in the recovered parameters and produoee accurate parameter estimates than single-
level maximum likelihood estimation (Farrell & Ludlyy 2008; Rouder et al., 2005). The
hierarchical Bayesian approach assumes that tlaengders of individual participants are drawn
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from group-level distributions that specify how thdividual parameters are distributed in the
population. The group-level distributions thus defthe between-subjects variations of the
parameters and can themselves be characterizeddiyohparameters. One of the benefits of
hierarchical modeling is that knowledge from theugr-level distribution serves to shrink noisy
estimates for individual participants to less exteevalues.

In the Bayesian hierarchical model, individual paetersy;, a;, 6; —for the shifted-Wald
distribution— andr; —the mixture proportion— are assumed to come fyooap-level distributions
with meansu, p,, pe andp,. These distributions were assumed to be normé, fioo the shifted-
Wald parameters and for the probit-transformed aneproportion. The mean and standard
deviation of the group-level distributions neededé assigned prior distributions; these
distributions were uninformative in the sense thatposterior distributions were not noticeably
influenced by increasing or decreasing the widtthefprior distributions

Parameter estimation for the mixture-shifted-Walated was carried out by means of
Markov chain Monte Carlo (MCMC) sampling in the \BIUGS program (Lunn, Thomas, Best, &
Spiegelhalter, 2000; Lunn, Spiegelhalter, ThomaBe&t, 2009). The WinBUGS code that was
used to fit the model can be found at www.ejwagekersacom. For reasons of speed and
robustness, the likelihood function for the mixtbetween uniform and shifted-Wald distributions
was coded separately and made available via th&8W@&S Development Interface (WBDev; e.g.,
Wetzels, Lee, & Wagenmakers, 2010). The MCMC samgplised three separate chains; each chain
had a burn-in of 20,000 iterations, after which0B0, further samples were drawn with a thinning
factor of 10. This left 2,000 samples per chainadaotal of 6,000 samples for each posterior
distribution. Visual inspection and calculationtlbé R-hat statistic (Gelman & Rubin, 1992)
confirmed that the three chains had convergedds#éme distribution (i.e., for all group-level
parameters, R-hat = 1.00).

The results showed that the probability of a resparontaminant was very low; for the
group-level mean parameter, the mode of the postdistribution was only .004. Nevertheless,
inclusion of the contaminant distribution had armonced effect on the estimated nondecision time
6 — without the contaminant distributiothiwas estimated to be implausibly low. Note thatia
absence of a contaminant distribution, the enis&ildution oféd has to be lower than the minimum
observed RT. Thus, the inclusion of the contaminigsttibution made the model more robust to
misspecification due to the presence of outlievenghough the probability of observing an outlier
was very low.

8 Because of numerical underflow errors for thelii@d, the Wald distribution does not allow oneuse completely
uninformative prior distributions. For this reaserg used prior distributions that were uninformatwithin a range
that is plausible for data from a simple-RT taske 8/ww.ejwagenmakers.com for a precise specifioatfahe prior
distribution, the model code, and the model output.
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Results

Behavioral resultsRTs shorter than 100 ms and longer than 1000 ms ecluded from
analysis which resulted in the exclusion of 1.8% of thal#i The proportion of trials on which
participants failed to respond was 0.6% (<1.5% esger all participants). The number of misses
was larger on invalid than on valid trialg1,15)=2.3 p=.002. Figure 6 shows mean RT as a
function of cue-target interval, cue validity, atiagiget brightness. RTs were faster for bright terge
than for dim targets (282 ms vs. 351 agt,15) = 274.6p < 0.001); and faster for the long cue-
target interval than for the short cue-target vae(307 ms vs. 326 m&j(1,15) = 13.2p = 0.002).
Furthermore, as expected, RTs were faster on yatigkd than on invalidly cued trials (308 ms vs.
324 ms;F(1,15) = 29.5p < 0.001), indicating that participants used the ¢oesptimize their
performance. As expected, the effect of cue valiias much larger for the short cue-target
interval (28 ms) than for the long cue-target a6 ms;F(1,15) = 12.2p = 0.003). This 2-way
interaction effect was qualified by a significartvay interaction(1,15) = 13.6p = 0.002),
indicating that the cue-validity effect was thegkest when the cue-target interval was short (i.e.
when participants could not reorient their attemtom invalidly cued trials) and the target was dim
(i.e. when there was room for improvement in RTiqranance).
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Figure 6. Mean RT in Experiment 2 as a function of cue-tanggerval (CTI), cue validity, and target brightse
(bright, dim).

Experimental effects on the shifted-Wald model patars The results for the parameters
of substantive interest are shown in Table 3. Aseeted, drift rate was higher for bright than for
dim targetsF(1,15) = 76.91p < 0.001, but was not affected by cue-target inteawval cue validity
(ps > 0.8). Decision threshotdtended to be lower for the long cue-target intettvan for the short
cue-target intervak(1,15) = 3.711p = 0.07. Importantly, cue validity only affected the
nondecision componeft Thed parameter was significantly smaller on validly dueals than on
invalidly cued trialsF(1,15) = 7.7p = 0.01. Furthermore, there was an interaction eetwcue
validity and cue-target intervdf(1,15) = 24.4p < 0.001, indicating that the validity effect 6n
was present on trials with a short cue-target watiefmean = 24 ms) but not on trials with a long
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cue-target interval (mean = -3 ms), mimicking tlaidity effects on RT (28 ms and 6 ms,
respectively). Finallyd was smaller for bright targets than dim targe(g,15) = 32.6p < 0.001.

Table 3. Parameter estimates for the fit of the mixturdteiWald model in Experiment 2. The upper halftaf table
reports the averages of the individual parametkerega(SD in parentheses), and the lower half ofdabée reports the
posterior means of the group-level normal distiing from which the individual parameters were drafv= non-
decision time (in seconds) comprising stimulus el and response executiory decision threshold; = drift rate.

Short cue-target interval

Long cue-target interva

Parameter Invalid cue Valid cue Invalid cue Valick
Averages of the 0 (dim) 156 (.153) .131 (.066) .152 (.068) .156 (.075)
individual 6 (bright) .118 (.036) .095 (.050) 122 (.040) 0.175%4)
parameter y (dim) 6.26 (1.12) 6.44 (1.50) 6.40 (1.31) 6.31.0).
values y (bright) 8.01 (1.84) 7.58 (1.61) 7.79 (2.06) 8.0186)

o 1.37 (.26) 1.34 (.26) 1.17 (.34) 1.14 (.34)
Means of the Ly (dim) .156 (.016) 132 (.019) .152 (.020) .156 (.021)
group-level e (bright) 118 (.011) .095 (.015) 123 (.012) J205)
parameter 1, (dim) 6.28 (.35) 6.47 (.43) 6.44 (.41) 6.33 (.33)
distributions w, (bright) 8.01 (.55) 7.59 (.47) 7.81 (.59) 8.01 .53

L, 1.37 (0.09) 1.34 (.09) 1.17 (0.11) 1.14 (.10)

Note: dim = dim target; bright = bright target

Model fit. Figure 7 shows the mean observed .1, .3, .5, .7%qdantile RTs in each
condition, as well as those predicted by the stitald model. The model provided a generally
good fit to the empirical RT quantiles; the largéi$terence between the observed and model-
predicted quantile RTs was 15 ms, and the averdigeethce was 6 ms. For the short cue-target
interval, all five quantile RTs associated withghti and dim targets were shorter on validly cued
trials than on invalidly cued trials. This cue-dly effect was less pronounced or absent for the
long cue-target interval. To examine in more deteel cue-validity effect at different points of the
RT distribution, we plotted the observed and priedicue-validity effect for each of the five RT
guantiles as a function of response speed (thageaf the quantile RTs in the validly cued trials
and invalidly cued trials). The resulting deltatplare shown in Figure 8. For the bright targéts, t
cue-validity effect at the short cue-target intémwas rather constant across the five RT quantiles,
which suggests that cue validity mainly affecteel tiondecision time (i.e., paramefesf the
shifted-Wald model). For the dim targets, howetteg, cue-validity effect at the short cue-target
interval increased with increasing RTs. To assdssther this increase was significant, we
subjected the cue-validity effect at each quamtila linear-regression analysis with mean quantile
RT and a constant as explanatory factors, sepgprfate¢ach participant (Burle, van den
Wildenberg, & Ridderinkhof, 2005; De Jong, Liangl&uber, 1994). We then tested whether the
average regression coefficient of mean quantil€iReT, the slope of the delta plot) was
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significantly different from 0, using a one-samplest. This test just reached significance (mean
regression coefficient = 0.12; SD = 0.2{;5) = 2.2,p = 0.044), suggesting that, for the dim targets,
part of the cue-validity effect was attributableato effect on the decision process. Because target
brightness was varied on a trial-by-trial basisgesssing of bright and dim targets could differ in
drift rate but not in decision threshold. Therefdahe increasing validity effect with increasing RT
for the dim targets was likely due to a cue-vajidiffect on drift rate (i.e., parameteof the
shifted-Wald model).
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Figure 7. The observed and predicted .1, .3, .5, .7 anda®tie RTs in Experiment 2 as a function of tatgéghtness
(bright, dim), cue-target interval (CTI) and cudididy.

162



observed model

N
o
|

.

\
\

Il

— B - short CTI, dim target
—a— short CTI, bright target

T ——, — ~ - long CTI, dim target
A“A/E‘:-gf dA— == —n— long CTI, bright target

——a
— o — =
- —— ¥

R
(=

Cue-validity effect (ms)
o S
I
T
|
T
/

200 300 400 500 200 300 400 500
Mean RT (ms) Mean RT (ms)

Figure 8. Observed and predicted delta plots showing thevalidity effect on RT as a function of mean quEnRT,
cue-target interval (CTI) and target brightnesggtiir dim) in Experiment 2.

Discussion

We applied the shifted-Wald model to the data feosimple-RT experiment in which the
targets were preceded by a cue that validly orlidlyandicated the cue-target interval: short (400
ms) or long (1400 ms). As expected we found a sumlisi cue-validity effect on RT for the short
cue-target interval but not for the long cue-taigedrval, because the participants had time to
reorient their attention to the long cue-targetimal after they realized that a cue indicating the
short-cue interval was invalid (Correa et al., 200drlin, 1959). The model analysis provided
useful evidence regarding the source of the cugityakffect: Cue validity significantly affected
thed parameter, but not the parameters of the decwiocessy anda. Indeed, the effects of cue
validity on the estimated duration of nondecisiongesses were very similar in size to the cue-
validity effects on RT, both at the short and thweg cue-target interval. The delta plots showed a
somewhat more complicated pattern: in one condibiort cue-target interval, bright targets) the
cue-validity effect was relatively constant acrties RT distribution, suggesting that increased
temporal certainty decreased the duration of thelacision component. In another condition (short
cue-target interval, dim targets) the cue-valigtfect showed an increase across RT bins,
suggesting that increased temporal certainty iser@#he rate of evidence accumulation. However,
the absence of an effect of cue validity onytharameter, and the nonsignificant interactions
between cue validity and the other variabley,asuggest that this effect was relatively minor.
Thus, the cue-validity effect was largely accourftadby a change in the nondecision compordent

Another interesting finding in Experiment 2 was ttend-level effect of cue-target interval
on estimated decision threshold (parametgr= .07): the decision threshold was lower for the
long cue-target interval than for the short cugeainterval. At first blush, this finding seems
inconsistent with the absence of an effect of fereyg on boundary separation in Experiment 1.
But on closer thought, the two experiments areeratiifferent in terms of the effect of warning
interval. In the simple-RT task of Experiment 2rtjgpants could substantially lower the decision
threshold if the target had not appeared afteshioet cue-target interval: there was no more
uncertainty about the timing of the target, theglane-target interval was relatively short (1400 ms
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and hence easier to anticipate, and the identitgefesponse was known. Accordingly, in
Experiment 2 participants responded faster whemwtleetarget interval was long compared to when
it was short. Conversely, in the choice-RT tasExperiment 1, the long foreperiod was relatively
long (2700 ms) and hence harder to anticipate tlzer@ was always the risk of making choice
errors if the boundary separation was set too satiordingly, in this experiment participants
responded slower when the foreperiod was long coedp® when it was short. Therefore, the
effects of warning interval on temporal certaintgni/in opposite directions in the two experiments,
which mirrors the opposing effects of long and slareperiods on temporal certainty in fixed and
variable-foreperiod paradigms (Bertelson, & Tiseey968; Vallesi, McIntosh, & Stuss, 2009).

General Discussion

Preparing the system to respond to an upcomingiBisns energy-consuming and
maintaining such a state of readiness, becauselsg8onset time is uncertain, can be experienced
as an aversive state (Gottsdanker, 1975; Naatd8&R). This indicates the importance of using
cues to predict stimulus onset and time the systgm&paration accordingly. We conducted two
experiments, using the foreperiod paradigm (Expeniid) and the temporal-cueing paradigm
(Experiment 2), to assess which components of mé&bion processing are speeded when subjects
use such temporal cues to reduce uncertainty. dhdts from these two experiments were
consistent: temporal certainty affected the duratibnondecision processes but had little effect on
the two critical components of the decision proeedscision-threshold setting and the rate of
evidence accumulation.

Our findings are consistent with two previous stgdihat examined correct-RT distributions
(Leth-Steensen, 2009) and speed-accuracy tradeuffibns (Bausenhart, et al., 2010) in the
foreperiod paradigm, and found that manipulation®eperiod mainly shifted these distributions
while having very little effect on their shapes €Titovel contributions of our study are that we
analyzed temporal certainty effects in both thepeariod paradigm and the temporal-cueing
paradigm, using sequential-sampling models of d@tisaking that took into account response
accuracy and RT distributions on correct and drials. Our findings therefore provide the
strongest evidence to date that temporal cert@iffigts on simple-RT and choice-RT reflect a
change in the duration of nondecision processds;hranges in the decision process.

Although our results cannot distinguish betweeeraf of temporal certainty on encoding
and motor processes, the literature suggestshbaturation of both types of processes is affected.
Temporal certainty modulates many aspects of paorefNobre et al., 2007), including perceptual
sensitivity in the foreperiod paradigm and tempataing paradigm (Correa et al., 2005; Rolke,
2008; Rolke & Hofmann, 2007), and the duration efogeptual processing in a clock paradigm
(Seifried et al., 2010). Temporal certainty alsaduates various aspects of motor preparation
(Davranche et al. 2007; Miniussi, Wilding, Coull,Nobre, 1999; Riehle et al., 1997) and decreases
the duration of motor preparation and executiothoaigh effect sizes are small (Tandonnet et al.,
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2003, 2006). Naatanen's (1971) model suggeststihgicts may use temporal cues to anticipate
the arrival of the imperative stimulus by incregsihe level of ‘motor readiness’, such that theetim
to reach the ‘motor action limit’ is reducedhis model is supported by findings that increlase
temporal certainty reduces the force generateddoige the response (Mattes & Ulrich, 1997) and
the activation of the corresponding primary motortex (Tandonnet et al., 2006).

Our conclusions stand in sharp contrast with theaehed by Hackley (2009) on the basis
of a review of ERP studies with the foreperiod paga. Hackley’'s main argument against an
encoding account is that temporal certainty h#éle litr no effect on the latency of the P1 and N1,
two early perceptual brain potentials (reviewe@orrea et al. 2006; see Hackley et al., 2007 for a
significant but very small effect), and the lateméy¥he N2pc (Hackley et al., 2007), an
electrophysiological index of the allocation of 8alkattention. A possible explanation of these
findings is that the latency of early ERP composeasinot a reliable index of the duration of task-
relevant encoding processes. For example, becétise parallel organization of the visual system,
the processes underlying these ERP components obdig in the pathway that determines the RT.
Hackley et al. (2007) reject this hypothesis with argument that N2pc latency has been found to
correlate highly with RT in a number of studieswéwer, a problem with this argument is that
these N2pc-RT correlations were found in experim&nth an important spatial component (i.e.,
requiring the N2pc process to perform the taskgmels the non-significant effect of foreperiod on
N2pc latency was found in a study in which stimdagation played a negligible role (Hackley et
al., 2007). Another possible explanation, suggeltedackley (2009), is that increased temporal
certainty leads to increased visual-cortex actrain response to the visual imperative stimulss, a
reflected in increased P1 and N1 amplitudes @.@gnchronometric change), changes that then
propagate forward to produce a greater speed aksuient encoding processes. This proposal is
consistent with P1/N1 amplitude effects of tempaosatainty (Correa et al., 2006) and with our
recent proposal regarding the temporal locus oatloessory stimulus effect (Jepma et al., 2009).

Hackley’s (2009) argument against the motor prejaraccount is that foreperiod duration
has little or no effect on the interval between LétiBet and the overt response (e.g., Hackley,et al.
2007; Muller-Gethmann, Ulrich, & Rinkenauer, 2008hwever, a limitation of the LRP double-
subtraction measure is that it is blind to the eeige contributions of each individual motor carte
To address this limitation, Tandonnet et al. (2AIK)6) used Laplacian-transformed ERP
waveforms to obtain separate estimates of theaigsdl and contralateral motor cortex response,
and found that increased temporal certainty deeckti®e duration of motor preparation of the
responding hand (by 25 ms and 18 ms in the 20082806-studies, respectively). Because the
same data showed no reliable effect of foreperiothe (Laplacian and monopolar) LRP-to-
response interval, Tandonnet and colleagues sieghtsit the effect of interest (i.e., timing of
preparation of the responding hand) may be maskétei LRP by preparatory effects on activation
in the ipsilateral, non-involved motor cortex.dtunclear whether similar subtle latency effects

° This change in the distance to the motor threshwmliich is not modeled in the sequential-sampliragiels used here,
must be distinguished from response-threshold asigthe decision process.
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were also present in the constituent ERP wavefamrttse LRP studies reviewed by Hackley
(2009). In any case, future ERP research needstive the issue of how the onset of motor
preparation processes should be measured.

Our conclusion that temporal certainty has litfiee on the decision threshold might
appear incompatible with occasional findings (inhg in Experiment 1) that temporal certainty
causes a speed-accuracy tradeoff, a phenomendmahateen taken as diagnostic of decision-
threshold modulations. However, on the basis afltesn Experiment 1, we have suggested that a
speed-accuracy tradeoff can be explained by amatiee hypothesis: when temporal certainty is
high and the moment of stimulus onset is relatieagy to anticipate, subjects may engage in
premature sampling of stimulus information on gpartion of the trials. Such premature sampling
will lead to faster but less accurate responseausecsubjects will start with sampling noise. Thus,
behavioral speed-accuracy trade-offs may be exgdlanot only by changes in decision threshold
but also by changes in premature sampling, whiemigteresting topic for future research.

Our results provide important clues about the camepts of information processing that are
speeded when people use temporal cues to anti¢hgateset of an imperative stimulus. But
ultimately we also need to understand the neurahar@sms underlying this voluntary control of
temporal expectation. Neuroimaging and patientistudave suggested an important role for
prefrontal structures in controlling temporal exga¢gion in the foreperiod paradigm (Hackley et al.,
2009) and the temporal-cueing paradigm (Coull & ol 998; Triviiio, Correa, Arnedo, &
Lupiafiez, 2010). Other studies have identified pioiephrine as a key neuromodulator underlying
temporal certainty effects (Coull, Nobre, & FrigQ01; Witte & Marrocco, 1997), consistent with
the finding that the firing rate of locus coerulewgsirons increases during the warning interval in
the foreperiod paradigm (Yamamoto & Ozawa, 1989)ill be a challenge for future studies to
determine the exact mechanisms by which prefratitattures and/or the locus coeruleus-
norepinephrine system control the duration of norgie@n processes as a function of degree of
temporal expectation.
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Chapter 8

Summary
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The studies described in this thesis address a raiigpics related to arousal, exploration,
temporal attention, and the locus coeruleus-nogginne (LC-NE) system.

Chapters 2 and 3 reported two studies that inwvestibthe central tenets of the adaptive gain
theory of LC function in human participants. Acdogito the adaptive gain theory, the LC-NE
system is critical for optimizing behavioral perfaance by regulating the balance between
exploitative and exploratory control states. Howegeucial empirical tests of this theory in
humans have been lacking. Recent studies have sieggbat, under controlled circumstances,
pupil diameter provides an indirect index of LCiaty. Inspired by this evidence, we used
pupillometry to examine whether the relationshipagen pupil diameter, control state and task-
related utility is consistent with the assumptiohghe adaptive gain theory (Chapter 2). The result
from this study provide indirect evidence for tdea that LC mode regulates the exploration-
exploitation trade-off, and that transitions betw&€ modes are driven by assessments of task-
related utility.

To provide a more direct test of the adaptive glagory’s assumption that the tonic LC
mode promotes an exploratory control state, westgated the effects of a pharmacological
manipulation of the LC-NE system on measures ofaapon and task (dis)engagement (Chapter
3). Contrary to predictions of the adaptive gaieaity, we found no evidence that the elevated NE
levels induced by our pharmacological manipulate@ne associated with increased task
disengagement or exploratory behavior in our expental tasks. In contrast to the results reported
in Chapter 2, these results suggest that the LGy¢Eem may not be involved in the regulation of
the exploration-exploitation trade-off in humarnisleast not within the context of a single task.
These results leave open the possibility that BeNE system is involved in random exploration
exceeding the current task context. Possible reasorihe discrepancy between the conclusions of
our pupillometry study and our pharmacological gtack that (i) the difference in baseline pupil
size preceding exploitative versus exploratory céeidid reflect something else than a difference
in tonic LC activity; (ii) our pharmacological manilation did not produce a net increase in tonic
NE levels; (iii) our pharmacological manipulatioachunexpected effects on the phasic LC
response or on other neuromodulatory systems. Tdresether possible explanations remain to be
explored in future studies.

Chapter 4 reported a study on neurocognitive fonat patients with dopamirfe-
hydroxylase ([DH) deficiency, a rare genetic disorder charactdrizgthe absence of NE in the
peripheral and the central nervous system. NEdandlBH-deficient patients can be restored by the
administration of a synthetic precursor of NE. hnfi@al clinical observations suggest thgHd
deficient patients do not have obvious cognitivpamments, but systematic studies on
neurocognitive function in BH deficiency have been lacking. We tested fiyiHEdeficient
patients and a healthy control group on a compgiiemeurocognitive task battery; the patients
were tested once on and once off medication. Wedahat the patients’ neurocognitive
performance was largely spared, even when they @féeraedication, which is striking given the
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important role of NE in normal cognition. The rdasutom this study suggest that other
neuromodulators have taken over the function ofilNt&e brains of these patients.

Exploratory behavior in both animals and humardtisn driven by curiosity. Chapter 5
reported a study on the neural correlates of hupeaceptual curiosity, using functional magnetic
resonance imaging (fMRI). We found that the inductof perceptual curiosity, through the
presentation of ambiguous visual input, activatedrbregions sensitive to conflict and arousal. The
relief of curiosity, through visual disambiguati@gttivated regions of the striatum that are invdlve
in reward processing. In addition, the relief ofiosity was associated with increased hippocampal
activation and enhanced incidental memory. Ourltesuggest that perceptual curiosity evoked by
ambiguous visual input is an aversive conditioradiition, our results suggest that termination of
this condition is rewarding and promotes learnifige results from this study provide compelling
neurobiological evidence for Berlyne’s (1954, 196Bssic psychological theory of curiosity.

Chapter 6 and 7 reported several experiments igatisg the effects of accessory stimuli
(Chapter 6) and temporal preparation (Chapter pfmmmation processing, using scalp
electrophysiology and sequential-sampling modelgeaision making. The results from these
experiments suggest that both accessory stimulatidrtemporal preparation affect nondecision
processes (stimulus encoding and/or response ptepgrbut have little effect on the two main
components of the decision process: decision-tbtdsdetting and the rate of evidence
accumulation.

Attention and decision making are essential comptsnef cognition that are involved in
almost all aspects of behavior. In the last decagesard-based decision making and spatial
attention have been topics of extensive investigadimong cognitive neuroscientists. However,
other less specific dimensions of decision makimg) @tention, such as arousal, exploration and
temporal attention, have received less recogndimhinterest. The research described in this thesis
aims to contribute to a better understanding e$éhconstructs. Taken together, the studies
reported in this thesis suggest that arousal, eafbm and temporal attention are closely related,
which is likely due to a shared neural basis.
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Nederlandse samenvatting

Het onderzoek dat is beschreven in dit proefschaftrijkt een breed scala aan
onderwerpen, variérend van exploratiegedrag enwsigierigheid tot de effecten van temporele
zekerheid op informatieverwerking. Toch is er éégrip dat als een rode lijn door het proefschrift
loopt, en dat imrousal Arousal kan worden gedefinieerd als de activa¢istand van het centrale
en autonome zenuwstelsel, en is gerelateerd aaratkevan alertheid van een persoon of dier. Er
wordt vaak een globaal onderscheid gemaakt tusggn gemiddelde en hoge arousalniveaus: een
laag arousalniveau is geassocieerd met slaperigimeathoplettendheid, een gemiddeld
arousalniveau met een ontspannen waaktoestanéndmeg arousalniveau met toestanden zoals
stress, angst en opwinding. Bepaalde veranderimga&rousalniveau, zoals de veranderingen in
arousal die optreden tijdens de slaap-waak cyohisyikkelen zich langzaam en gaan gepaard met
geleidelijke veranderingen in hersenactiviteit. Da@ast zijn er ook veranderingen in arousal die
heel snel optreden, bijvoorbeeld als je schrikt @an onverwacht hard geluid; deze gaan gepaard
met acute en vaak kortdurende veranderingen irehacsiviteit.

Arousal en het noradrenalinesysteem

Er zijn meerdere lichamelijke en hersensystemerokietn bij de regulatie van arousal. Eén
systeem, dat vaak voorkomt in dit proefschriffyeés centrale noradrenalinesysteem. De
belangrijkste component van dit hersensysteem Isales coeruleu$l.C), een cluster van neuronen
(hersencellen) in de hersenstam dat verbindingeakimaet bijna alle hersengebieden. Wanneer
LC-neuronen actief zijn komt de chemische stofadrenalinevrij in al deze hersengebieden,
waardoor de neuronen in deze gebieden sterkerrgageren op hun input. Het
noradrenalinesysteem wordt al sinds lange tijd gaserd met basale processen zoals de regulatie
van de slaap-waak cyclus, maar in de afgelopertiyjear zijn wetenschappers zich gaan
realiseren dat dit systeem ook een meer specifalspeelt in cognitieve processen zoals aandacht
en geheugen, en in de regulatie van gedrag.

Bijna alles wat we weten over de LC komt voortarnitierzoek met proefdieren, waarin de
dieren simpele cognitieve taken uitvoerden terdajlactiviteit van hun LC werd gemeten via
ingebrachte elektroden. Zulke onderzoeken in agbibén laten zien dat er langzame fluctuaties in
het activiteitsniveau van de LC optreden gedurdrede/erloop van een experiment (veranderingen
die optreden over tientallen seconden of minutenja het niveau van LC-activiteit gerelateerd is
aan het gedrag van de aap. Tijdens periodes mdéhagmiveau van LC-activiteit is de aap slaperig
en onoplettend en presteert hij slecht op de ceyeitaak. Periodes met een gemiddeld niveau van
LC-activiteit zijn geassocieerd met een alertetias waarin de aap gefocust is op de cognitieve
taak en goed presteert op deze taak. Periodesauogtriiveau van LC-activiteit zijn geassocieerd
met afgeleid en onrustig gedrag en slechte taatgtiesEr is dus sprake van een niet-lineaire
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relatie tussen het activiteitsniveau van de LCaakprestatie: taakprestatie is optimaal bij een
gemiddelde activiteit en neemt af bij zowel verlda@ls verhoogde niveaus van activiteit (Figuur
1). Zoals je misschien is opgevallen lijkt dezatiel tussen LC-activiteit en gedrag/taakprestatie
veel op de eerder beschreven relatie tussen aniwsall en gedrag.

Geconcentreerd/

Exploitatie?
Phasic LC mode

\Tonc LC mode

mwwﬂh

Slaperig/ ' f ' Snel afgeleid/
Onoplettend Exploratie?

Taakprestatie

Baseline LC-activiteit

Figuur 1. Relatie tussen LC-activiteit en taakprestatie. g@middeld niveau van LC-activiteit is geassocigasd
optimale taakprestatie en een grote phasic LC respoa taakrelevante stimuli (phasic LC mode). ity niveau

van LC-activiteit is geassocieerd met slechte teedtptie en de afwezigheid van de phasic LC regpfinonic LC
mode). De pijlties geven het moment aan waaropaaelevante stimulus wordt aangeboden. Volgemsnmdones

en Cohen (2005) leiden de phasic en de tonic LCemoil respectievelijk, exploitatie en explorakéguur is gebaseerd
op Aston-Jones en Cohen (2005).

Naast deze langzaam optredende veranderingen mvaeatu van LC-activiteit, hebben de
bovengenoemde apenstudies aangetoond dat er aokr@dle en kortdurende toenames in LC-
activiteit optreden (in de orde van een paar hahdgHiseconden) zodra de aap een taakrelevante
stimulus waarneemt waarop gereageerd moet worden .shelle toename in LC-activiteit wordt
dephasic LC responsgenoemd. De phasic LC response resulteert inijeletijke toename van
noradrenaline in de hersenen, wat zorgt voor eeltesa en efficiéntere verwerking van de
stimulus. Omdat de phasic LC response alleen afitgemomenten dat een taakrelevante stimulus
wordt waargenomen werkt deze als een temporeet fHt selectief de verwerking van
taakrelevante stimuli faciliteert. Een interessdrgeinding van de apenstudies was dat er een
relatie bleek te zijn tussen het niveau van LCvéeit wanneer er geen stimulus werd
waargenomen (de basisactiviteit) en de phasic s@amse na een taakrelevante stimulus (Figuur
1). In periodes met een gemiddelde LC-basisacti\(itearin de aap goed presteert op de
cognitieve taak) treedt er een grote phasic LCaesp op na taakrelevante stimuli, maar niet op
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andere momenten. In periodes met een verhoogdeak@drxtiviteit daarentegen (waarin de aap
snel afgeleid is en slecht presteert op de cogeitiaak) is de stimulusgerelateerde phasic LC
response veel kleiner of afwezig. Deze twee toestanwan LC-activiteit worden aangeduid als de
phasic LC modégemiddelde basisactiviteit/grote phasic LC resedren déonic LC mode
(verhoogde basisactiviteit/ kleine phasic LC rega)n

Het noradrenalinesysteem en de balans tussen exjédie en exploratie

Volgens een recente theorie die gebaseerd is bpedaoven beschreven bevindingen
hebben de phasic en de tonic LC mode tegengesteldeaanvullende functies in de regulatie van
gedrag (Aston-Jones & Cohen, 2005; beschreven ofddtuk 1 van dit proefschrift). Deze theorie
stelt dat de verschillende patronen van LC-aciitvig: hiermee geassocieerde
noradrenalineniveaus in de hersenen) gerelategrdam de balans tussen twee gedragsstrategieén:
exploitatie en exploratie. Exploitatie is het utdravan bekende situaties/stimuli/acties waarvan je
op basis van eerdere ervaringen weet dat dit gunatiuitpakken, en exploratie is het uitproberen
van nieuwe of minder bekende situaties/stimuliéactEen goede balans tussen exploitatie (of
stabiliteit) en exploratie (of flexibiliteit) is grbelangrijk om je goed aan te kunnen passen in een
complexe en veranderende omgeving. Het dilemmamusst exploiteren van bekende opties en
het exploreren van nieuwe mogelijkheden speeltemykrol in veel alledaagse beslissingen. Een
voorbeeld hiervan is het beslissen van wat je vandgaat eten. Je kunt hierbij kiezen voor een
bekend gerecht waarvan je zeker weet dat het lekKexploitatie). Je kunt echter ook beslissen
om een nieuw gerecht uit te proberen (exploralmeflit laatste geval loop je het risico dat de
maaltijd tegenvalt, maar het is ook mogelijk datmeuwe gerecht je zo goed bevalt dat het je
nieuwe favoriete gerecht wordt—iets dat je nietlekt zou hebben als je voor het bekende gerecht
had gekozen.

Volgens de theorie van Aston-Jones en Cohen (23€¥8gtert de phasic LC mode de
exploitatie van de taak die op dat moment wordjaviberd (door de selectieve verhoging van
LC/noradrenaline-activiteit na taakrelevante sti)neth het uitfilteren van irrelevante informatie
(door de lage LC-basisactiviteit). Dit leidt totnesterke aandachtsfocus op de huidige taak en
optimale prestatie op deze taak. De verhoogde LsBsaetiviteit in de tonic LC mode, daarentegen,
verhoogd de kans op willekeurige reacties op dilhewsi, ongeacht hun relevantie voor de huidige
taak. Dit vergroot de afleidbaarheid van het cogwé systeem, waardoor de prestatie op de huidige
taak verslechtert maar de exploratie van nieuweutien acties toeneemt. De theorie stelt verder
dat de LC informatie over de kosten en baten vanuiige gedragsstrategie ontvangt via
verbindingen met frontale hersengebieden (waarnmétie over beloningen en kosten verwerkt
wordt) en dat deze informatie wordt gebruikt omaveteringen in LC-activiteit aan te sturen.
Wanneer het huidige gedrag gepaard gaat met hage éa lage kosten zal dit leiden tot een sterke
phasic LC mode en exploitatie van de huidige tdédar wanneer de baten van het huidige gedrag
sterk afnemen en/of de kosten hiervan toenemeditZaiden tot een overgang naar de tonic LC
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mode en toenemende exploratie. Dit laatste is ettigrin situaties waarin de huidige
gedragsstrategie niet veel meer oplevert, want doonder te focussen op dit gedrag en meer te
exploreren is de kans groot dat betere alternatiever het huidige gedrag worden ontdekt.

Hoewel bovengenoemde theorie veel invioed hedfad®p wetenschappelijke ideeén over
de rol van het noradrenalinesysteem in de regwatiegedrag, is deze theorie bijna volledig
gebaseerd op onderzoek met proefdieren. Testsezntbeorie in mensen, die nodig zijn om de
theorie te toetsen en verder te ontwikkelen, njrkortgeleden uitgebleven. Om hier verandering in
te brengen hebben wij de belangrijkste voorspeadimgan de theorie getest bij menselijke
proefpersonen (Hoofdstuk 2 en 3). Omdat het onsettiei redenen niet mogelijk is om
LC/noradrenaline-activiteit bij menselijke proefpenen rechtstreeks te meten hebben we niet-
invasieve methoden gebruikt om deze activiteit@p iedirecte manier te onderzoeken.

Recent onderzoek heeft uitgewezen dat pupilgremtebetrouwbare voorspeller van LC-
activiteit lijkt te zijn: hoe groter de pupil, hb@ger de LC-activiteit. Hierdoor geinspireerd hebbe
we in het onderzoek dat is beschreven in Hoofd2takderzocht of de relatie tussen pupilgrootte
en exploitatie- versus exploratiegedrag consisgemtet de hierboven beschreven theorie. De
pupilgrootte van de proefpersonen in dit experinvegrtd gemeten terwijl ze een goktaak deden
waarin de balans tussen exploitatie en exploratiebelangrijke rol speelt. Bij deze taak kregen de
proefpersonen vier gokmachines te zien waarvam geeds één moesten kiezen; de gekozen
machine leverde dan een bepaalde hoeveelheid poptdéye proefpersonen maakten in totaal 150
keer een keuze, en hun doel was om zo veel mogrlijken te verdienen. Dit was niet gemakkelijk
want de opbrengsten van de gokmachines verandgedkmende het experiment op een
onvoorspelbare manier. De proefpersonen moestenrdagen goede balans zien te vinden tussen
het kiezen voor de machine(s) waarvan ze wistenidatp dat moment veel opleverden
(exploitatie) en het uitproberen van de andere imashom erachter te komen of er inmiddels geen
betere optie was ontstaan (exploratie). Met betiaatpeen computermodel konden we elke keuze
classificeren als een exploitatieve of exploratikeaze.

De resultaten van dit experiment toonden aan degfpersonen periodes van exploitatie
afwisselden met periodes van exploratie, en dawveegang naar een exploratieperiode meestal
werd voorafgegaan door een afname in de opbreagsti® tot dan toe geéxploiteerde gokmachine
en een toename in keuzemoeilijkheid. De pupildadaden aan dat proefpersonen grotere pupillen
hadden als ze exploreerden dan als ze exploiteeDieresultaat ondersteunt het idee dat
exploratie wordt gestimuleerd door hoge LC-basig#eit (de tonic LC mode; zoals gereflecteerd
in een grotere pupil), terwijl exploitatie wordtsgenuleerd door lagere LC-basisactiviteit (de
phasic LC mode; zoals gereflecteerd in een kleipapal). Een andere bevinding was dat
veranderingen in de kosten/baten van de huidigedsttategie die optraden rondom de overgang
tussen exploitatie- en exploratieperiodes gepamgkg met geleidelijke veranderingen in
pupildiameter. Dit resultaat ondersteunt het ideeveranderingen in LC-activiteit worden
veroorzaakt door veranderingen in taakgerelatdavdeen en baten. De resultaten van deze studie
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ondersteunden dus de eerder beschreven theorigl@vel van het noradrenalinesysteem in de
regulatie van de exploratie-exploitatie balans.

Het bewijs voor de theorie dat is geleverd dooregmzpilstudie is echter heel indirect (we
maten geen LC-activiteit maar pupilgrootte, eeromderstelde index hiervan). Bovendien toonde
deze studie correlationele maar geen causale vid¢haaan. Om deze redenen hebben we in een
volgende studie onderzocht of we de balans tusgaoratie en exploitatie konden beinvioeden
door middel van een farmacologische manipulatiehetmoradrenalinesysteem (Hoofdstuk 3 van
dit proefschrift). In dit onderzoek gaven we praafonen een drug die de hoeveelheid
noradrenaline in het brein verhoogt; we creéerdenalls het ware een tonic LC mode in deze
proefpersonen. Onze verwachting was dat dit toteememende mate van exploratie zou leiden.
Rondom het tijdstip dat de effecten van deze dragimaal waren, voerden de proefpersonen een
aantal cognitieve taken uit die ontworpen warenexploratie/exploitatiegedrag te onderzoeken,
waaronder de goktaak die ook in de pupilstudie vgedatuikt. We vergeleken de resultaten van
deze proefpersonen met de resultaten van andezgppreonen waarbij het noradrenalinesysteem
niet was beinvloed (de controlegroep).

Tegen onze verwachtingen in vonden we in dezeestyelen aanwijzingen dat de
proefpersonen met verhoogde noradrenalineniveaaes exploreerden dan de controlegroep. Deze
bevinding kan worden gezien als problematisch daotheorie, en suggereert dat er misschien
andere mechanismen ten grondslag liggen aan deereissen LC/noradrenaline-activiteit en
gedrag/taakprestatie die werd gevonden in de apdiest Een andere mogelijkheid is dat het
noradrenalinesysteem wel een rol speelt in de exfidovan stimuli/acties buiten de huidige
taakcontext (wat niet werd onderzocht in onze sfanaar niet in de exploratie van verschillende
opties binnen één taak. Ook is het mogelijk dagelffect van onze farmacologische manipulatie erg
verschilde van persoon tot persoon, bijvoorbeetdmege individuele verschillen in
noradrenalineniveaus voordat de drug werd ingenoiere en andere mogelijkheden kunnen
worden onderzocht in toekomstig onderzoek.

Nieuwsgierigheid

De hierboven beschreven theorie stelt dat verangleni in LC/noradrenaline-activiteit
worden veroorzaakt door veranderingen in de kostelpaten van de huidige gedragsstrategie. De
verhoogde LC-activiteit in de tonic LC mode, enhieruit voortkomende toename in
exploratiegedrag, worden volgens de theorie vesakizdoor een afname in de opbrengsten en/of
toename in de kosten van het huidige gedrag. Veramgen in taakgerelateerde kosten en baten
zijn echter niet de enige factoren die aanleidingriien geven tot exploratiegedrag. Een andere
belangrijke factor is onzekerheid over de iderttitan een stimulus of de gevolgen van een actie.
Deze onzekerheid veroorzaakt vaak nieuwsgierighead kan worden gedefinieerd als de emoties
en cognities die geassocieerd zijn met het verlaoge iets nieuws of onbekends te weten te
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komen. Hoewel nieuwsgierigheid een belangrijkespselt in veel aspecten van gedrag is er nog
maar weinig bekend over de onderliggende herseremeshen.

Volgens een klassieke psychologische theorie oeemsgierigheid (Berlyne, 1954)
ontstaat nieuwsgierigheid naar een bepaalde stsfgdbeurtenis wanneer men onzeker is over de
identiteit of de uitkomst van deze stimulus/gebenig. De nieuwsgierigheid is groter naarmate
iemand meer tegenstrijdige hypothesen over de eneetimulus/gebeurtenis heeft, en naarmate de
waarschijnlijkheden van de verschillende hypothatiehter bij elkaar liggen. Volgens Berlyne is
nieuwsgierigheid een aversieve toestand die gepmatdmet een verhoogd arousalniveau. Een
andere assumptie van Berlyne’s theorie is dat @effipg van nieuwsgierigheid, door het
verkrijgen van relevante informatie, een beloneifelce heeft. In het onderzoek dat is beschreven in
Hoofdstuk 5 van dit proefschrift onderzochten wehdesenactivatie die optreedt tijdens
nieuwsgierigheid, en de hersenactivatie die optre@dneer deze nieuwsgierigheid wordt
opgeheven. Om perceptuele nieuwsgierigheid op k&kevelieten we proefpersonen onduidelijke
plaatjes bekijken. In sommige gevallen werd dewsgierigheid hierna opgeheven door het
bijbehorende duidelijke plaatje te vertonen. Tdrdg proefpersonen de plaatjes bekeken maten we
hun hersenactivatie met behulp van functional magnesonance imaging (fMRI).

De fMRI resultaten toonden aan dat nieuwsgieriglyejolaard ging met activatie van
hersengebieden die gevoelig zijn voor arousal, I andere negatieve ervaringen. De activatie
van deze hersengebieden was het sterkst bij preseipen met een nieuwsgierige persoonlijkheid
(gemeten met een nieuwsgierigheidsvragenlijstiopleeffing van nieuwsgierigheid leidde tot
activatie in hersengebieden die betrokken zijrdbiyerwerking van beloningen. Daarnaast vonden
we dat de opheffing van onzekerheid de hippocaraptigeerde, een hersengebied dat een
belangrijke rol speelt in geheugenvorming. Ook weerde plaatjes die in eerste instantie
geassocieerd waren met onzekerheid later beteooatém. Deze resultaten leveren bewijs op een
neurobiologisch niveau voor het idee dat nieuwsgjieid een aversieve conditie is die leidt tot een
verhoogd arousalniveau, en dat de opheffing vae deanditie belonend werkt. Ook hebben de
resultaten een aantal praktische implicaties; dedeng dat plaatjes die in eerste instantie met
onzekerheid geassocieerd waren beter werden orghaudjgereert bijvoorbeeld dat mensen
lesmateriaal beter zullen onthouden als ze vaotenvnieuwsgierig zijn gemaakt over dit
materiaal.

Acute arousal effecten, temporele zekerheid en infimatieverwerking

De veranderingen in LC/noradrenaline-activiteit sis@nenhangen met veranderingen in de
exploitatie-exploratie balans ontwikkelen zich operiodes van meerdere seconden of minuten; dit
worden wel tonische effecten genoemd. Zoals edrelschreven treden er naast deze relatief
langzame veranderingen ook hele snelle toenamigS-activiteit op wanneer er een taakrelevante
stimulus wordt waargenomen (de phasic LC repom®ephasic LC response treedt niet alleen op
na taakrelevante stimuli, maar ook na stimuli dggietens, onverwacht of emotioneel geladen zijn;
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dus eigenlijk na alle stimuli waarop een snelletieavan belang zou kunnen zijn voor overleving.
In het onderzoek dat is beschreven in Hoofdstulrédit proefschrift onderzochten we de effecten
van één categorie van deze stimuli, namelijk onaehte harde tonen.

Experimenten waarbij proefpersonen zo snel mogeébjk beslissing moeten maken over
een visuele stimulus (bijvoorbeeld de simpele Besig of een reeks letters wel of geen bestaand
woord vormt) hebben aangetoond dat deze beslisssgaler worden gemaakt als er tegelijkertijd
met de visuele stimulus een opvallende stimulieeimandere modaliteit, zoals een harde toon,
wordt aangeboden. Hoewel deze extra stimulus cahplelevant is voor de beslissing die
genomen moet worden over de visuele stimulus, e#rdeze toch de reactie op de visuele
stimulus; dit wordt heaccessory stimulus effegenoemd. Het accessory stimulus effect wordt
toegeschreven aan een tijdelijke verhoging vansaoteroorzaakt door de extra stimulus, maar het
is niet duidelijk welk gedeelte van het informagewerkingsproces hierdoor versneld wordt. In de
experimenten die zijn beschreven in Hoofdstuk 6 diaproefschrift onderzochten we deze vraag.
Eerst onderzochten we met behulp van elektro-elogetfie (EEG) hoe de hersenactiviteit tijdens
het maken van simpele beslissingen over visuateusitiverd beinvioed door irrelevante harde
tonen. Met EEG is het mogelijk om het tijdsverla@m de hersenactiviteit die gepaard gaat met de
verwerking van de visuele stimulus heel precidseldjken. De resultaten lieten zien dat bepaalde
componenten van hersenactiviteit die redelijk sr@etle stimulus optreden, en te maken hebben met
de perceptuele verwerking van de visuele stimdasller plaatsvonden als er ook een toon werd
aangeboden. De timing van latere componenten,ediekken zijn bij het maken van een beslissing
en het reageren op de stimulus, werd echter nievleed door de tonen. Dit duidt erop dat de
irrelevante tonen vroege perceptuele processenelden, maar geen effect hadden op de snelheid
van latere stadia van de informatieverwerking. Dex#clusie werd ook ondersteund door de
resultaten van een tweede experiment, waarin weneelel gebruikten om de effecten van de harde
tonen op verschillende onderdelen van de informatigerking te onderscheiden.

Omdat de tonen in de experimenten uit Hoofdstukg@lijkertijd werden aangeboden met
de visuele stimuli waarop gereageerd moest woikd@rnjen de tonen niet gebruikt worden om het
moment waarop de visuele stimulus zou verschijeerbrspellen. De versnelde reactie op visuele
stimuli die gepaard gingen met een harde toongbetssory stimulus effect) was daarom geen
gevolg van een bewuste strategie van de proefpersa@ar trad automatisch op. In Hoofdstuk 7
van dit proefschrift onderzochten we een andercetfat hier mogelijk aan gerelateerd is: het
fenomeen dat mensen sneller op een stimulus reagkree het moment waarop deze stimulus
verschijnt goed kunnen voorspellen. Een alledaagsbeeld hiervan zijn wachttijdindicators bij
stoplichten die aangeven hoe lang het nog duunt kebstoplicht op groen springt; hierdoor
kunnen mensen anticiperen op het moment dat haticdtbogroen wordt en heel snel reageren
wanneer dit gebeurt. Een aantal studies heeft &@aoe dat temporele anticipatie samengaat met
veranderingen in alertheid, en dat het noradreesyisteem hier een belangrijke rol in speelt. De
experimenten in Hoofdstuk 7 toonden aan dat tenipaekerheid (voorspelbaarheid van het
moment waarop de stimulus verschijnt) de vroegeqptuele verwerking van een stimulus en/of de
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late motorische reactie op een stimulus versnelngdorele zekerheid bleek echter geen invioed te
hebben op tussenliggende stadia van de informatuevking die betrokken zijn bij het maken van
een beslissing over de stimulus. De overeenkonsssen de effecten van temporele zekerheid
(Hoofdstuk 7) en de effecten van een automatisobeaime in arousal veroorzaakt door accessory
stimuli (Hoofdstuk 6) suggereren dat beide effectear dezelfde hersenmechanismen worden
gemoduleerd.

DpH-deficiéntie en cognitie

Alle tot nu toe beschreven studies onderzochtensategerelateerde cognitieve processen
en hersenfunctie in gezonde personen. Gezien dadrgke rol van het noradrenalinesysteem in de
regulatie van cognitie en gedrag is het niet vegad dat disfuncties van dit systeem kenmerkend
zZijn voor verschillende psychiatrische aandoeningeals depressie en ADHD. Een interessante
disfunctie van het noradrenalinesysteem in ditdpzsdopamines-hydroxylase ([DH)
deficiéntie DBH-deficiéntie is een zeldzame stoornis waarbijeretym dat verantwoordelijk is
voor de omzetting van dopamine in noradrenalinewezkt. Patiénten met deze stoornis hebben
hierdoor totaal geen noradrenaline in hun licha&imecsenen, maar dit gebrek aan noradrenaline
kan worden hersteld door middel van medicatie &Aggh met PH-deficiéntie hebben zonder
medicatie veel last van lichamelijke klachten, meahebben opmerkelijkerwijs geen opvallende
cognitieve afwijkingen. Het cognitief functionerean patiénten met [fH-deficiéntie was tot
kortgeleden echter nooit systematisch onderzodmyaoor het niet duidelijk was of deze patiénten
misschien toch subtiele afwijkingen op neurocoegiigebied hebben.

Het onderzoek dat is beschreven in Hoofdstuk 4dvaproefschrift was het eerste
onderzoek naar het neurocognitief functionerenpatiénten met PH-deficiéntie. We namen een
testbatterij van cognitieve taken af bij vijf patién met BH-deficiéntie, €én keer met en €én keer
zonder medicatie. Ook onderzochten we de hersertattvan de patiénten met behulp van EEG,
en maakten we MRI-scans van hun hersenen om eVermuwgjkingen in hersenstructuur te
onderzoeken. Alle resultaten van de patiénten wevdegeleken met die van een gezonde
controlegroep. De MRI-resultaten toonden aan dgtadi€nten een kleiner hersenvolume hadden
dan de controlegroep, wat klopt met het idee deddrenaline de afbraak van neuronen tegengaat.
De prestatie van de patiénten op de meeste takedevaognitieve testbatterij week echter niet af
van die van de controlegroep, en werd niet beinvtimr medicatie. De patiénten presteerden zelfs
normaal op cognitieve taken waarbij noradrenalioleaalgesproken een belangrijke rol speelt. Dit
suggereert dat de hersenen van patiénten tdtd2ficiéntie compensatiemechanismen hebben
ontwikkeld voor de afwezigheid van noradrenalinaf deze compensatiemechanismen precies zijn
is een interessante vraag voor toekomstig onderzoek
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