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In this work, we study the chiral symmetry breaking in pseudo-quantum electrodynamics in (2þ 1)

dimensions, which is designed to reproduce a Coulomb potential for charged particles on a plane

interacting via photons propagating in (3þ 1) space-time dimensions and would be relevant for

applications to condensed-matter systems. Using an ultraviolet cutoff in the momentum integrals, we

show that there is a critical dimensionless coupling �c ¼ �=4 above which there is chiral symmetry

breaking. In the case of the theory with N massless fermions, we obtain a critical value of the number of

fermion flavors, Nc, below which the chiral symmetry breaking occurs. Finally, we discuss the relevance

of our results to graphene in the ultimate deep infrared regime where the Fermi velocity of the Dirac

fermions approaches the velocity of light.
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I. INTRODUCTION

Gauge theories with Uð1Þ or UðNÞ symmetries—such
as the three-dimensional quantum electrodynamics
(QED3)—have many features similar to quantum chromo-
dynamics, such as chiral symmetry breaking (CSB) and
confinement [1–13]. The critical behavior of quantum
electrodynamics in three as well as in four dimensions
has been investigated close to the CSB transition, when
fermions acquire dynamically generated mass. This is a
nonperturbative effect and the coupled Schwinger-Dyson
(SD) equations [14,15] for the fermion self-energy
turned out to be appropriate to analyze the chiral phase
transition [16].

In massless four-dimensional quantum electrodynamics
(QED4), the authors in Ref. [17], using the quenched
approximation (without fermion loop corrections), ob-
tained solutions of the SD equation for the fermion self-
energy. In Ref. [18] the theory with an ultraviolet (UV)
cutoff � was studied in the weak-coupling limit, and it
was shown that for the values of the coupling constant
�< �c ¼ �=3, there exists no spontaneous chiral (or
scale) symmetry breaking. The solutions of the SD equa-
tions for both weak and strong coupling were analyzed in
detail in Ref. [19] where it has been found that in the
massless case the spontaneous CSB occurs only if

�> �c ¼ �=3, leading to generation of the fermion
mass scale. By using a vertex ansatz proposed in
Ref. [20], the authors in Ref. [21] have confirmed the
existence of a critical coupling and have shown that the
numerical changes are fairly small compared to the ladder
approximation. Therefore, the ladder approximation is suf-
ficient in order to obtain the critical coupling constant.
Within the quenched ladder approximation with finite cut-
off, considering the Landau gauge, this critical point�c was
interpreted byMiransky et al. [22] as a nontrivial ultraviolet
fixed point defining the continuum limit ofQED4, for which
the corresponding scaling law for the dynamically gener-

ated mass is / �exp ð��=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�=�c � 1

p Þ. Numerical simu-
lations on the lattice in noncompact QED4 have confirmed
such critical point [23]. In the unquenched approximation,
taking into account the fermion-loop corrections in the
vacuum polarization results in the changing of
the Miransky scaling law to / �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�� �c

p
[24]. Recently,

the authors in Ref. [25] have shown, using a multiplica-
tively renormalizable photon propagator proposed in
Ref. [26], that above a critical value of the fermion flavors
Nc chiral symmetry is restored and the scaling law is given
by / �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Nc � N

p
. As claimed by these authors, this critical

number of fermion flavors is a consequence of the fact that
there exists a critical value of the coupling constant above
which the mass is dynamically generated.
In the context of massless QED3 with N fermion flavors,

in the lowest-order of 1=N expansion, it is conjectured
that there is a critical value for the number of flavors
(Nc ¼ 32=�2 � 3:2) below which the CSB occurs
[1,5,27]. In the framework of the numerical lattice
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simulations, it has been shown that 3<Nc < 4 [28].
Higher order corrections in 1=N expansion suggest that
the critical number of the fermion flavors does not quali-
tatively change from the lowest-order result [7]. Results
obtained by using different types of ansatz for the vertex
function, including those which satisfy the Ward-
Takahashi identities [10,12,20,29,30], also show that there
is a critical number Nc in QED3 below which CSB occurs
and fermions acquire mass. However, the existence of this
critical number has been criticized by some authors that
suggest that chiral symmetry is dynamically broken for
arbitrarily large N in massless QED3 [8,12,31].

It should be noted that in QED3 all the above results
were obtained using the fact that the electromagnetic field
is confined to a plane. Although the electrons are confined
to a plane, the electromagnetic field through which they
interact may not be subjected to this constraint. This allows
us to investigate more general physical situations, such as
those where electrons are confined to a two-dimensional
plane while the dynamical U(1) gauge field propagates into
one extra spatial dimension. Thereby, the electrostatic
potential between the electrons is Coulomb-like ð/ 1=rÞ,
and not logarithmic as is the case in QED3. Formally, the
correct description of this system can be achieved in three-
dimensional Euclidean space-time by changing the usual

Maxwell term �F2
�� by �F2

��=ð�hÞ1=2, which reprodu-

ces the Coulomb interaction for two charged particles [32].
In Ref. [33], Marino obtained such an effective description
of electrons moving in a plane, but interacting through
an electromagnetic field embedded in a four-dimensional
space-time, resulting in the nonlocal Maxwell-like term in
the action. An equivalent version of this theory has been
subsequently studied by Gonzalez et al. [34]. The quanti-
zation of such theory, called pseudo-quantum electrody-
namics, has been studied in Ref. [35] where it has been
shown that, despite the nonlocality of the Maxwell term,
the causality is respected and its Green functions are well
defined. In this scenario, the new Maxwell term makes the
canonical dimension of the gauge field equal to one in
mass units. Therefore, when the matter field is minimally
coupled to the gauge field, the coupling constant becomes
dimensionless. Thus, in the sense of power counting
[14,36], three-dimensional pseudo-quantum electrody-
namics (PQED3) resembles more QED4 than QED3. On
the other hand, since the charged fermionic matter is con-
fined to the plane, we expect that the PQED3 retains some
properties of QED3.

The purpose of this paper is to study the CSB in the
PQED3 and its similarities with the criticality in both
QED3 and QED4. Motivation for this work also stems, at
least partially, from the relevance of PQED3 in condensed-
matter physics. In particular, this theory is relevant for
graphene which is a two-dimensional crystal of carbon
atoms placed on a honeycomb lattice with massless line-
arly dispersing quasiparticles in the vicinity of the corners

of the hexagonal Brillouin zone propagating with the
Fermi velocity vF � c=300, where c is the velocity of light
[37]. Since the honeycomb lattice is bipartite and only two
out of six corners of the hexagonal Brillouin zone are
inequivalent, electrons in graphene, neglecting their spin,
at low energies can be effectively described in terms of a
four-component Dirac spinor with its dynamics given by
the usual Dirac Lagrangian. Electrons confined in the
graphene sheet, being charged, interact via the electromag-
netic field which, however, propagates through three-
dimensional space. Therefore, the theory describing
interacting Dirac fermions in graphene is PQED3-like
with a fundamental difference: the Lorentz invariance is
absent since vF � c. Furthermore, since vF � c, to study
this system, it is thus enough to keep the static long-range
Coulomb interaction, i.e., to neglect the retardation effects
in the full theory. As the result, the Fermi velocity is
renormalized, and flows logarithmically slowly to the
velocity of light reached in the ultimate ultrarelativistic
regime [34]. However, this regime is not experimentally
reachable due to the logarithmically slow increase of the
Fermi velocity. Interacting Dirac fermions in graphene are
in this deep infrared regime described by PQED3 due to the
restoration of the Lorentz symmetry as all velocities in the
problem are then equal to the velocity of light. Therefore,
the results of this paper may be relevant in this ultrarela-
tivistic regime. Finally, let us mention that physics of
graphene in this deep infrared regime has been recently
studied in Refs. [38–40].
In order to study the CSB in PQED3 we adopt a strategy

based on the coupled SD equations for the photon and
fermion propagators which proved to be useful in the
studies of the same phenomenon in QED3 and QED4.
The paper is organized as follows. In Sec. II we present
the model and make a connection to the physical situation
in graphene. In Sec. III we set up the SD equations for the
photon and fermion propagators and we present the trun-
cation scheme used in this paper which we wish to exam-
ine. In Sec. IV we investigate the analytical solutions of the
integral equation for the mass function of fermions in its
linearized form. In Sec. V we examine the influence of
vacuum polarization on the CSB using the N massless
fermion flavors version and adopting a 1=N expansion.
We summarize our results in Sec. VI. In Appendices A
and B we numerically solve the nonlinear integral equation
for the dynamically generated mass and the integral
equation for the wave function renormalization, respec-
tively, confirming the analytical results obtained in
Secs. IV and V.

II. THE MODEL

Let us start by considering theory of the massive
fermions given by the following Lagrangian in three-
dimensional Euclidean space-time
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L ¼ 1

4

F��F
��

ð�hÞ1=2 þ
�c

�
i��@� þmþ e

2
��A�

�
c

� �

2
A�

@�@�

ð�hÞ1=2 A�; (1)

where h is the d’Alembertian operator, m is the bare
fermion mass which explicitly breaks both chiral and scale
symmetry, and e is the unrenormalized (bare) coupling
constant. The last term is the gauge fixing. In the above
Lagrangian, we have set both the velocity of the fermions,
vF, recovered in the above Lagrangian by substituting
��@� � �0@0 þ �i@i ! �0@0 þ vF�

i@i, and the velocity

of the gauge field (the velocity of light), c, equal to one.
However, in general, these two velocities need not be
equal. In particular, in graphene, the Fermi velocity of
the low-energy Dirac quasiparticles is vF � c=300, and
as the result the pseudo-Lorentz invariance of the graphe-
ne’s noninteracting Dirac Lagrangian is broken. The mass
m in Lagrangian (1), when a suitable representation of the
� matrices is chosen, describes a possible charge-density-
wave gap in the spectrum of electrons on the honeycomb
lattice which breaks the sublattice symmetry [41].
Other relativistically invariant masses, neglecting possible
superconducting instability, correspond to breaking
of translational-lattice, time-reversal, or spin-rotational
symmetry of the electrons on the graphene’s honeycomb
lattice [42]. Even more possibilities for the relativistic
mass gaps arise when the superconducting instability is
taken into account [43,44].

The Lagrangian (1) was proposed by Marino [33] to
describe the effective electromagnetic interaction for par-
ticles confined to a plane. It is obtained by dimensional
reduction of QED4 (spinor or scalar) considering that
the current satisfies the condition J

�
3þ1ðx0; x1; x2; x3Þ ¼

J�ðx0; x1; x2Þ�ðx3Þ for � ¼ 0, 1, 2 and it is null for � ¼
3 which takes into account that the fermions are confined
to a plane. In fact, defining the functional generator to the
Green function of the gauge field, we obtain

Z½J�� ¼
Z

DA�e
�
R

d3x½14
F��F

��

ð�hÞ1=2�
�
2A�

@�@�

ð�hÞ1=2A��
e�

e
2

R
d3xJ�A�

¼
Z

DA�e
�
R

d3x½12A�O��A�þe
2J

�A��

¼ e
e2

8

R
d3xJ�O�1

��J
�

; (2)

where J� ¼ �c��c , and

O �� ¼ ���� h

ð�hÞ1=2 þ ð1� �Þ @�@�

ð�hÞ1=2 : (3)

Since the current is conserved, Eq. (2) leads, together with
the Dirac Lagrangian, to the following effective theory

L eff ¼�e2

8
�c��c

1

ð�hÞ1=2
�c��c þ �c i��@�c ; (4)

which is the same effective theory obtained by dimensional
reduction ofQED4 when the matter is confined to the x1-x2
plane, after the gauge field has been integrated out [33].
Therefore, this theory has similarities with both QED3

(particles moving on the plane with the gauge field con-
fined to the same plane) and QED4 (both the fermions and
the gauge field ‘‘live’’ in four-dimensional space-time).
Furthermore, the interaction above is dynamical and it
fully incorporates retardation effects, since this theory
has Lorentz invariance. On the other hand, when the
Fermi velocity vF is explicitly recovered in Lagrangian
(4), and after taking the limit vF � c, the static long-range
Coulomb interaction with a 1=r-tale is recovered.
In this paper,we are interested inCSB in three-dimensional

space-time, and use a four-dimensional representation of
gamma matrices [45,46]. As the coupling constant e in
Eq. (1) is dimensionless, the theory is renormalizable in the
usual power counting sense, unlike the usual quantumelectro-
dynamics in three space-time dimensions which is super-
renormalizable and ultraviolet finite. The Feynman rules for
the model are obtained as usual. The interaction vertex is
given by e��=2 and the inverse bare fermion propagator is

S�1
0F ðpÞ ¼ ���p� þm: (5)

The bare gauge field propagator can be obtained from (3), and
in momentum space reads

�0��ðpÞ ¼ 1

ðp2Þ1=2
�
��� �

�
1� 1

�

�
p�p�

p2

�
: (6)

As we can observe, the propagator above has a better infrared
behavior than in theQED4 theory. Moreover, the fact that the
propagator behaves as 1=pwill lead to amuch simpler kernel
than QED3 or QED4, when we consider the vacuum polar-
ization, as discussed in Sec. V.

III. THE COUPLED SD EQUATIONS

The inverse of fermion and photon propagators read

S�1
F ðpÞ ¼ S�1

0F ðpÞ ��ðpÞ (7)

and

��1
��ðpÞ ¼ ��1

0�� ����ðpÞ (8)

with the corresponding diagrammatic representation
shown in Figs. 1 and 2, respectively. The self-energies are

�ðpÞ ¼ e2

4

Z d3k

ð2�Þ3 �
�SFðkÞ��ðk; pÞ���ðp� kÞ (9)

and

���ðpÞ ¼ � e2

4

Z d3k

ð2�Þ3 Tr½��SFðkþ pÞ��ðk; pÞSFðkÞ�;
(10)

representing the coupled SD equations for the fermion and
for the photon. The factor ð�1Þ in Eq. (10) arises from the
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fermion loop in the usual way. In the above expressions,
SF, ���, and �

� mean full propagators and vertex, respec-

tively, and Tr denotes trace over the spinor indices.
Equations (9) and (10) form a set of complicated

coupled nonlinear integral equations and this calls for an
approximation to treat this problem. The most common
approximation used in literature is the ladder approxima-
tion for vertex, also called rainbow approximation, that
uses a bare vertex for the boson-fermion coupling, i.e.,
��ðk; pÞ ¼ ��. When this approximation is combined
with the quenched approximation, i.e., neglecting
fermion-loop contributions to the vacuum polarization,
meaning ���ðpÞ ¼ �0��ðpÞ, Eqs. (9) and (10) decouple

and can be studied separately. In this situation we can write
the inverse of the full fermion propagator as

S�1
F ðpÞ ¼ S�1

0F ðpÞ � ��
Z d3k

ð2�Þ3 �
�SFðkÞ���0��ðp� kÞ;

(11)

where we have defined e2 ¼ 4�� as in QED4.
In Euclidean space we can write the inverse fermion

propagator as

S�1
F ðpÞ ¼ �p��

�AðpÞ þ�ðpÞ; (12)

whereAðpÞ is thewave function renormalization and�ðpÞ is
the mass function which leads to dynamically generated
mass for fermions. Substituting Eq. (12) into Eq. (11), we get

� p��
�AðpÞ þ�ðpÞ

¼ �p��
� þm� ��

Z d3k

ð2�Þ3 �
�

�
�

1

�k��
�AðkÞ þ �ðkÞ

�
���0��ðp� kÞ: (13)

From the equation above,we can obtain expressions forAðpÞ
and �ðpÞ using simple trace operators over the � matrices.
Multiplying both sides of Eq. (13) by ��p

� and then taking

the trace on both sides, we conclude that, perturbatively,
AðpÞ ¼ 1þOð�Þ (see Appendix B). On the other hand,
taking the trace on both sides in Eq. (13), using the identities
in Ref. [47], we obtain the following equation for �ðpÞ:

�ðpÞ ¼ mþ ��
Z d3k

ð2�Þ3
�ðkÞ����0��ðp� kÞ
A2ðkÞk2 þ �2ðkÞ : (14)

Using the Landau gauge� ! 1 and carrying out the angular
integration, Eq. (14) takes the form

�ðpÞ ¼ mþ �

2�p

Z 1

0
dk

k�ðkÞðjpþ kj � jp� kjÞ
A2ðkÞk2 þ�2ðkÞ :

(15)

Although the inclusion of higher order terms in AðpÞ is
essential to recover the gauge invariance [29], when we
use that in leading order AðpÞ � 1, the qualitative results
for �ðpÞ as a function of the coupling strength are not
changed [4]. Provided that we are interested in CSB, we
will consider from now on m ¼ 0, which is also motivated
by the physical situation in graphene. In this case, since the
theory does not have an intrinsic mass scale, it is more
convenient to use a finite Euclidean ultraviolet cutoff � to
set our scale to studyCSB [22,48].We can always set� ¼ 1
at any point in our calculation. Using this and breaking the
momentum integration into two regions, Eq. (15) becomes

�ðpÞ ¼ �

�p

�Z p

0

k2�ðkÞ
k2 þ�2ðkÞdkþ p

Z �

p

k�ðkÞ
k2 þ �2ðkÞdk

�
:

(16)

The integral above can be conveniently transformed into an
ordinary differential equationwith two appropriate boundary
conditions. Indeed, ifwe differentiate Eq. (16)with respect to
p we obtain

�0ðpÞ ¼ � �

�p2

Z p

0

k2�ðkÞ
k2 þ �2ðkÞ dk: (17)

Multiplying by p2 and differentiating once again we find

p2�00ðpÞ þ 2p�0ðpÞ þ �

�

p2�ðpÞ
p2 þ �2ðpÞ ¼ 0: (18)

Using Eqs. (16) and (17), we find that

lim
p!�

�
p
d�ðpÞ
dp

þ�ðpÞ
�
¼ 0 (19)

and

lim
p!0

p2 d�ðpÞ
dp

¼ 0; (20)

which represent the ultraviolet (UV) and infrared (IR) bound-
ary conditions, respectively. The existence of a nontrivial

FIG. 2. The photon SD equation. Filled dots indicate full
propagators and vertex. The second term on the right-hand
side represents the photon self-energy ���ðpÞ.

FIG. 1. The fermion SD equation. Filled dots indicate full
propagators and vertex. The second term on the right-hand
side represents the fermion self-energy �ðpÞ.
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solution for the dynamical fermion mass given by Eq. (18)
indicate the existence of CSB.

We must use some additional conditions to obtain
analytical solutions for Eq. (18). We will use the same
approach applied to differential equations to study CSB in
QED3 and QED4 given by p � �ðpÞ. This approach was
confirmed for both theories in many different contexts
[1,3–5,12,49]. Furthermore, this approach is in agreement
with the integral equation (17) for the first derivative of
�ðpÞ. Indeed �0ðpÞ 	 0, then when p increases �ðpÞ
decreases, so we expect that �ðp ! 1Þ ¼ 0.

For small momenta p � 0, where the nonlinear term is
more relevant, we show in Appendix A that for the behav-
ior of the numerical solution, this nonlinearity is not
important. Therefore, the analytical solution will behave
almost identically as the numerical solution, since the
nonlinear term p2 þ �2ðpÞ � p2 þ �2ð0Þ for all external
momenta. Indeed, the authors in Refs. [12,50] adopted this
condition to linearize the differential equation in QED3

and they have not found any change in the critical behavior
of the theory, in comparison with the approximation
p � �ðpÞ. In the next section we apply these approaches
to PQED3.

IV. ANALYTICAL SOLUTION FOR �ðpÞ
A. p � �ðpÞ approximation

Using p � �ðpÞ to study the critical behavior of �ðpÞ,
the Eq. (18) takes the simple linear form

d

dp

�
p2 d�ðpÞ

dp

�
þ �

�
�ðpÞ ¼ 0; (21)

which has the following solution:

�ðpÞ ¼ �1ðpÞ þ �2ðpÞ ¼ B1p
�	

2 þ B2p
�1þ	

2 ; (22)

where 	 ¼ 1� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �=�c

p
, with the critical coupling

�c ¼ �=4. The arbitrary constants B1 and B2 have dimen-
sion, respectively, given by 1þ 	

2 and 2� 	
2 , in mass units.

In this linear regime we can analyze two relevant limits
concerning the cutoff �.

1. The limit � ! 1
It should be noted that in the limit the solutions in

Eq. (22) satisfy both IR and UV boundary conditions for
any range of �. Therefore, CSB occurs in PQED3 within
the rainbow-quenched approximation for all values of the
coupling constant in this limit of the cutoff which is
comparable to the result for QED4 in Ref. [51].

2. Finite cutoff �

Motivated by the physical situation in the electron sys-
tems on a lattice, as well as by the possible relevance of our
study for some of these systems, we now take the cutoff �
to be finite. In this case, it is more convenient to solve

Eq. (21) and use the IR boundary condition first. Then, we
use the UV boundary condition to determine whether or
not this is a nontrivial solution of the SD equation. For the
case in which �< �c we have 0< 	< 1 and the two
solutions do not satisfy the UV boundary condition. The
only analytical solution for this case is �ðpÞ ¼ 0 and there
is no CSB.
For �> �c, 	 is complex and Eq. (21) admits the

following oscillatory solution:

�ðpÞ ¼ 1ffiffiffiffi
p

p ½C1 cos ð� logpÞ þ iC2 sin ð� logpÞ�

¼ Dffiffiffiffi
p

p sin

�
�

�
log

p
��ð0Þ þ �

��
; (23)

where 2� ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�=�c � 1

p
> 0, D ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2
1 � C2

2

q
with C1 ¼

B1 þ B2, C2 ¼ B2 � B1, and �� ¼ arctan ð�iC1=C2Þ is a
phase. We have introduced a logarithmic scale factor ��ð0Þ
in the last line of the Eq. (23). This scale factor can be
obtained imposing the UV boundary condition, which
gives, for � ! �c,

��ð0Þ ¼ �e2þ� exp

2
64� 2n�ffiffiffiffiffiffiffiffiffiffiffiffiffi

�
�c
� 1

q
3
75; (24)

where n ¼ 0; 1; 2; . . . . Therefore, we can conclude that
chiral symmetry may be dynamically broken in the
rainbow-quenched PQED3 if the coupling exceeds �c for
finite �. The scale parameter exhibits a phase transition as
� ! �c and obeys the Miransky scaling law [22] which is
a well-known result in the context of QED4 [16,22,52]. In
order to check these analytical solutions, we numerically
solved Eq. (15) in Appendix A which indeed confirms the
analytical solutions obtained in this section.

B. p2 þ�2ðpÞ � p2 þ�2ð0Þ approximation

By using the approach proposed by Refs. [12,50],
p2 þ �2ðpÞ � p2 þ �2ð0Þ, we will show that the critical
behavior obtained from the linearization p � �ðpÞ does
not change. Moreover, the solution obtained from this
approach is compatible with the Miransky scaling law
which we found earlier. First, notice that Eq. (18) admits
the following solution:

�ðpÞ ¼ �ð0Þ2F1

�
�; �
;

3

2
;� p2

�2ð0Þ
�
; (25)

where

� ¼ 1

4
� i

4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�

�c

� 1

s
; (26)

and 2F1 is the confluent hypergeometric function, which
satisfies the IR boundary condition for all values of �. For
� ! 1, the UV boundary condition (19) is also satisfied,
then the solution (25) implies CSB for all values of the
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coupling constant in the limit � ! 1, confirming the
results obtained previously.

In the case with � finite it is not easy at first to analyse
the UV boundary condition for all values of the coupling
constant. However, the solution above clearly has a differ-
ent behavior at �< �c ¼ �=4 (� is real) or �> �c ¼
�=4 (� is complex). Indeed, using � ¼ 10 for conve-
nience, and therefore measuring the momentum and en-
ergy in units of�=10, as well as � ¼ 0:9�c, we obtain that
�ð0Þ � 10�9, which is negligible. Therefore, the chiral
symmetry can be taken as exact with a large precision
which we also verified using different values of the UV
cutoff.

Using � ¼ 1:5�c (� is complex) and the value of the
cutoff as before, then imposing the UV boundary condi-
tions, we find Ref�ð0Þg ¼ 0:033 (considering just the real
part of the solution). The term�ð0Þ increases by a factor of
107 in the units of �=10, thus, we conclude that CSB
occurs only for �> �c ¼ �=4. Keeping � ¼ 1:5�c and
changing the UV cutoff, it is possible to obtain the exact
solution Ref�ð0Þg ¼ 0:0033�. Keeping � ¼ 10 and
changing the coupling constant �, it is possible to show

that the numerical solutions behave like Re�ð0Þ ¼
e2þ��e�C=

ffiffiffiffiffiffiffiffiffiffiffiffiffi
�=�c�1

p
with � ¼ �1:22 and C ¼ �3:99.

The mass scale Re�ð0Þ obeys the Miransky scaling law,

like the parameter ��ð0Þ obtained in the last section.
Furthermore, the critical coupling constant is exactly the
same �c ¼ �=4.

According to Refs. [12,50], this approximation is ade-
quate for both small and large momenta, because for small
momenta �ðpÞ is almost constant, and for large momenta,
both �2ðpÞ and �2ð0Þ are negligible with respect to p2.
Therefore, as we obtain the same critical behavior and
similar mass scale using different approaches, according
to the results of this section, in the next section, where we
study CSB in terms of the number of the fermion flavors,
we will adopt the simplest approach p � �ðpÞ.

V. THE CASE OF N MASSLESS
FERMION FLAVORS

Now we will examine the influence of vacuum polariza-
tion on the CSB in the model with N massless fermion
flavors. For this purpose, we will use the 1=N approxima-
tion and extend the Lagrangian (1) to N massless fermions

L ¼ 1

4

F��F
��

ð�hÞ1=2 þ
XN
a¼1

�c a

�
i��@� þ e

2
��A�

�
c a

þ �

2
A�

@�@�

ð�hÞ1=2 A�: (27)

We have now two independent parameters: the coupling
constant e and the number of fermion flavors N. This will
allow us to make a comparison with the criticality of

QED3, as we shall see. Therefore, we assume that if the
mass generation occurs, it must be for small N.
The vacuum polarization tensor in the limit of vanishing

fermion mass reads

���ðpÞ ¼ �ðp2Þ
�
��� � p�p�

p2

�
(28)

with �ðp2Þ ¼ ðg=8Þ ffiffiffiffiffiffi
p2

p
[2,3]. Thus, the full photon

propagator is

���ðpÞ ¼ 1ffiffiffiffiffiffi
p2

p ð1þ g
8Þ
�
��� � p�p�

p2

�
; (29)

which shows that the vacuum polarization effect does not
change the infrared and ultraviolet behavior of the gauge
field propagator, as expected since the propagator is non-
analytic in the momentum [53]. Replacing �� ! g=N and
�0�� ! ��� in Eq. (14), using the leading order for the

vertex and putting AðpÞ � 1 (see Appendix B), we obtain a
differential equation similar to Eq. (18). This differential
equation satisfies the same boundary conditions as Eq. (19)
and (20), and therefore the conclusions obtained in the
previous case (rainbow-quenched approximation) can be
easily extended to the rainbow unquenched approximation.
The solution of the linearized differential equation (18)

is given by Eq. (22) with

	 ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4g

N�2ð1þ g
8Þ

s
: (30)

As now we have two independent dimensionless parame-
tersN and g, we have freedom in choosing the parameter to
be used to study the criticality. In this case, it is natural to
choose the number of fermion flavors for which, from the
above equation, we obtain the critical number for the
restoration of the chiral symmetry

Nc ¼ 4g

�2ð1þ g
8Þ
; (31)

which is a result different than in QED3 and QED4.
Furthermore, it is interesting to observe that Nc increases
slowly with g. Its maximum value is given by Nmax

c ¼
32=�2, for g ! 1, which is also the critical value obtained
in QED3 [1,5]. Since in the limit � ! 1 CSB occurs for
any number of fermion flavors similar as in the rainbow-
quenched approximation, in the following we will inves-
tigate the case of a finite cutoff.

A. Finite cutoff �

ForN >Nc we have nonoscillatory solutions that satisfy
the IR condition, but do not satisfy the UV boundary
condition. Thus, as before, the only analytical solution is
�ðpÞ ¼ 0 and therefore there is no CSB.
For N <Nc the solution that satisfies the UV boundary

condition is given by the equation
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�ðpÞ ¼ ~Dffiffiffiffi
p

p sin

�
1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Nc

N
� 1

s �
log

p
~�ð0Þ þ

~�

��
; (32)

where ~D and ~� are constants and for N ! Nc the mass
scale is

~�ð0Þ ¼ �e2þ ~� exp

2
64� 2n�ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Nc

N � 1
q

3
75; (33)

which also exhibits Miransky scaling law as the rainbow-
quenched approximation. Therefore, we can conclude that
within this approximation there is a critical number of
Dirac fermion flavors Nc given by Eq. (31) below which
the chiral symmetry breaking takes place. On the other
hand, above this critical number of fermion flavors, the
chiral symmetry is restored.

VI. FINAL REMARKS

In this paper, we have studied the chiral symmetry
breaking in pseudo-quantum electrodynamics in (2þ 1)
dimensions. We obtained analytical solutions of
Schwinger-Dyson equations for the fermion self-energy
using an appropriate truncation scheme. We analyzed two
versions of the model: in the first case we considered
the single fermion and in the second case we studied the
version of the theory with N fermion flavors within the
large-N expansion. In both cases we used the linearized
equations. We have also used the rainbow-quenched ap-
proximations for the first case and rainbow-unquenched
approximations to leading order in 1=N in the second one.

In the rainbow-quenched approximation, when the con-
tinuum limit (� ! 1) for the massless theory is consid-
ered, we obtained a nontrivial analytical solution for the
dynamical fermion mass for all values of the coupling
constant, indicating the existence of CSB. For finite cutoff
we obtained a nontrivial analytical solution for the mass
function only for the regime in which �> �c ¼ �=4 �
0:78, and so there is CSB. This mass function exhibits
a phase transition as � ! �c and obeys the Miransky
scaling law.

In the rainbow-unquenched approximation for � ! 1,
the CSB occurs for all values of the number of fermion
flavors. For finite cutoff there is, however, a critical flavor
number Nc, given by Eq. (31), below which there is CSB
and above which the chiral symmetry is restored. For a
large coupling this critical number is the same as forQED3,
and the mass scale has a similar Miransky scaling law as
within the quenched approximation. This is a result quite
different from that obtained in QED4, where the inclusion
of the fermion loop changes nontrivially the vacuum po-
larization, and thus changing the Miransky scaling law.
This is due to the fact that the gauge-field propagator is
analytic in QED4 and the fermion loop gives rise to its
nontrivial renormalization while in PQED3 the gauge-field

propagator is nonanalytic and because of that the kernel
changes only trivially, i.e., by an additive factor.
In summary we would like to point out some important

features of PQED3 studied in this paper. First, the gauge-
field propagator is nonanalytic, and behaves as 1=p, as a
function of the momentum. Furthermore, this theory ex-
hibits an interesting critical behavior with chiral symmetry
breaking resembling both QED3 and QED4. The same
theory also describes two-dimensional condensed-matter
systems with Dirac particles at low energies coupled with
the gauge field propagating through three-dimensional
space. In particular, the obtained results pertain to the
description of the graphene system in the deep infrared
regimewhere the Fermi velocity approaches the velocity of
light. The same theory might also be relevant for the
description of other condensed-matter systems featuring
Dirac fermions, such as topological insulators [54].
Finally, the results of the present paper suggest that

the retardation effects decrease the value of the critical
coupling at which the dynamical mass generation occurs in
the graphene system when contrasted with the case of a
purely static Coulomb interaction [55–57]. However, to
uncover the role of the retardation effects in determining
the critical coupling in the experimentally accessible re-
gime of the graphene physics, the starting point should be
the theory (1) containing only the static Coulomb part of
the full electromagnetic action, since vF � c in graphene.
Including higher-order terms in vF=c will then determine
the way retardation effects correct the value of the ‘‘bare’’
critical coupling, i.e., the critical coupling in the static
(Coulomb) limit of the full electron-electron interaction.
This investigation is in progress.

ACKNOWLEDGMENTS

We are grateful to E. C. Marino for stimulating discus-
sions and encouragement and M. Gomes for helpful com-
ments on SD equations. We would like to thank C. Morais
Smith and B. Roy for critical reading of our manuscript and
suggestions. We also thank D. Alves for his support and
W. Lima for his help in numerical computations. V. S. A.,
L. O.N., and W. S. E. acknowledge financial support from
CAPES—Brazil. V. S. A. and F. P. acknowledge Programa
de Cooperación Internacional DI10-4002 of the Dirección
de Investigación y Desarrollo de la Universidad de La
Frontera (Temuco-Chile). V. J. acknowledges the support
of the Netherlands Organization for Scientific Research
(NWO). We would like to thank the Referee for his helpful
comments and suggestions during the revision of this
manuscript.

APPENDIX A: NUMERICAL SOLUTION
OF NONLINEAR INTEGRAL EQUATION

In this appendix, we show the numerical solution of the
integral equation for �ðpÞ. The numerical solution was
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obtained by replacing the integral in Eq. (15) by the
repeated trapezoidal quadrature rule [58], which trans-
forms Eq. (15) (puttingm ¼ 0 and AðpÞ ¼ 1) into a system
of nonlinear algebraic equations

FmðfZigÞ ¼
XM
i¼0

�miZi � �

2�

XM�1

i¼0

1

2
h½fðyi; x; ZiÞ

þ fðyiþ1; x; Ziþ1Þ� ¼ 0; (A1)

where the roots of the above equation are numerical solu-
tion for the mass function and

fðyi; x; ZiÞ ¼ yiZi

xðy2i þ Z2
i Þ
ðjxþ yij � jx� yijÞ; (A2)

with m ¼ 0; 1; . . . ;M. Here, �ðpÞ is given by Zi, M is the
number of intervals, h is the size of each interval, and
yi ¼ 0; . . . ;M are the mesh points.

In PQED3 quenched-rainbow approximation, the nu-
merical solutions show that there is a critical value
for the coupling constant close to the analytical result
�c ¼ �=4; see Fig. 3. Setting M ¼ 300 as the number of
intervals and choosing 10�3 < x; yi < 10 (implying that
� ¼ 10), gives rise to the separation of points equal to h ¼
ð10� 10�3Þ=ð300� 1Þ � 0:033. According to our results,
the maximum of the mass function �ðpÞ (finite value), for
all values of the coupling constant � is related to the
minimum external momentum p0 ¼ 10�3, i.e., �ðp0Þ �
�ðpÞ. Furthermore, �ð�Þ � �ðp0Þ as expected of the
integral equation. These conclusions are shown in Fig. 3,
and in particular, the relation �ðp;� > �cÞ � �ðp;� <
�cÞ � 0 (in order 10�4 less than p0) is obtained, allowing
to interpret �c as the critical coupling. General results,
including the critical point, are independent of the cutoff
�, but the values of �ðpÞ clearly change as� varies. Here,
for convenience, we choose � ¼ 10, i.e., we measure the
momentum p in units of �=10, in order to provide the
numerical results.

In PQED3 unquenched-rainbow approximation we have
a new parameter N (number of fermion flavors). There is a

critical number, Nc ¼ 4g
�2ð1þg

8Þ and if we choose N <Nc, the

numerical computation shows that there is a solution for
�ðpÞ and so there is CSB.When we consideredN >Nc the
only solution is �ðpÞ � 0 (see Fig. 4). We assume finite
cutoff in this computation. Figures 3 and 4 show us that
the nonlinearity of integral equation (16) does not influence
the CSB. These numerical results are consistent with the
analytical results presented in the main text.

APPENDIX B: THE WAVE FUNCTION
RENORMALIZATION FUNCTION AðpÞ

In this appendix, we show the numerical solution of the
integral equation for AðpÞ, in the unquenched approxima-
tion and symmetric phase. We show that the wave function
renormalization function is approximately one for all
values of the external momentum when �ðpÞ ¼ 0
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Numerical solutions for Σ(p) (αc = π/4)

α = 0.70
α = 1.1

FIG. 3 (color online). Quenched-rainbow approximation in
PQED3. Numerical solutions showing the momentum depen-
dence of the dynamically generated fermion mass for � ¼ 0:70
and � ¼ 1:1. The number of mesh points is M ¼ 300.
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Wave renormalization function in symmetric phase

FIG. 5 (color online). Numerical results for the wave function
renormalization function, AðpÞ, in the unquenched approxima-
tion and symmetric phase for g ¼ 0:5 and N ¼ 1. Notice that
AðpÞ � 1, confirming the rainbow approach.
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Numerical Solutions for the case with N fermions (Nc = 3, g = 100) 
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FIG. 4 (color online). Unquenched-rainbow approximation in
PQED3. Numerical solutions showing the momentum depen-
dence of the dynamically generated fermion mass for N ¼ 2 and
N ¼ 6. The number of mesh points is M ¼ 300 and we choose
for this case g ¼ 100 (Nc ¼ 3).
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(the symmetric phase). Multiplying the Eq. (13) by ��p�

and taking the trace over the � matrices, we obtain

AðpÞ ¼ 1þ 2g

Np2

Z d3k

ð2�Þ3
AðkÞ�ðqÞ

k2A2ðkÞ þ �2ðkÞ
ðp:qÞðk:qÞ

q2
;

(B1)

where q ¼ p� k and

�ðqÞ ¼ 1

ðq2Þ1=2ð1þ g=8Þ : (B2)

We can exactly solve the angular integral in the above
equation to obtain

AðpÞ¼1� 2g

Np3

1

16�2

1

ð1þg=8Þ
Z 1

0
dk

kAðkÞ
k2A2ðkÞþ�2ðkÞ

�
1

3
ðpþkÞ3�1

3
jp�kj3þðp2�k2Þ½ðp�kÞSgnðpþkÞ

�ðpþkÞSgnðp�kÞ�
�
; (B3)

where SgnðxÞ is the sign function. The integral equation
above does not have an analytical solution as in QED3

and QED4. Furthermore, it explicitly depends on all
values �ðkÞ. At this point, we emphasize that we are
interested in the study of the CSB and analyze the
critical behavior of the theory. In order to do so, it is

necessary to keep only the symmetric values of AðpÞ and
�ðpÞ, as extensively discussed in Ref. [12]. Taking
�2ðkÞ ¼ 0 in the above integral equation, we obtain
numerical values to AðpÞ (see Fig. 5) showing that
AðpÞ ¼ 1 is a good approximation for studying CSB in
PQED3.
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