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#### Abstract

Athermal packings of soft repulsive spheres exhibit a sharp jamming transition in the thermodynamic limit. Upon further compression, various structural and mechanical properties display clean power-law behavior over many decades in pressure. As with any phase transition, the rounding of such behavior in finite systems close to the transition plays an important role in understanding the nature of the transition itself. The situation for jamming is surprisingly rich: the assumption that jammed packings are isotropic is only strictly true in the large-size limit, and finite-size has a profound effect on the very meaning of jamming. Here, we provide a comprehensive numerical study of finite-size effects in sphere packings above the jamming transition, focusing on stability as well as the scaling of the contact number and the elastic response.
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## I. INTRODUCTION AND CONCLUSIONS

The theory of jammed amorphous solids has been largely based on packings at zero temperature of frictionless spheres with finite-range repulsions. Over the past decade, numerous studies have characterized the transition of such systems from an unjammed "mechanical vacuum" in which no particles interact at low packing fraction, $\phi$, to a jammed, rigid structure at high $\phi$ (see Ref. [1] and references therein). The scenario that has emerged is that the jamming transition is a rare example of a random first-order transition [2]. At the jamming transition, the average number of contacts per particle, $Z$, jumps discontinuously from zero to the value given by the rigidity criterion proposed originally by Maxwell. Power-law scaling over many decades in confining pressure has been observed near the transition for the bulk modulus, shear modulus, energy, nonaffinity, a characteristic frequency scale, various length scales, and the excess contact number [1,4-13]. Moreover, the excess contact number and shear modulus have recently been shown to exhibit finite-size scaling, consistent with the critical nature of the jamming transition [14].

For ordinary critical phase transitions, singularities are rounded in finite systems but the nature of the transition remains qualitatively the same as it is in infinite ones. However, because the particle interactions in a jammed packing are purely repulsive and the force on every particle has to be balanced, a jammed packing must have a rigid structure that is system spanning. As a result, the nature of the boundary conditions is inextricably linked with the onset of rigidity, and boundary conditions play a particularly important role in finite jammed systems [15]. For example, systems prepared in the standard way, in a fixed simulation box with periodic boundary conditions (that is, with the repeated zone of constant volume with fixed angles), can be unstable to shear even though they can support a pressure [16].

[^0]Even for configurations that are stable to both shear and compression, the definition of the rigidity onset in terms of the development of nonzero bulk and shear moduli requires attention. This is because jammed systems are only truly isotropic in the thermodynamic limit. Any finite system should properly be described by 6 elastic constants in two dimensions, or 21 in three dimensions, rather than the 2 elastic constants, the bulk and shear moduli, that describe isotropic systems. Finally, the mechanical response of a finite system depends not only on the boundary conditions but also on whether the configuration has residual shear stress. These considerations necessitate a careful reevaluation of jamming in finite systems.

In this paper, we take all of these potential complications into account to develop a comprehensive finite-size analysis of compressed, athermal sphere packings with periodic-boundary conditions. We recast the 6 (21) elastic constants needed in two (three) dimensions in terms of (i) two combinations that are finite in the thermodynamic limit: the bulk modulus, $B$, and $G_{\mathrm{DC}}$ (which approaches the shear modulus in the thermodynamic limit) and (ii) three combinations that measure anisotropic fluctuations and vanish in that limit. Despite the complications alluded to above, for all of the ensembles studied and independent of the criteria used to identify the jamming transition, we show that $p N^{2}$ (where $p$ is the pressure and $N$ is the system size) is the correct scaling variable for the key quantities of excess contact number, $B$ and $G_{D C}$. This is consistent with earlier results for one of these ensembles [14]. (In the case of two dimensions, our results are consistent with the presence of logarithmic corrections to scaling, supporting the conjecture [1,7,14,17] that the upper critical dimension for jamming is $d=2$.)

One of the three elastic constants that vanish in the thermodynamic limit also collapses with $p N^{2}$ and vanishs in the limit of $p N^{2} \rightarrow \infty$ as $1 / \sqrt{N}$. This is consistent with the central-limit theorem. The remaining two exhibit this behavior only for ensembles that have zero residual shear stress. Thus, for the ensembles with no shear stress, we observe scaling collapse with $p N^{2}$ for all variables studied.

We note that one consequence of the scaling collapse with $p N^{2}$ is that one needs larger and larger systems as the jamming transition is approached to be in the thermodynamic limit. If the limit is properly taken, however, our results show that the bulk modulus, $B$, the shear modulus, $G$, and the ratio of the two, $G / B$, all become nonzero simultaneously at the jamming transition, consistent with earlier claims [5].

The location of the jamming transition depends on both system size $[5,18]$ and protocol [19]. Thus, the packing fraction at the transition fluctuates from state to state. Several studies have focused on finite-size effects associated with this distribution of packing fractions at the onset of jamming [5,1820]. In contrast, we concentrate on finite-size scaling in bulk quantities above the transition and bypass the effects of the distribution of jamming onsets by looking at behavior as a function of pressure or, equivalently, $\phi-\phi_{c}$, where $\phi_{c}$ is the packing fraction at the jamming onset for a given state.

In Sec. II, we introduce the three ensembles based on the different jamming criteria and review the constraint counting arguments for each one [14,16]. We introduce the $\frac{1}{8} d(d+1)\left(d^{2}+d+2\right)$ independent elastic constants in $d$ dimensions and use them to find the conditions required for mechanical stability. We then recast them in terms of combinations that either approach the bulk and shear moduli or vanish in the thermodynamic limit. Section III contains the numerical results for the excess contact number and the elastic constant combinations versus pressure and system size. We also present results for statistical fluctuations of the excess contact number, bulk modulus, and $G_{\mathrm{DC}}$.

## II. JAMMING, ENSEMBLES, AND CONSTRAINT COUNTING IN FINITE SYSTEMS

## A. Jamming criteria and ensembles

We will consider athermal $(T=0)$ packings of $N$ soft spheres that interact only when they overlap with a purely repulsive spherically symmetric potential in $d$ dimensions. For now, we will not be concerned with the specific form of the interaction potential and only require that it has a finite range that defines the particle diameter. What does it mean for such a packing to be jammed? The answer to this is clear in the thermodynamic limit. At sufficiently low packing fractions, $\phi$, there is room for the spheres to avoid each other so none of them overlap, and the number of load-bearing contacts vanishes. The potential-energy landscape is locally flat and the pressure and elastic moduli, which are respectively related to the first and second derivatives of the energy, are zero; in no way should the system be considered a solid. At high $\phi$, however, there is no longer room for the particles to avoid each other and they are forced to overlap, and the system possesses enough contacts for rigidity. It no longer sits at zero energy and develops a nonzero stress tensor with positive pressure. Moreover, the shear modulus $G$ and bulk modulus $B$ are positive. Such a system possesses all the characteristics of a solid and is therefore jammed.

When we are not in the large system limit, the onset of rigidity is more complex. In this section, we will discuss the behavior of three quantities-the average contact number, the pressure, and the elastic constants-in finite systems at the jamming transition.
(i) Connectivity: It has long been known that there is a connection between the jamming transition and the contact number $Z$ (i.e., the average number of load-bearing contacts per nonrattling particle), which is given by $Z \equiv 2 N_{c} / N_{0}$, where $N_{c}$ is the total number of contacts and $N_{0}$ is the number of particles that are not rattlers [4,21-23]. $Z=0$ below the jamming transition because there are no overlapping particles. (Note that it is possible for two particles to just touch, but such a contact cannot bear any load.) At the transition, $Z$ jumps to a finite value and increases further as the system is compressed. This finite jump has been understood from the Maxwell criterion, which is a mean-field argument stating that a rigid network of central-force springs must have an average contact number of at least $Z_{\text {iso }}^{N}$. When a system is isostatic ( $Z=Z_{\text {iso }}^{N}$ ), the number of contacts just balances the number of degrees of freedom.

However, as pointed out in Ref. [14], the use of constraint counting and isostaticity as a measure of jamming has some serious drawbacks. For example, packings of ellipsoids jam well below isostaticity [24-26]. Also, as contacts in frictional packings are able to constrain multiple degrees of freedom, the contact number at jamming depends sensitively on the strength of the frictional part of the interactions and lies below $2 d$ [27-31]. Furthermore, the Maxwell criterion assumes that as a system approaches isostaticity, none of the contacts are redundant (in a manner that can be defined precisely for certain networks). Although we will show below that this assumption is often correct, it is not a generic feature of sphere packings.

For example, consider a 50-50 mixture of large and small particles in two dimensions just above the jamming transition. Such bidisperse packings are quite common in the study of jamming because a monodisperse mixture leads to local crystallization. Even for bidisperse mixtures, however, there is a non-negligible probability that a particle is surrounded by six particles of exactly the same size. It is easy to see that these seven particles have a redundant contact even at the transition, but this extra contact does not contribute to the global stability of the rest of the packing. Therefore, the contact number at the transition will be slightly greater than the isostatic value [32]. A corollary of this is that a packing might have $Z>Z_{\text {iso }}^{N}$ and still be unjammed. (As discussed in Appendix A, our numerical calculations use a polydisperse distribution of particle sizes in two dimensions to avoid this issue.) Therefore, we see that constraint counting is not a robust indicator of whether a system is jammed.
(ii) Positive pressure: For packings of purely repulsive particles, positive pressure is clearly a necessary condition for jamming. If a particle is trapped by its neighbors, then there must be a restoring force to counteract any small displacement. Such forces can only come from particle-particle interactions which, when integrated over the system, lead to nonzero pressure. If the pressure is zero, then there cannot be any particle-particle interactions and the system is not jammed, regardless of system size. Therefore, positive pressure is a necessary condition for jamming.
(iii) Mechanical rigidity: A solid must resist global deformations such as compression and shear. We first consider the response to compression. As we saw above, particle-particle overlaps in a jammed system push outward and lead to nonzero

TABLE I. List of indices and their meaning. Note that $d$ is the dimensionality and $N$ is the total number of particles.

| Index | Meaning | Range | Example |
| :--- | :--- | :---: | :---: |
| $\alpha, \beta$ | Particle position DOF | $[1, d N]$ | $r_{\alpha}$ |
| $\bar{\alpha}, \bar{\beta}$ | Position and boundary | $\left[1, d N+N_{\text {dof }}^{\text {bdry }}\right]$ | $q_{\bar{\alpha}}$ |
|  | DOF |  |  |
| $b$ | Simulation box shape | $[1, d(d+1) / 2-1]$ | $L_{b}$ |
|  | DOF |  |  |
| $i, j, k, l$ | Dimension | $[1, d]$ | $\epsilon_{i j}$ |
| $n$ | Mode number | $[1, d N]$ | $\lambda_{n}$ |

pressure. Upon compression, these forces must increase to linear order, implying that the bulk modulus, $B$, is positive.

The situation for shear deformations is more subtle, and various jamming criteria can be defined depending on the boundary conditions [16]. Consider the potential energy landscape as a function of (1) the $d N$ particle positions $r_{\alpha}$, (2) the $d(d+1) / 2-1$ degrees of freedom $\Delta L_{b}$ associated with the shape of the box, and (3) the volume $V$ (see Table I for a summary of the indices used throughout this paper). Common jamming algorithms fix the shape and size of the box and generate packings at a minimum of $U$ with respect to $|r\rangle=\left\{r_{\alpha}\right\}$ (see Fig. 1). In this case, no further constraints are necessary beyond those needed for the system to resist compression.


FIG. 1. (Color online) Schematic energy landscape where $|r\rangle$ denotes the particle degrees of freedom and $|\Delta L\rangle$ all possible shear deformations of the box. For packings in the $\mathcal{E}_{\text {comp }}$ ensemble, $|\Delta L\rangle$ is fixed and the system is $\mathcal{R}_{\text {comp }}$ stable if it sits at a minimum of $U$ with respect to $|r\rangle$, i.e., the open circle. $\mathcal{R}_{\text {all }}$ stability is governed by the curvature of $U$ along the global shear degrees of freedom. Thus, $\mathcal{R}_{\text {comp }}$ stable states can be $\mathcal{R}_{\text {all }}$ unstable if the curvature of $U$ is negative along any of the $|\Delta L\rangle$ directions (thick dashed curve). Such states can and do occur. If the curvature of $U$ is positive along all global shear directions (thick solid curve), the packing is $\mathcal{R}_{\text {all }}$ stable. Such $\mathcal{R}_{\text {all }}$ stable packings can have finite shear stresses (nonzero gradient along global shear directions). Finally, packings that are at a local minimum of $U$ with respect to the $|r\rangle$ and $|\Delta L\rangle$ directions (filled circle) have zero residual shear stress in addition to being $\mathcal{R}_{\text {all }}$ stable and thus satisfy the $\mathcal{R}_{\text {all }}^{+}$requirement.

The criterion that the system resist compression will be referred to as the $\mathcal{R}_{\text {comp }}$, or "rigid to compression," requirement, and the ensemble of systems that satisfy this requirement will be referred to as the $\mathcal{E}_{\text {comp }}$ ensemble. Experimental examples are when particles are placed in a rigid container or when the shape of the container is externally controlled. Note that when the boundary is not allowed to deform, residual shear stresses and shear moduli correspond to the first and second derivatives, respectively, of $U$ along a strain direction without permitting the shape to equilibrate. As a result, such a system will generically have nonzero residual shear stresses. Likewise, as pointed out by Dagois-Bohy et al. [16] and illustrated in Fig. 1, systems that are $\mathcal{R}_{\text {comp }}$ stable do not need to be stable to shear.

The criterion that the system resists all global deformations, including shear and compression, will be referred to as the $\mathcal{R}_{\text {all }}$, or "rigid to all," requirement. As we will show below, an ensemble of systems that satisfy the $\mathcal{R}_{\text {all }}$ requirement can be obtained by filtering the $\mathcal{E}_{\text {comp }}$ ensemble to keep only those systems that resist all global deformations. This ensemble will be referred to as the $\mathcal{E}_{\text {all }}$ ensemble. Previous work showed that the fraction of $\mathcal{E}_{\text {comp }}$ packings that are $\mathcal{R}_{\text {all }}$ unstable becomes of order one for finite systems at sufficiently low pressure [16].

We can also consider the situation where the shape of the container or simulation box is allowed to relax along with the particle positions [16,33]. This introduces $d(d+1) / 2-1$ additional degrees of freedom, independent of system size, which are associated with the shape of the box. By expanding the dimensionality of the energy landscape, the system is able to relax to a lower energy minimum (see Fig. 1). Note that changing the shape of the simulation box can be interpreted as changing the metric tensor of the space in which the particles live [33].

We have thus developed an algorithm for generating states that are not only $\mathcal{R}_{\text {all }}$ stable but also have zero residual shear stress [16]. In short, two-dimensional packings are generated by finding minima of $U$ with respect to both $|r\rangle$ and the two shear degrees of freedom (labeled $|\Delta L\rangle=\left\{\Delta L_{b}\right\}$ in Fig. 1). Because derivatives of $U$ with respect to shear degrees of freedom give shear stresses, the packings generated by this algorithm have a purely hydrostatic stress tensor. Unlike algorithms that fix the shape of the simulation box, these packings are also guaranteed to have a positive shear modulus because the curvature of the energy landscape in the $|\Delta L\rangle$ directions must be positive. We will refer to these combined criteria ( $\mathcal{R}_{\text {all }}$ stable plus zero residual shear stress) as the $\mathcal{R}_{\text {all }}^{+}$ requirement. The ensemble of systems that satisfy the $\mathcal{R}_{\text {all }}^{+}$ requirement will be referred to as the $\mathcal{E}_{\text {all }}^{+}$ensemble.

As illustrated in Fig. 1, these three jamming conditions have a simple interpretation in terms of the energy landscape. Furthermore, the ensembles have the following hierarchical structure: $\mathcal{E}_{\text {all }}^{+} \subset \mathcal{E}_{\text {all }} \subset \mathcal{E}_{\text {comp }}$ (see Fig. 2 and Table II).

In the remainder of the paper we study three different ensembles of packings, the $\mathcal{E}_{\text {comp }}, \mathcal{E}_{\text {all }}$, and $\mathcal{E}_{\text {all }}^{+}$ensembles described above. The standard $\mathcal{E}_{\text {comp }}$ packings dominate the jamming literature; we study them in both two and three dimensions. We will refer to these as the " $2 d \mathcal{E}_{\text {comp }}$ " and " $3 d \mathcal{E}_{\text {comp }}$ " ensembles, respectively. We will also study twodimensional packings that are $\mathcal{R}_{\text {all }}^{+}$stable (stable to shear deformations in all directions and have no residual shear


FIG. 2. (Color online) Schematic depiction of the hierarchical relation among the three ensembles $\mathcal{E}_{\text {comp }}, \mathcal{E}_{\text {all }}$, and $\mathcal{E}_{\text {all }}^{+}$, for small $p N^{2}$ (left) and for large $p N^{2}$ (right). Whereas for $p N^{2} \rightarrow 0, \mathcal{E}_{\text {all }}$ becomes vanishingly small in comparison to $\mathcal{E}_{\text {comp }}$ [16], in the thermodynamic limit, $\mathcal{E}_{\text {comp }}$ and $\mathcal{E}_{\text {all }}$ become virtually indistinguishable for all finite $p$. Moreover, for large systems the ratio of residual shear stress to pressure vanishes, so the properties of $\mathcal{E}_{\text {all }}$ and $\mathcal{E}_{\text {all }}^{+}$converge.
stress), which make up the " $\mathcal{E}_{\text {all }}^{+ \text {" }}$ ensemble. Finally, to compare these two ensembles, we consider the two-dimensional $\mathcal{E}_{\text {all }}$ ensemble, which is a "filtered $\mathcal{E}_{\text {comp }}$ " ensemble where we include only the $\mathcal{E}_{\text {comp }}$ configurations that happen to be $\mathcal{R}_{\text {all }}$ stable. Like the $\mathcal{E}_{\text {all }}^{+}$states, $\mathcal{E}_{\text {all }}$ states have positive shear modulus; unlike the $\mathcal{E}_{\text {all }}^{+}$states, $\mathcal{E}_{\text {all }}$ states have generically nonzero residual shear stress. The essential scenario is depicted in Fig. 2: Whereas for small $p N^{2}$ the packings in these different ensembles significantly differ, for large $p N^{2}$ these differences become smaller and vanish when $p N^{2} \rightarrow \infty$. For further details and numerical procedures, see Appendix A.

## B. Jamming criteria in terms of the extended Hessian

Here we show that the jamming criteria introduced in Sec. II A can be formulated in terms of an extended Hessian that includes the boundary degrees of freedom [16,34]. By defining jamming in terms of global deformations, we avoid requiring that individual particles be constrained. Assumptions about the existence of zero modes are also not required. This formulation therefore avoids the ambiguities of previous definitions based on counting zero modes. In practice, zero modes can be present in jammed systems, such as those associated with rattlers and the extended quartic modes in the zero pressure limit of jammed packings of ellipsoids [24-26]as long as they are decoupled from the boundary degrees of freedom, they do not prevent the packing from being jammed.

TABLE II. List of ensembles, the jamming criteria they satisfy, the algorithm used, and the dimensionality in which we studied them: $\mathcal{E}_{\text {all }}^{+} \subset \mathcal{E}_{\text {all }} \subset \mathcal{E}_{\text {comp }}$. The distinction among these ensembles vanishes in the large-system limit.

| Ensemble | Criteria | Preparation algorithm | Dimension |
| :--- | :---: | :--- | :---: |
| $\mathcal{E}_{\text {comp }}$ | $\mathcal{R}_{\text {comp }}$ | Standard jamming algorithm | 2D and 3D |
| $\mathcal{E}_{\text {all }}$ | $\mathcal{R}_{\text {all }}$ | Filtered $\mathcal{E}_{\text {comp }}$ ensemble | 2D |
| $\mathcal{E}_{\text {all }}^{+}$ | $\mathcal{R}_{\text {all }}^{+}$ | New shear-stabilized algorithm | 2D |

We will begin by considering the $\mathcal{R}_{\text {all }}$ requirement that the system be stable with respect to all possible boundary deformations and then show how the less strict $\mathcal{R}_{\text {comp }}$ requirement can be deduced in the same framework. We start with the Taylor expansion of the potential energy $U$ about a reference state with energy $U^{0}$, volume $V^{0}$, and particles positions $r_{\alpha}^{0}$. We restrict our attention to reference states in which the sum of forces on each particle is zero. The goal will be to determine if the reference state is jammed.

To test the $\mathcal{R}_{\text {all }}$ requirement, we need to include the $N_{\text {dof }}^{\text {bndry }}=d(d+1) / 2$ degrees of freedom associated with boundary deformations in the energy expansion. It will be convenient to represent these variables as a symmetric strain tensor, $\epsilon_{i j}$. By differentiating the energy with respect to $\epsilon_{i j}$, we get the stress tensor of the reference state as follows:

$$
\begin{equation*}
\sigma_{i j}^{0}=\frac{1}{V^{0}}\left(\frac{\partial U}{\partial \epsilon_{i j}}\right)_{0} \tag{1}
\end{equation*}
$$

where $\sigma_{i j}^{0}$ represents prestress in the system and the trace of $\sigma_{i j}^{0}$ is proportional to the pressure.

Now consider the set of $d N$ particle displacements $\left\{u_{\alpha}\right\}$ about the reference state, $u_{\alpha} \equiv r_{\alpha}-r_{\alpha}^{0}$. The net force on each particle is given by the derivative of the energy with respect to $u_{\alpha}$, but this must be identically zero to satisfy force balance. To treat the boundary deformations and particle displacements together, let $\left\{q_{\bar{\alpha}}\right\}=\left\{u_{\alpha}, \epsilon_{i j}\right\}$ be the combination of the $d N$ particle displacements and the $N_{\text {dof }}^{\text {bndry }}$ independent components of the strain tensor. The first-order term in the energy expansion is $\left(\frac{\partial U}{\partial q_{\bar{\alpha}}}\right)_{0} q_{\bar{\alpha}}$, but this reduces to $\sigma_{i j}^{0} \epsilon_{j i} V^{0}$ due to the presence of force balance.

If the boundary was held fixed, then the second-order term in the expansion would be obtained from the Hessian matrix $\hat{K}_{\alpha \beta}^{0}$, which is given by

$$
\begin{equation*}
\hat{K}_{\alpha \beta}^{0} \equiv\left(\frac{\partial^{2} U}{\partial u_{\alpha} \partial u_{\beta}}\right)_{0} \tag{2}
\end{equation*}
$$

where the derivatives are evaluated at the reference state. $\hat{K}_{\alpha \beta}^{0}$ is also the well-studied dynamical matrix of a packing where every particle has unit mass; its eigenvectors give the normal modes of vibration. For perturbations that include the boundary, however, we instead need the "extended Hessian" matrix $\hat{K}[16,34]$,

$$
\begin{equation*}
\hat{K}_{\bar{\alpha} \bar{\beta}} \equiv\left(\frac{\partial^{2} U}{\partial q_{\bar{\alpha}} \partial q_{\bar{\beta}}}\right)_{0} . \tag{3}
\end{equation*}
$$

We refer to $\hat{K}$ as an extended Hessian due to the inclusion of the global degrees of freedom.

To second order in $q$, the change in energy $\Delta U=U-U^{0}$ associated with a deformation is

$$
\begin{align*}
\Delta U & \approx\left(\frac{\partial U}{\partial q_{\bar{\alpha}}}\right)_{0} q_{\bar{\alpha}}+\frac{1}{2}\left(\frac{\partial^{2} U}{\partial q_{\bar{\alpha}} \partial q_{\bar{\beta}}}\right)_{0} q_{\bar{\alpha}} q_{\bar{\beta}} \\
& \approx \sigma_{i j}^{0} \epsilon_{j i} V^{0}+\frac{1}{2} \hat{K}_{\bar{\alpha} \bar{\beta}} q_{\bar{\alpha}} q_{\bar{\beta}}, \tag{4}
\end{align*}
$$

where the strain tensor $\epsilon_{i j}$ is determined from the last $N_{\text {dof }}^{\text {bndry }}$ components of $q_{\bar{\alpha}}$. The linear term represents work done against the prestress. Only the strain degrees of freedom
contribute to the linear term; all other contributions sum to zero as a result of force balance in the reference state.

Two observations follow directly from the energy expansion of Eq. (4). First, the presence of a linear term indicates that packings where force balance is satisfied on every particle do not generically sit at a minimum of their energy $U$ with respect to boundary deformations (Fig. 1). Instead, gradients of the enthalpy-like quantity $H \equiv U-\sigma_{i j}^{0} \epsilon_{j i} V^{0}$ vanish, $\left(\partial H / \partial q_{\bar{\alpha}}\right)_{0}=0$ : this requirement serves as a mechanical equilibrium condition. Second, packings that are in stable $\mathcal{R}_{\text {all }}^{+}$mechanical equilibrium under fixed confining stress must minimize $H$; this constrains the curvature of $\Delta H=H-H^{0}$, which is determined by the eigenvalues of the real and symmetric matrix $\hat{K}_{\bar{\alpha} \bar{\beta}}$. Packings that are only $\mathcal{R}_{\text {all }}$ stable do not minimize $H$ but still have the same constraints on the curvature of $\Delta H$. Defining $e_{n}$ and $\lambda_{n}$ to be the $n$th eigenvector and eigenvalue of $\hat{K}_{\bar{\alpha} \bar{\beta}}$, respectively, we can write

$$
\begin{equation*}
\Delta H=\frac{1}{2} \hat{K}_{\bar{\alpha} \bar{\beta}} q_{\bar{\alpha}} q_{\bar{\beta}}=\frac{1}{2}\left(q_{\bar{\alpha}} e_{n, \bar{\alpha}}\right)^{2} \lambda_{n} \tag{5}
\end{equation*}
$$

If $\lambda_{n}<0$ for any mode, then the system is linearly unstable to perturbations along that mode. In this case, the system does not sit at a local energy minima and therefore is not jammed. In principle, zero modes $\left(\lambda_{n}=0\right)$ are allowed, but if a zero mode has a nonzero projection onto any of the $N_{\text {dof }}^{\text {bndry }}$ boundary variables, then the system is unstable to that global deformation and again is not jammed.

Therefore, for a system to be jammed according to the $\mathcal{R}_{\text {all }}$ requirement, it must satisfy

$$
\begin{equation*}
\lambda_{n} \geqslant 0 \quad \forall n \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
e_{n, \bar{\alpha}^{\prime}}=0 \quad \text { whenever } \lambda_{n}=0 \tag{7}
\end{equation*}
$$

where $\bar{\alpha}^{\prime}$ runs only over the set of degrees of freedom associated with boundary deformations. Note that this definition automatically accounts for the presence of rattlers and the $d$ global translational zero modes.

For systems where the $\mathcal{R}_{\text {comp }}$ requirement is the appropriate condition, jamming can be determined in much the same way. The only difference is in the relevant boundary variables and therefore the definition of the extended Hessian. Instead of considering all $d(d+1) / 2$ boundary degrees of freedom, we only include isotropic compression. $N_{\text {dof }}^{\text {bndy }}=1$ and the extended Hessian is thus a $d N+1$ by $d N+1$ matrix, but Eqs. (4)-(7) follow identically.

For finite systems, the $\mathcal{R}_{\text {all }}$ requirement is significantly more strict than the $\mathcal{R}_{\text {comp }}$ requirement. Packings made by standard jamming algorithms, which are jammed according to the $\mathcal{R}_{\text {comp }}$ requirement, can still have negative modes if shear deformations are included in the extended Hessian. The fraction of states in the $\mathcal{E}_{\text {comp }}$ ensemble that are also in the $\mathcal{E}_{\text {all }}$ ensemble is a function of $p N^{2}$-this fraction vanishes for small $p N^{2}$ but approaches 1 for large $p N^{2}$ [16]. This is depicted schematically in Fig. 2.

We stress that the definition in Eqs. (6) and (7) considers the eigenvalues and vectors of the extended Hessian defined in Eq. (3). Although it is possible to calculate elastic moduli, and thus the stability, from the usual "reduced" Hessian of Eq. (2) [35], the eigenvalues of the reduced Hessian are not
sufficient to determine if a system is jammed. Indeed, a packing can be unstable to global deformations even when the reduced Hessian is positive semidefinite because positive (or zero) modes can become negative when they are allowed to couple to the boundary.

## C. Jamming criteria in terms of elastic constants

The $\mathcal{R}_{\text {comp }}$ and $\mathcal{R}_{\text {all }}$ requirements that a system be stable to boundary deformations are equivalent to placing restrictions on the elastic moduli. For isotropic systems, where the elasticity is described by the bulk modulus, $B$, and the shear modulus, $G$, the connection between stability requirements and elastic moduli is simple: The $\mathcal{R}_{\text {comp }}$ requirement is satisfied when the bulk modulus is positive, while the $\mathcal{R}_{\text {all }}$ requirement is satisfied when both the bulk and shear moduli are positive.

However, finite-sized systems are not isotropic. As a result, individual packings with periodic boundary conditions should be treated as crystals with the lowest possible symmetry. In this section, we will discuss the elastic constants of such systems.

A global affine deformation is given to lowest order by a specific strain tensor $\epsilon_{i j}$, which transforms any vector $r_{i}$ according to

$$
\begin{equation*}
r_{i} \rightarrow r_{i}+\sum_{j} \epsilon_{i j} r_{j} \tag{8}
\end{equation*}
$$

Note that in $d$ dimensions, the strain tensor has $d(d+1) / 2$ independent elements. Now, when a mechanically stable system is subject to an affine deformation, it usually does not remain in mechanical equilibrium. Instead, there is a secondary, nonaffine response, which can be calculated within the harmonic approximation from the Hessian matrix discussed above. Details of this calculation are presented in Refs. [11,12].

The change in energy can be written as

$$
\begin{equation*}
\frac{\Delta U}{V^{0}}=\sigma_{i j}^{0} \epsilon_{j i}+\frac{1}{2} c_{i j k l} \epsilon_{i j} \epsilon_{k l} \tag{9}
\end{equation*}
$$

where $c_{i j k l}$ is the $d \times d \times d \times d$ elastic modulus tensor and $V^{0}$ is again the volume of the initial reference state. The symmetries of $\epsilon_{i j}$ imply the following:

$$
\begin{equation*}
c_{i j k l}=c_{j i k l}=c_{i j l k}=c_{k l i j} \tag{10}
\end{equation*}
$$

When no further symmetries are assumed, the number of independent elastic constants becomes $\frac{1}{8} d(d+1)\left(d^{2}+d+\right.$ 2 ), which is 6 in two dimensions and 21 in three dimensions.

It is convenient to express Eq. (9) as a matrix equation by writing the elastic modulus tensor as a symmetric $d(d+1) / 2$ by $d(d+1) / 2$-dimensional matrix $\tilde{c}$ and the strain tensor as a $d(d+1) / 2$-dimensional vector $\tilde{\epsilon}$. In two dimensions, for example, these are

$$
\tilde{c}=\left(\begin{array}{ccc}
c_{x x x x} & c_{x x y y} & 2 c_{x x x y}  \tag{11}\\
\cdot & c_{y y y y} & 2 c_{y y x y} \\
\cdot & \cdot & 4 c_{x y x y}
\end{array}\right), \quad \tilde{\epsilon}=\left(\begin{array}{c}
\epsilon_{x x} \\
\epsilon_{y y} \\
\epsilon_{x y}
\end{array}\right) .
$$

We can now rewrite Eq. (9) as a matrix equation for the enthalpy-like quantity $\Delta H$ as follows:

$$
\begin{equation*}
\frac{\Delta H}{V^{0}}=\frac{1}{2} \tilde{\epsilon}^{T} \tilde{c} \tilde{\epsilon} \tag{12}
\end{equation*}
$$

TABLE III. Classification of elastic constants.

| Type | Definition $(i \neq j \neq k)$ | No. of constants | Example(s) |
| :--- | :---: | :---: | :---: |
| 1 | $c_{i i i i}$ | $d$ | $c_{x x x x}$ |
| 2 | $c_{i j i j}$ | $d(d-1) / 2$ | $c_{x y x y}$ |
| 3 | $c_{i i j j}$ | $d(d-1) / 2$ | $c_{x x y y}$ |
| 4 | $c_{i i i j}, c_{i i j k}$ | $d^{2}(d-1) / 2$ | $c_{x x x y}, c_{y y x z}$ |
| 5 | $c_{i j i k}$ | $d(d-2)\left(d^{2}-1\right) / 8$ | $c_{x y x z}$ |

We can now state the $\mathcal{R}_{\text {comp }}$ and $\mathcal{R}_{\text {all }}$ requirements in terms of the anisotropic elastic moduli. The $\mathcal{R}_{\text {comp }}$ requirement is that the system is stable against compression. This is measured by the bulk modulus, which can be written in terms of the elements of $c_{i j k l}$ as follows:

$$
\begin{equation*}
B \equiv \frac{1}{d^{2}} \sum_{k, l} c_{k k l l} . \tag{13}
\end{equation*}
$$

The $\mathcal{R}_{\text {comp }}$ requirement is satisfied if and only if $B>0$, which can be tested using Eqs. (9) and (13).

Unlike the bulk modulus, the shear modulus is not uniquely defined for anisotropic systems. Any traceless strain tensor constitutes pure shear, and to test the $\mathcal{R}_{\text {all }}$ requirement, we take a direct approach. The $\mathcal{R}_{\text {all }}$ requirement is satisfied if and only if $\Delta H>0$ for all strain directions, i.e., for any $\epsilon_{i j}$. From Eq. (12), we see that this is the case if all the eigenvalues of $\tilde{c}$ are positive. Thus, the $\mathcal{R}_{\text {all }}$ requirement is satisfied if and only if $\tilde{c}$ is positive definite.

Note that the $\mathcal{R}_{\text {comp }}$ and $\mathcal{R}_{\text {all }}$ requirements place different restrictions on the rank of $\tilde{c}$. For the $\mathcal{R}_{\text {comp }}$ requirement, $\tilde{c}$ can have as few as one nonzero eigenvalue, while all $d(d+1) / 2$ eigenvalues must be positive for the $\mathcal{R}_{\text {all }}$ requirement. This fact will be important in Sec. II D.

## 1. Useful elastic constant combinations

Given the multitude of elastic constants, especially in higher dimensions, it is useful to divide them into five distinct types, based on their symmetry, as illustrated in Table III. The most familiar are Types 1 and 2, which correspond to uniaxial compression and pure shear, respectively. For anisotropic systems, each elastic constant is independent and (generically) nonzero. However, our systems are prepared under isotropic conditions; there is no a priori difference between any two axes, as there can be for crystals. Since the reference axes are arbitrary, we can rotate our coordinate system so the elastic constant $c_{x x x x}$, for example, becomes $c_{y y y y}$ in the new reference frame. The groups outlined in Table III are defined so any elastic constant can be rotated into another of the same type. They are thus conceptually equivalent, although of course their actual values will differ.

We will now exploit the conceptual distinction among the various types of elastic constants to define three orientationdependent moduli. A general description of this process is given in Appendix B, but for brevity we simply quote the results here. Let $\hat{\theta}$ be the set of generalized Euler angles that represent rotations in $d$ dimensions. The three $\hat{\theta}$-dependent moduli are the generalized shear modulus $G(\hat{\theta})$, the modulus of uniaxial compression $U(\hat{\theta})$, and the dilatancy modulus


FIG. 3. (Color online) (a) Example of the sinusoidal function $G(\theta)$ for a two-dimensional system of $N=256$ particles at a pressure of $p=10^{-3}$. The black open circles show direct numerical calculations using various $\epsilon(\theta)$, while the solid line shows the prediction using the elastic modulus tensor at $\theta=0$ (see Appendix B). The system is stable to shear when $G(\theta)>0$ and unstable when $G(\theta) \leqslant 0$. The data agree with the prediction. The horizontal dashed line shows the average $G_{\mathrm{DC}} ; G_{\mathrm{AC}}$ is obtained from the amplitude of the sinusoidal curve.
$D(\hat{\theta})$. One could also construct an orientation-dependent moduli for the Type 5 constants, but these only exist in three dimensions and will not be discussed here. The bulk modulus is independent of orientation and is given by Eq. (13).

As an example, consider the generalized shear modulus $G(\theta)$ in two dimensions. The set of symmetric, traceless strain tensors can be parameterized by the shear angle $\theta$ as follows:

$$
\epsilon(\theta)=\frac{\gamma}{2}\left(\begin{array}{cc}
\sin 2 \theta & \cos 2 \theta \\
\cos 2 \theta & -\sin 2 \theta
\end{array}\right),
$$

where $\gamma \ll 1$ is the magnitude of the strain. When $\theta=0$, the response is given by $c_{x y x y}$, but when $\theta=\pi / 4$, the response is $\frac{1}{4}\left(c_{x x x x}+c_{y y y y}-2 c_{x x y y}\right)$. For arbitrary angles, the response $G(\theta)$ is a sinusoidal function of $\theta$ [16] (see Appendix B).

An example of $G(\theta)$ for a two-dimensional $\mathcal{E}_{\text {comp }}$ packing is shown in Fig. 3. Notice that there is a range of angles for which $G(\theta)<0$, implying that the system is unstable to that set of shear deformations. By construction, this does not occur for systems in the $\mathcal{E}_{\text {all }}$ and $\mathcal{E}_{\text {all }}^{+}$ensembles. We define the angle-averaged shear modulus $G_{\mathrm{DC}}$ to be (see Fig. 3)

$$
\begin{equation*}
G_{\mathrm{DC}} \equiv \frac{1}{\pi} \int_{0}^{\pi} G(\theta) d \theta \tag{14}
\end{equation*}
$$

We can also define $G_{\mathrm{AC}}$ to characterize the variation of $G(\theta)$ about this average:

$$
\begin{equation*}
G_{\mathrm{AC}}^{2} \equiv \frac{1}{\pi} \int_{0}^{\pi}\left[G(\theta)-G_{\mathrm{DC}}\right]^{2} d \theta \tag{15}
\end{equation*}
$$

Note that for an isotropic system, $G_{\mathrm{DC}}=G$ (i.e., the usual shear modulus) and $G_{\mathrm{AC}}=0$. In three dimensions, the generalized shear modulus is no longer a simple sinusoidal function and instead depends on the three Euler angles. Nevertheless, we can still define $G_{\mathrm{DC}}$ and $G_{\mathrm{AC}}$ to be the
mean and standard deviation of the response to shear. This is discussed in detail in Appendix B.

In a similar manner, $U(\hat{\theta})$ measures the response to uniaxial compression along an axis determined by $\hat{\theta}$. The full expression for $U(\hat{\theta})$ is more complicated than $G(\hat{\theta})$, but we can still define $U_{\mathrm{DC}}$ and $U_{\mathrm{AC}}^{2}$ to be the average and variance of $U(\hat{\theta})$, respectively. However, since $U_{\mathrm{DC}}$ can be expressed in terms of the bulk modulus and average shear modulus,

$$
\begin{equation*}
U_{\mathrm{DC}}=B+G_{\mathrm{DC}} \tag{16}
\end{equation*}
$$

it is redundant and will not be considered further. Finally, the Type 4 dilatancy constants can be generalized to $D(\hat{\theta})$, and the average and variance defined as $D_{\mathrm{DC}}$ and $D_{\mathrm{AC}}^{2}$. One important result is that $D_{\mathrm{DC}}=0$ for any individual system (see Appendix B) and therefore will not be discussed further.

In summary, we will consider the elastic constant combinations $B, G_{\mathrm{DC}}, G_{\mathrm{AC}}, U_{\mathrm{AC}}$, and $D_{\mathrm{AC}}$. Expressions for these quantities in terms of the original elastic constants, $c_{i j k l}$, are provided in Appendix B. Note that of these five quantities, $B$ and $G_{\mathrm{DC}}$ reduce to the bulk and shear modulus, respectively, in the thermodynamic limit, which is isotropic. As expected, we will see in Sec. III B that the remaining combinations, $G_{\mathrm{AC}}$, $U_{\mathrm{AC}}$, and $D_{\mathrm{AC}}$, vanish in the thermodynamic limit.

## D. Constraint counting and isostaticity

Earlier, we indicated that the contact number $Z$ is not an ideal metric for determining whether a system is jammed. However, the value of $Z$ at the jamming transition is of considerable importance. In this subsection, we review arguments from Ref. [14] that derive the exact value of $Z$ at the jamming transition for packings of frictionless spheres in finite-sized systems in the $\mathcal{E}_{\text {comp }}$ ensemble. In doing so, we also generalize the arguments to include the $\mathcal{E}_{\text {all }}$ and $\mathcal{E}_{\text {all }}^{+}$ensembles and find that the contact number at the transition for these ensembles slightly differs [14,16]. This difference in contact number is easily understood from the additional degrees of freedom associated with boundary deformations that need to be constrained in the $\mathcal{E}_{\text {all }}$ and $\mathcal{E}_{\text {all }}^{+}$ensembles. Furthermore, we will see in Sec. III A that once this slight difference is taken into account, the increase in contact number with pressure is identical for the various ensembles.

As discussed above, a system is isostatic when the number of constraints equals the number of degrees of freedom. Such a statement hides all subtleties in the definition of the relevant constraints and degrees of freedom. For example, for a system with periodic boundary conditions in $d$ dimensions, particleparticle contacts cannot constrain global translational motion. Therefore, the isostatic number of contacts is

$$
\begin{equation*}
N_{c}^{\text {iso }} \equiv d N_{0}-d \tag{17}
\end{equation*}
$$

where $N_{0}$ is the number of particles in the system after the rattlers have been ignored. The isostatic contact number is therefore $Z_{\text {iso }}^{N} \equiv 2 d-2 d / N_{0}$, which approaches $2 d$ in the thermodynamic limit.

We now revisit the relationship between isostaticity and the jamming transition for packings of frictionless spheres. Suppose that $N_{\mathrm{zm}}$ of the total $d N+N_{\text {dof }}^{\text {bndy }}$ vibrational modes of the extended Hessian are zero modes, meaning they have zero eigenvalue. As before, $N_{\text {dof }}^{\text {bndry }}$ depends on the boundary
conditions: $N_{\text {dof }}^{\text {bndry }}=1$ in the $\mathcal{E}_{\text {comp }}$ ensemble and $N_{\text {dof }}^{\text {bndry }}=$ $d(d+1) / 2$ in the $\mathcal{E}_{\text {all }}$ and $\mathcal{E}_{\text {all }}^{+}$ensembles. A particle-particle contact has the potential to constrain at most one degree of freedom, and every unconstrained degree of freedom results in a zero mode. Therefore, the number of contacts must satisfy

$$
\begin{equation*}
N_{c} \geqslant d N+N_{\mathrm{dof}}^{\mathrm{bndry}}-N_{\mathrm{zm}} \tag{18}
\end{equation*}
$$

Equation (18) is an inequality because some contacts might be redundant, meaning they could be removed without introducing a zero mode. Such redundancies correspond to states of self-stress, and Eq. (18) can be written as $N_{c}=$ $d N+N_{\mathrm{dof}}^{\text {bndry }}-N_{\mathrm{zm}}+S$, where $S$ is the number of states of self-stress [36].

The $d$ global translations, as well as every rattler, each lead to $d$ trivial zero modes. We will now use the numerical result that the only zero modes observed in jammed sphere packings are those associated with global translation and rattlers [14]. Thus, the total number of zero modes in a jammed system is $N_{\mathrm{zm}}=d+d\left(N-N_{0}\right)$, and $N_{c}$ and $Z$ must satisfy

$$
\begin{align*}
N_{c} & \geqslant N_{\mathrm{c}, \min } \equiv N_{c}^{\mathrm{iso}}+N_{\mathrm{dof}}^{\mathrm{bndry}} \\
Z & \geqslant Z_{\mathrm{min}}^{N} \equiv Z_{\mathrm{iso}}^{N}+\frac{2}{N_{0}} N_{\mathrm{dof}}^{\mathrm{bndry}} \tag{19}
\end{align*}
$$

If a system is exactly isostatic, then it has enough contacts to constrain the position of every particle, but it does not have enough contacts to constrain the global degrees of freedom and thus cannot be jammed. Since the $\mathcal{R}_{\text {comp }}$ and $\mathcal{R}_{\text {all }}$ requirements do not explicitly forbid nontrivial zero modes, it is possible for the global variables to become constrained before all the positional degrees of freedom. While this indeed occurs for ellipsoid packings, the fact that this is never observed for sphere packings implies that zero modes associated with translations of the spheres are extended and inevitably interact with the boundary.

While Eq. (19) states that a system can only be jammed if $N_{c} \geqslant N_{c}^{\text {iso }}+N_{\text {dof }}^{\text {bndry }}$, this is clearly not a sufficient condition for jamming because some of the contacts could be redundant and not contribute to the overall rigidity of the system. However, we find numerically that Eq. (19) is indeed an equality as the transition is approached (provided the system is sufficiently disordered, recall the discussion in Sec. II A I regarding bidisperse packings in two dimensions). This is demonstrated in Fig. 4, which shows that the number of contacts above isostaticity, in the limit of zero pressure, approaches $N_{c}-N_{c}^{\text {iso }} \rightarrow 1$ for the $\mathcal{E}_{\text {comp }}$ ensembles (where $\left.N_{\text {dof }}^{\text {bndry }}=1\right)$ and $N_{c}-N_{c}^{\text {iso }} \rightarrow 3$ for the $\mathcal{E}_{\text {all }}$ and $\mathcal{E}_{\text {all }}^{+}$ensembles (where $N_{\text {dof }}^{\text {bndry }}=3$ ). Importantly, we do not find any systems that are jammed [i.e., satisfy Eqs. (6) and (7)] but do not satisfy Eq. (19).

Finally, note that the $N_{\text {dof }}^{\text {bndry }}$ additional contacts required for jamming can also be understood in terms of the normal reduced Hessian and the matrix $\tilde{c}$ discussed in Sec. II C. $N_{c}^{\text {iso }}$ contacts are needed to remove any nontrivial zero modes from the reduced Hessian. However, the $\mathcal{R}_{\text {comp }}$ and $\mathcal{R}_{\text {all }}$ requirements necessitate $N_{\text {dof }}^{\text {bndry }}$ positive eigenvalues of $\tilde{c}$, leading to the additional $N_{\text {dof }}^{\text {bndry }}$ contacts in Eq. (19).


FIG. 4. (Color online) The total number of contacts $N_{c}$ above the isostatic number $N_{c}^{\text {iso }}$ as a function of pressure for systems of $N=256$ particles. The solid horizontal line is at $N_{c}-N_{c}^{\text {iso }}=1$ and the dashed horizontal line is at $N_{c}-N_{c}^{\text {iso }}=3$.

## III. NUMERICAL RESULTS

In this section we examine the finite-size scaling behavior of the contact number and the elastic constants as a function of system size, $N$, and proximity to the jamming transition, which we quantify by the pressure, $p$, which vanishes at the transition. We will focus on soft-sphere potentials that have harmonic interactions (see Appendix A for details), but extending our results to other soft-sphere potentials is straightforward [1].

In Sec. III A we present results for the excess contact number, $Z-Z_{\mathrm{iso}}^{N}$, as well as for the two elastic constant combinations, $B$ and $G_{\mathrm{DC}}$, that approach the bulk and shear moduli, respectively, in the thermodynamic limit (see Sec. IIC1). Section III B contains the finite-size scaling results for the three "AC" elastic constant combinations that vanish in the thermodynamic limit (again defined in Sec. IIC1). Finally, Sec. IIIC examines the standard deviation of the distributions of the nonvanishing quantities, $Z-Z_{\text {iso }}^{N}, B$ and $G_{\mathrm{DC}}$, namely $\sigma_{Z}, \sigma_{B}$, and $\sigma_{G_{\mathrm{DC}}}$. These standard deviations must also vanish in the thermodynamic limit relative to the mean. We note that when a single measurement of the response to shear, for example, is performed on a finite packing, both the angular variation and statistical fluctuations play a role-in earlier work we have shown examples where the angular and statistical fluctuations are taken together [16].

The results presented below can be summarized as follows. First, we find subtle differences in $Z-Z_{\text {iso }}^{N}, B$, and $G_{\mathrm{DC}}$ among the $\mathcal{E}_{\text {comp }}, \mathcal{E}_{\text {all }}$, and $\mathcal{E}_{\text {all }}^{+}$ensembles. These differences vanish as $p N^{2} \rightarrow \infty$. In addition, $G_{\mathrm{AC}}, U_{\mathrm{AC}}$, and $D_{\mathrm{AC}}$ all vanish in the thermodynamic limit, as expected, and the fluctuations, $\sigma_{Z}, \sigma_{B}$, and $\sigma_{G_{\mathrm{DC}}}$, all vanish as $1 / \sqrt{N}$ relative to the mean. All six quantities that vanish in the thermodynamic limit ( $G_{\mathrm{AC}}, U_{\mathrm{AC}}, D_{\mathrm{AC}}, \sigma_{Z}, \sigma_{B}$, and $\sigma_{G_{\mathrm{DC}}}$ ) collapse with $p N^{2}$ in all three ensembles, with the exception of $U_{\mathrm{AC}}$ and $D_{\mathrm{AC}}$, which only collapse in the $\mathcal{E}_{\text {all }}^{+}$ensemble, where there is no residual shear stress. We will discuss these two exceptions further below. In all, these results show that the thermodynamic limit is well defined for any $p$, although the number of particles needed to observe this limit diverges as the jamming transition is approached.

Second, we find nontrivial finite-size corrections to the scaling of $Z-Z_{\text {iso }}^{N}, B$, and $G_{\mathrm{DC}}$, in all three ensembles, as found for the $\mathcal{E}_{\text {comp }}$ ensemble earlier [14]. These corrections
scale with the total system size, $N$, rather than the system length, $L$, in two and three dimensions, consistent with Ref. [14]. In addition, we find that the two-dimensional results can be better described when logarithmic corrections to scaling are included. These results therefore reinforce the conclusion that jamming is a phase transition with an upper critical dimension of two.

## A. Finite-size scaling: $Z-Z_{\text {iso }}^{N}, G_{D C}$, and $B$

In this section we probe the finite-size scaling of the ensemble-averaged values of the angle-independent quantities that do not vanish in the thermodynamic limit: the contact number above isostaticity, $Z-Z_{\text {iso }}^{N}$, the shear modulus, $G_{\mathrm{DC}}$, and the bulk modulus, $B$. We study these for all three ensembles defined earlier.

## 1. Finite-size plateau

Figure 5 shows the excess contact number, $Z-Z_{\text {iso }}^{N}$, average shear modulus, $G_{\mathrm{DC}}$, and bulk modulus, $B$, as a function of pressure for different system sizes and ensembles. At high pressures we measure the scaling relationship $Z-Z_{\text {iso }}^{N} \sim$ $p^{1 / 2}$ that has previously been observed [1,4,5] for harmonic interaction potentials. However, at low pressures the excess contact number plateaus to $2 N_{\text {dof }}^{\text {bndry }} / N_{0}$. As expected, this correction to the excess contact number due to stabilizing the boundaries is a finite-size effect: As the system size increases, the onset pressure of this plateau decreases so $Z-Z_{\text {iso }}^{N} \sim p^{1 / 2}$ is valid for all pressures in the thermodynamic limit.

Similarly to the excess contact number, the shear modulus has a high-pressure regime that conforms to the known scaling of $G_{\mathrm{DC}} \sim p^{1 / 2}$ and a low-pressure plateau that scales as $1 / N$. This plateau also vanishes in the thermodynamic limit and is a finite-size effect. The nearly constant behavior of the bulk modulus as a function of pressure is consistent with previous results and persists for large systems.

The fact that $G_{\mathrm{DC}} / B$ in the limit of zero pressure is proportional to $1 / N$ and thus vanishes for large systems is a key feature of the jamming transition. In random spring networks, which are often used to model disordered solids, both the shear and bulk moduli vanish when the system approaches isostaticity such that the ratio of the two remains finite [37]. The only model system we are aware of that exhibits this jamming-like behavior in $G_{\mathrm{DC}} / B$ is the set of "generic" rational approximates to the quasiperiodic Penrose tiling. In recent work [36], Stenull and Lubensky show that such networks near isostaticity have constant bulk modulus (for sufficiently large $N$ ) and a shear modulus that vanishes with $1 / N$. Their results are also consistent with our discussion in Sec. IID.

## 2. Finite-size scaling of excess contact number, bulk, and shear moduli

a. Contact number. If jamming is a phase transition, then quantities like the excess contact number, $Z-Z_{\mathrm{iso}}^{N}$, must be analytic for finite $N$. However, the bulk scaling of $Z-Z_{\text {iso }}^{N} \sim$ $p^{1 / 2}$ that has been known for over a decade [4,5] is clearly not analytic at $p=0$. Thus, there must be finite-size rounding of this singular behavior if jamming is to be considered critical.


FIG. 5. (Color online) The excess contact number ( $Z-Z_{\mathrm{iso}}^{N}$, top row), shear modulus ( $G_{\mathrm{DC}}$, middle row), and bulk modulus ( $B$, bottom row) as a function of pressure for system sizes ranging from $N=32$ (blue squares) to $N=4096$ (red crosses). The four columns show, from left to right, the $2 d \mathcal{E}_{\text {comp }}$ ensemble, the $3 d \mathcal{E}_{\text {comp }}$ ensemble, the $2 d \mathcal{E}_{\text {all }}^{+}$ensemble, and the $2 d \mathcal{E}_{\text {all }}$ ensemble. The solid black lines all have slope $1 / 2$.

For example, we already saw that finite-size effects in $Z-Z_{\text {iso }}^{N}$ emerge in the limit of zero pressure, resulting in a plateau that is proportional to $1 / N$. Criticality also implies that such finite-size rounding should exhibit scaling collapse. Here, we will use the assumptions of finite-size scaling and analyticity at $p=0$, along with our understanding of the low-pressure plateau and the high-pressure scaling, to extract the scaling form and predict an additional finite-size effect that cannot be understood from constraint counting alone. This prediction is that for small $p N^{2}$, the increase in the contact number above its minimum is proportional to $p N$. We then numerically confirm this prediction as well as the initial assumption that finite-size scaling exits. These arguments were presented in an abbreviated form in Ref. [14] and are included with more detail here.

First, we summarize the three main ingredients of the argument. (i) The low pressure plateau in $Z-Z_{\text {iso }}^{N}$ derives from the extra contact(s) needed to satisfy the jamming criteria and is proportional to $1 / N$. (ii) In the limit of large $N$ and at sufficiently large pressures, $Z-Z_{\text {iso }}^{N}$ exhibits power-law scaling with a known exponent of $1 / 2$,

$$
\begin{equation*}
Z-Z_{\mathrm{iso}}^{N} \sim p^{1 / 2} \tag{20}
\end{equation*}
$$

(iii) $Z$ is analytic in $p$ for finite $N$.

From the first two assertions, we see that if finite-size scaling is obeyed, it must be of the form

$$
\begin{equation*}
Z-Z_{\mathrm{iso}}^{N}=\frac{1}{N} F\left(p N^{2}\right) \tag{21}
\end{equation*}
$$

where $F(x)$ is a scaling function that must satisfy, first, that $F(x) \sim 1$ for small $x$; second, that $F(x) \sim x^{1 / 2}$ for large $x$; and, third, that $F(x)$ is analytic in $x$ at $x=0$.

The third requirement regarding analyticity implies that the expansion of the contact number for small $p$ takes the form

$$
\begin{equation*}
\left(Z-Z_{\mathrm{iso}}^{N}\right) N=c_{0}+c_{1} p N^{2}+\ldots, \tag{22}
\end{equation*}
$$

where $c_{0}=2 N_{\text {dof }}^{\text {bndry }}$ gives the zero pressure plateau and $c_{1}$ is a constant. Although the leading terms in the expansion clearly fail to describe the $Z-Z_{\text {iso }}^{N} \sim p^{1 / 2}$ scaling at large pressure, they should be valid at small pressure. Our reasoning thus predicts that as the pressure vanishes, the contact number should approach its limiting value $Z_{\min }^{N}$ as

$$
\begin{equation*}
Z-Z_{\min }^{N} \approx c_{1} p N \quad \text { for } p \ll 1 \tag{23}
\end{equation*}
$$

where the constant $c_{1}$ is independent of system size. Furthermore, there should be a crossover between this low-pressure regime and a high-pressure regime where $Z-Z_{\min }^{N} \sim Z-$ $Z_{\text {iso }}^{N} \sim p^{1 / 2}$.

This is verified in the top row of Fig. 6, which shows that $\left(Z-Z_{\min }^{N}\right) N$ does indeed collapse as a function of $p N^{2}$. The scaling with exponent $1 / 2$ at high $p N^{2}$ is consistent with Eq. (20), while the slope of 1 at low $p N^{2}$ is consistent with Eq. (23). Since $\left(Z-Z_{\min }^{N}\right) N$ is exactly twice the total number of contacts above the minimum (i.e., $N_{c}-N_{\mathrm{c}, \min }$ ), our data show that the crossover to the low-pressure regime occurs when the total number of extra contacts in the system is of order 10 , regardless of the system size. Importantly, the low-pressure scaling is not predicted from constraint counting arguments and data collapse in this region is not trivial. However, both follow immediately from the notion that jamming is a phase transition.
b. Shear modulus. We now turn our attention to the average shear modulus $G_{\mathrm{DC}}$. We saw in Fig. 5 that the behavior of $G_{\mathrm{DC}}$ is strikingly similar to that of $Z-Z_{\text {iso }}^{N}$. Specifically, the shear modulus deviates from the canonical $G_{\mathrm{DC}} \sim p^{1 / 2}$ scaling at


FIG. 6. (Color online) Finite-size scaling collapse of the excess contact number and average elastic moduli. Top row: $Z$ minus the theoretical minimum $Z_{\min }^{N}$ [see Eq. (19)]. $\left(Z-Z_{\min }^{N}\right) N$ collapses as a function of $p N^{2}$ for the $2 d \mathcal{E}_{\text {comp }}$ (left), $3 d \mathcal{E}_{\text {comp }}$ (middle), and $2 d \mathcal{E}_{\text {all }}^{+}$(right) ensembles. Note that at low $p N^{2}$, most of the $\mathcal{E}_{\text {comp }}$ packings are $\mathcal{R}_{\text {all }}$ unstable and our filtered, $2 d \mathcal{E}_{\text {all }}$ ensemble does not have many states at low $p N^{2}$. This is why data are not shown for this ensemble. At large $p N^{2}, Z-Z_{\min }^{N} \sim Z-Z_{\text {iso }}^{N} \sim p^{1 / 2}$ [Eq. (20)], while $Z-Z_{\min }^{N} \sim p N$ at low $p N^{2}$ [Eq. (23)]. The crossover between these scalings occurs when the total number of extra contacts is of order 10 . Middle row: $G_{\mathrm{DC}}$ minus the measured $p \rightarrow 0$ plateau. $\left(G_{\mathrm{DC}}-G_{D C, 0}\right) N$ collapses as a function of $p N^{2}$ and has the same crossover behavior as $\left(Z-Z_{\min }^{N}\right) N$. The insets show that $G_{D C, 0}$ is proportional to $N^{-1}$. Bottom row: $B$ minus the measured $p \rightarrow 0$ plateau. Note that the plateau $B_{0}$ of the bulk modulus is much larger than for the shear modulus. Therefore, uncertainties in $B$ lead to the large error bars in $\left(B-B_{0}\right) N$ at low $p N^{2}$. The insets show that $B_{0}$ is roughly constant in $N$, as expected for particles with harmonic interactions. It is not clear from the data whether there is an additional $N^{-1}$ contribution to the plateau [i.e., $B_{0}(N)=B_{0}(\infty)+a N^{-1}$ ]. The colors and symbols are the same as in Fig. 5 .
low pressure and instead exhibits a plateau that decreases with system size. As we discussed above, this plateau is due to the $\mathcal{R}_{\text {comp }}$ and $\mathcal{R}_{\text {all }}$ requirements that there are at least $N_{\text {dof }}^{\text {bndry }}$ constraints above the isostatic value.

Since $Z-Z_{\text {iso }}^{N} \sim N^{-1}$ in the zero-pressure limit, one would also expect the plateau in $G_{\mathrm{DC}}$ to be proportional to $N^{-1}$. Using the same reasoning as above, if finite-size scaling exists in the
shear modulus it must be of the form $G_{\mathrm{DC}} N \sim F\left(p N^{2}\right)$, where again $F(x) \sim 1$ for small $x$ and $F(x) \sim x^{1 / 2}$ for large $x$. Also, the assertion that $G_{\mathrm{DC}}$ is analytic for finite $N$ implies that the low-pressure limit of the shear modulus is of the form

$$
\begin{equation*}
G_{\mathrm{DC}} N=g_{0}+g_{1} p N^{2}+\cdots \tag{24}
\end{equation*}
$$

where $g_{0}$ and $g_{1}$ are constants.


FIG. 7. (Color online) (a) $\left(Z-Z_{\min }^{N}\right) p^{-1 / 2}$ as a function of $p N^{2}$ on a linear scale for the two- and three-dimensional $\mathcal{E}_{\text {comp }}$ ensembles. The $3 d$ data show good collapse but there is a system size dependence in $2 d$ that was not as clear in Fig. 6. The two-dimensional $\mathcal{E}_{\text {all }}^{+}$data (not shown) is indistinguishable from the $2 d \mathcal{E}_{\text {comp }}$ data. (b) $(Z-$ $\left.Z_{\min }^{N}\right) p^{-1 / 2}\left(\log _{10} N\right)^{y / 2}$ as a function of $p N^{2}\left(\log _{10} N\right)^{-y}$, with $y=$ 0.7. The $2 d \mathcal{E}_{\text {comp }}$ and $2 d \mathcal{E}_{\text {all }}^{+}$ensembles are both shown and collapse perfectly onto each other. This shows that the system size dependence in (a) can be accounted for by introducing a logarithmic correction of the form of Eq. (25). The colors and symbols are the same as in Fig. 5.

The middle row of Fig. 6 confirms this scaling. For each ensemble and system size, we first calculated the plateau value $G_{D C, 0}$ of $G_{\mathrm{DC}}$ and then plotted $\left(G_{\mathrm{DC}}-G_{D C, 0}\right) N$ as a function of $p N^{2}$. The values of $G_{D C, 0}$ are shown in the insets and are proportional to $N^{-1}$, confirming that $g_{0}$ is indeed constant. $G_{\text {DC }}$ increases from this plateau at low pressures with $p N$ before crossing over to the known $p^{1 / 2}$ scaling.
c. Bulk modulus. The same reasoning as above can also be applied to the scaling of the bulk modulus. As the bottom row of Fig. 6 shows, our data appear consistent with $\left(B-B_{0}\right) N$ scaling linearly with $p N^{2}$ close to the transition. However, the error bars are very large as the plateau value for the bulk modulus is orders of magnitude larger than that of the shear modulus so the bulk modulus does not supply nearly as strong support for the existence of nontrivial scaling as the shear modulus and coordination number.

The finite-size effects presented in Figs. 5 and 6 clearly depend on the pressure, which is a useful measure of the distance to jamming for an individual system. A recent paper [20], however, claims to see finite-size scaling of the contact number and shear modulus with $\left(\phi-\phi_{c, \infty}\right) L^{1 / \nu}$, where $v \approx 0.8$, which is the same scaling that controls the mean of the distribution of critical packing fractions [5,18]. To understand this, note that there are two different finite-size effects that come into play: (1) the corrections to $\phi_{c}$ that scale with $\left(\phi-\phi_{c, \infty}\right) L^{1 / \nu}$ and (2) the rounding shown in Figs. 5 and 6 that scale with $p N^{2} \sim p L^{2 d}$. Since $1 / v<2 d$, one would expect the corrections to $\phi_{c}$ to influence the contact number and shear modulus over a broader range of $\phi$, leading to the observations of Ref. [20]. However, the true behavior of these quantities as a function of $\phi$ is a convolution of the two finite-size effects. Thus, given their different scaling, finite-size
collapse cannot exist as a function of $\phi$. The appearance of scaling collapse observed in Ref. [20] is because their data are not sufficiently sensitive at low pressures.

## 3. Corrections to scaling in two dimensions

We return now to the scaling for the contact number and note the quality of the data collapse in three dimensions, which spans over 8 decades in $p N^{2}$ and over 5 decades in ( $Z-$ $\left.Z_{\min }^{N}\right) N$ (see Fig. 6). In both of the two-dimensional ensembles, however, there is a very slight systematic trend at intermediate $p N^{2}$. This can be seen more clearly by dividing $\left(Z-Z_{\text {min }}^{N}\right) N$ by $p^{1 / 2} N$ and showing the data on a linear scale. Figure 7(a) shows that the collapse of the $3 d$ data remains extremely good while there are clear deviations in the $2 d$ data.

These deviations can be interpreted as corrections to scaling, which are often observed in critical phenomena at the upper critical dimension. One would expect potential corrections to scaling to be logarithmic and lead to scaling of the form

$$
\begin{equation*}
Z-Z_{\text {iso }}^{N}=\frac{1}{N} F\left[p N^{2} /(\log N)^{y}\right] \tag{25}
\end{equation*}
$$

with some exponent $y$. Figure $7(\mathrm{~b})$ shows both the $2 d \mathcal{E}_{\text {comp }}$ data and the $2 d \mathcal{E}_{\text {all }}^{+}$data scaled according to Eq. (25). We find that including a logarithmic correction with $y=0.7 \pm 0.1$ leads to very nice data collapse in two dimensions.

The finite-size scaling that we observe depends on the total number of particles $N$ rather than the linear size of the system $L \sim N^{1 / d}$. Such scaling is typically associated with first-order transitions and with second-order transitions above the upper critical dimension $[38,39]$. Along with the corrections to scaling that we see in $d=2$, this is consistent with the notion that jamming is a mixed first- and second-order phase transition with an upper critical dimension of $d_{\mathrm{c}}=2$, in accord with previous results [1,7,14,17].

Unlike $\left(Z-Z_{\text {iso }}^{N}\right) N$, which approaches the same small pressure plateau in every individual system, the plateaus in $G_{\mathrm{DC}}$ vary from system to system. It is only when averaged over many systems that $G_{D C, 0}$ has a clear $N^{-1}$ scaling. This explains why $\left(G_{\mathrm{DC}}-G_{D C, 0}\right) N$ is much more noisy at low $p N^{2}$ than $\left(Z-Z_{\min }^{N}\right) N$, which makes it impossible to see from our data whether there are corrections to scaling in $G_{\mathrm{DC}}$ in two dimensions.

## B. Anisotropy

In this section we characterize the anisotropic modulations of the elastic constants.

## 1. Finite-size scaling of anisotropic elastic constant combinations

As discussed above in Sec. IIC1, the elasticity of a jammed packing can be conveniently (though not completely [40]) described by the five quantities $B, G_{\mathrm{DC}}, G_{\mathrm{AC}}, U_{\mathrm{AC}}$, and $D_{\mathrm{AC}}$. The first two of these represent the average response to compression and shear, while the final three represent anisotropic fluctuations. Since anisotropy in jamming is a finite-size effect, one would expect the three "AC" values to vanish in the thermodynamic limit. Here we explore their nontrivial dependence


FIG. 8. (Color online) The average "AC" quantities, which are defined in Appendix B and discussed in the text. The colors and symbols are the same as in Fig. 5.
on system size and pressure, i.e., proximity to the jamming transition.

The top row in Fig. 8 shows the anisotropic fluctuations of the shear modulus, $G_{\mathrm{AC}}$, normalized by the average $G_{\mathrm{DC}}$ for all four ensembles. When plotted as a function of $p N^{2}$, the data collapse nicely onto a single curve, consistent with the finite-size scaling of Sec. III A. We can distinguish three regimes, depending on the magnitude of $p N^{2}$.
(i) $p N^{2} \ll 1$ : Close to jamming, both $G_{\mathrm{DC}}$ and $G_{\mathrm{AC}}$ are constant in pressure. For the two-dimensional $\mathcal{E}_{\text {comp }}$ ensemble, the ratio $G_{\mathrm{AC}} / G_{\mathrm{DC}}$ is approximately $1 / \sqrt{2}$ (see the black dashed line). To understand this, first note that $G_{\mathrm{AC}}$ is proportional to the peak height of the sinusoidal function $G(\theta)$ (see Fig. 3), and the minimum of $G(\theta)$ is $G_{\min }=G_{\mathrm{DC}}-\sqrt{2} G_{\mathrm{AC}}$. Also note that $G_{\min }$ is bounded by $-p$ at low pressures because a negative response can only


FIG. 9. (Color online) Scaling collapse of $U_{\mathrm{AC}}$ and $D_{\mathrm{AC}}$ for the $2 d \mathcal{E}_{\text {all }}^{+}$ensemble. The scaling of these two quantities is the only unexpected difference between the three ensembles that we have found. The colors and symbols are the same as in Fig. 5.
arise from the prestress between contacts [8]. For the $2 d \mathcal{E}_{\text {comp }}$ ensemble, we find that $G_{\min }$ does indeed vanish as $p \rightarrow 0$, implying that $G_{\mathrm{AC}} / G_{\mathrm{DC}} \rightarrow 1 / \sqrt{2}$. The fact that $G(\theta)$ reaches 0 (instead of remaining positive for all $\theta$ ) indicates that low $p N^{2}$ packings in this ensemble are on the edge of stability. We note that while $G(\theta)$ is non-negative on average, it can nevertheless be negative for individual configurations included in the ensemble, either over a range of $\theta$ or even for all $\theta$, as noted earlier in Ref. [16].
(ii) $p N^{2} \approx 1$ : In the crossover regime, the minimum of $G(\theta)$ becomes negative for $\mathcal{E}_{\text {comp }}$ packings, which implies that $G_{\mathrm{AC}} / G_{\mathrm{DC}}>1 / \sqrt{2}$, leading to the characteristic "bump" in the $\mathcal{E}_{\text {comp }}$ curves. However, this cannot happen for $\mathcal{E}_{\text {all }}$ or $\mathcal{E}_{\text {all }}^{+}$ packings because $G(\theta)$ must always be positive, and this bump is clearly absent there.
(iii) $p N^{2} \gg 1$ : At large pressures and system sizes, our results are consistent with the scaling $G_{\mathrm{AC}} / G_{\mathrm{DC}} \sim\left(p N^{2}\right)^{-1 / 4}$. The $N$ dependence of this scaling is what one would expect from the central-limit theorem: relative fluctuations should be proportional to $1 / \sqrt{N}$. The origin of the $p^{1 / 4}$ pressure dependence is not a priori obvious but does follow if one assumes finite-size scaling with $p N^{2}$. Thus, the combination of the collapse in all three regimes with the nontrivial pressure dependence is strong evidence that finite-size scaling at the jamming transition is not a coincidence. Just as it is for classical phase transitions, finite-size scaling is a fundamental feature of jamming.

The second row of Fig. 8 shows $U_{\mathrm{AC}}$, normalized by the average $U_{\mathrm{DC}} N^{-1 / 2}$. $U_{\mathrm{DC}}$ itself is not shown but is given by Eq. (16) and is constant at low pressures. The bottom row of Fig. 8 shows $D_{\mathrm{AC}}$, which is normalized only by $N^{-1 / 2}$ because $D_{\mathrm{DC}}=0$. For the $\mathcal{E}_{\text {comp }}$ and $\mathcal{E}_{\text {all }}$ ensembles, $U_{\mathrm{AC}}$ and $D_{\mathrm{AC}}$ are constant at low and intermediate pressures and deviate slightly at large pressures. They are also both proportional to the square


FIG. 10. (Color online) (a) The probability distribution $P(s /\langle s\rangle)$ of the residual shear stress divided by the ensemble average. $P(s /\langle s\rangle)$ collapses onto a single curve and is independent of system size and pressure. Inset: $\langle s\rangle N^{1 / 2}$ as a function of pressure. (b) $U_{\mathrm{AC}}$ as a function of $p N^{2}$ for $N=256$ systems from the $2 d \mathcal{E}_{\text {comp }}$ ensemble. Systems are binned according to the residual shear stress before averaging. For high $s$ (green diamonds), $U_{\mathrm{AC}}$ is roughly constant but for low $s$ (blue squares), $U_{\mathrm{AC}}$ is similar to the $\mathcal{E}_{\text {all }}^{+}$data in Fig. 9. (c) $D_{\mathrm{AC}}$ displays the same behavior as $U_{\mathrm{AC}}$. [(d) and (e)] Scatter plot of the lowest pressure values of $U_{\mathrm{AC}}$ and $D_{\mathrm{AC}}$, both of which show a remarkable linear dependence on the shear stress. The colors and symbols in (a), (d), and (e) are the same as in Fig. 5.
root of the system size, again consistent with the central-limit theorem.

From the data presented in Fig. 8 it is not clear if $U_{\mathrm{AC}}$ and $D_{\text {AC }}$ collapse (note that the abscissa on these plots is $p$, not $p N^{2}$ ). As we show below, there is solid evidence that these quantities have no single parameter scaling in the $\mathcal{E}_{\text {comp }}$ and $\mathcal{E}_{\text {all }}$ ensembles. For the $\mathcal{E}_{\text {all }}^{+}$ensemble (third column of Fig. 8), $U_{\mathrm{AC}}$ and $U_{\mathrm{DC}}$ qualitatively differ. Interestingly, $U_{\mathrm{AC}} N$ and $D_{\mathrm{AC}} N$ in the $\mathcal{E}_{\text {all }}^{+}$ensemble behave similarly to $G_{\mathrm{AC}} N$; as shown in Fig. 9, they are constant at low $p N^{2}$ and are proportional to $\left(p N^{2}\right)^{1 / 4}$ at high $p N^{2}$. In the $\mathcal{E}_{\text {all }}^{+}$ensemble, there is therefore clear evidence that $U_{\mathrm{AC}}$ and $D_{\mathrm{AC}}$ scale as $N^{-1 / 2}$ in the large $p N^{2}$ limit, consistent with expectations from the central limit theorem.

The discrepancy between the $\mathcal{E}_{\text {all }}^{+}$and the other ensembles is due to the presence of residual shear stress in $\mathcal{E}_{\text {comp }}$ and $\mathcal{E}_{\text {all }}$ packings. Figure $10(\mathrm{a})$ shows that the distribution $P(s /\langle s)$, where $s$ is the residual shear stress and $\langle s\rangle$ is the ensemble average, is independent of pressure and system size. In the inset, we see that $\langle s\rangle$ is roughly constant in pressure and is proportional to $N^{-1 / 2}$. To see the effect of the residual stress on $U_{\mathrm{AC}}$ and $D_{\mathrm{AC}}$, we bin systems according to $s$ and recalculate the average AC values. The results, which are shown in Figs. 10(b) and 10(c), clearly demonstrate the effect of residual stress on the low $p N^{2}$ behavior. For low $s, U_{\mathrm{AC}}$ and $D_{\mathrm{AC}}$ are similar to the $\mathcal{E}_{\text {all }}^{+}$results in Fig. 9, where $s=0$ exactly. However, for high $s, U_{\mathrm{AC}}$ and $D_{\mathrm{AC}}$ are roughly flat. When considered together, the large $s$ data dominates the average leading to the lack of collapse seen in Fig. 8.

## C. Statistical fluctuations in $Z-Z_{\text {iso }}^{N}, B$, and $G_{D C}$

In addition to $G_{\mathrm{AC}}, U_{\mathrm{AC}}$, and $D_{\mathrm{AC}}$, anisotropy effects can also be characterized by the distributions of contact number, bulk modulus, and shear modulus. The simplest way to characterize these distributions is by their standard deviation.


FIG. 11. (Color online) The relative fluctuations in $Z, G_{\mathrm{DC}}$, and $B$. The colors and symbols are the same as in Fig. 5.


FIG. 12. (Color online) The distribution of $G_{\mathrm{DC}}$ for the different ensembles. The shape of the distribution function differs for low $p N^{2}$ (top row), medium $p N^{2}$ (middle row), and high $p N^{2}$ (bottom row) but collapses for systems at similar $p N^{2}$. The precise values of $p N^{2}$ correspond to the vertical dashed lines in Fig. $11\left(10^{-1}, 10^{0}\right.$, and $10^{1}$ for the $2 d$ ensembles; $10^{-1.5}, 10^{-0.5}$ and $10^{0.5}$ for the $3 d$ ensemble).

However, since the average quantities themselves change by many orders of magnitude, we normalize the standard deviations by the mean.

We begin with the distribution of the average number of contacts. The top row of Fig. 11 shows the standard deviation $\sigma_{Z}$ of this distribution, normalized by the average of $Z-Z_{\text {iso }}^{N}$, which collapses as a function of $p N^{2}$. In the high- and low$p N^{2}$ limits, the width of the distribution vanishes relative to the average. At intermediate $p N^{2}$, however, $\sigma_{Z}$ is of order $Z-$ $Z_{\text {iso }}^{N}$. The second row of Fig. 11 shows $\sigma_{G_{\mathrm{DC}}}$, which is almost identical to $G_{\mathrm{AC}}$ (top row of Fig. 8). Similarly, $\sigma_{B}$ is shown in the bottom row of Fig. 11. Interestingly, $\sigma_{B}$ is qualitatively similar to the high $s$ data for $U_{\mathrm{AC}}$ in the $\mathcal{E}_{\text {comp }}$ ensembles: $\sigma_{B} / B$ is proportional to $N^{-1 / 2}$ but roughly independent of pressure. The distinctive behavior of $U_{\mathrm{AC}}$ in the $\mathcal{E}_{\text {all }}^{+}$ensemble is not observed in $\sigma_{B}$.

One can also look at the full distributions of these quantities. We will focus on the shear modulus $G_{\mathrm{DC}}$. Figure 12 shows the distribution of $G_{\mathrm{DC}}$, normalized by the average, for the four ensembles. The top, middle, and bottom rows correspond to systems with low, intermediate, and high $p N^{2}$, respectively, the precise values of which are given in the caption and depicted by vertical dashed lines in Fig. 11.

For a given ensemble, both the average of $G_{\mathrm{DC}}$ and $\sigma_{G_{\mathrm{DC}}}$ are independent of system size provided that $p N^{2}$ is held constant. Figure 12 shows that this is true for the entire distribution of $G_{\mathrm{DC}}$. Indeed, the distribution can be considered a one-parameter family of functions. Note that at low $p N^{2}$ (top row), the distribution vanishes very close to $G_{\mathrm{DC}}=0$ because, as discussed above, negative responses can only arise from stresses, which vanish with pressure. At higher $p N^{2}$, however, $G_{\mathrm{DC}}$ can be negative for the $\mathcal{E}_{\text {comp }}$ ensemble.
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## APPENDIX A: NUMERICAL PROCEDURES

A $d$-dimensional packing of $N$ spheres with equal mass $M$ is described by the position vectors $\vec{r}_{m}$ and radii $R_{m}$. Here, the index $m$ goes over the $N$ particles. We will consider a simulation box with periodic boundaries made from the lattice vectors $\vec{L}_{i}$, where $i$ again indicates the dimension. The centercenter distance between particles $m$ and $m^{\prime}$ is given by

$$
\begin{equation*}
r_{m m^{\prime}}=\left|\vec{r}_{m}-\vec{r}_{m^{\prime}}+\sum_{b} n_{m m^{\prime}}^{i} \vec{L}_{i}\right|, \tag{A1}
\end{equation*}
$$

where $n_{m m^{\prime}}^{i} \in\{-1,0,1\}$ accounts for interactions across the periodic boundaries. The spheres interact via the harmonic soft-sphere potential

$$
\begin{equation*}
U_{m m^{\prime}}=\frac{\varepsilon}{2}\left(1-\frac{r_{m m^{\prime}}}{R_{m}+R_{m^{\prime}}}\right)^{2} \tag{A2}
\end{equation*}
$$

only when they overlap, i.e., when $r_{m m^{\prime}}<R_{m}+R_{m^{\prime}}$. The units of length, mass, and energy are $D_{\mathrm{avg}}, M$, and $\varepsilon$, respectively, where $D_{\text {avg }} \equiv N^{-1} \sum_{m} 2 R_{m}$ is the average particle diameter.

## 1. Generating sphere packings in the $\mathcal{E}_{\text {comp }}$ ensemble

To generate packings that satisfy the $\mathcal{R}_{\text {comp }}$ requirement, we fix the lattice vectors,

$$
\begin{equation*}
\vec{L}_{i}=L \vec{e}_{i} \tag{A3}
\end{equation*}
$$

where $\vec{e}_{i}$ is the unit vector in the $i$ th direction. In other words, we use a standard cubic simulation box whose length $L$ is determined by the packing fraction $\phi$.

In two dimensions, we choose the particles' radii to be uniformly distributed between 1 and 1.4 to prevent the issue discussed in Sec. II A I. In three dimensions, we use a $50-50$ bidisperse mixture with ratio of 1.4 . We begin by placing the particles at random at a very high packing fraction. We then quench the system to a zero-temperature configuration by minimizing the total energy. We do this with a combination of line-search methods (L-BFGS and the Pollak-Ribière variant of the conjugate gradient algorithm), the Newton-Rhapson method [41], and the FIRE algorithm [42]. This combination of minimization algorithms was chosen to maximize accuracy and efficiency. However, given its speed, ease of implementation, and sensitivity to shallow features in the energy landscape, we would now recommend the exclusive use of the FIRE algorithm.

We then incrementally adjust the packing fraction, minimizing the energy after each iteration, until we are within $1 \%$ of a desired pressure $p_{\text {target }}^{1}=10^{-1}$. Starting now with this configuration, we repeat this process with a slightly lower target pressure, $p_{\text {target }}^{2}=10^{-1.2}$. We continue lowering the target pressure incrementally until we reach $p_{\text {target }}^{36}=10^{-8}$. Thus, for each initial random configuration, we obtain 36 states at logrithmically spaced pressures.

For each system size and dimension, we repeat this process for at least 1000 different initial random configurations. For small $N$ in two dimensions, we generate up to 5000 configurations to improve statistics. We do not consider systems for which the minimization algorithms fails to converge. This gives us the full two- and three-dimensional $\mathcal{E}_{\text {comp }}$ ensembles. Finally, we can consider only the subset of systems that satisfy the $\mathcal{R}_{\text {all }}$ requirement to form the $\mathcal{E}_{\text {all }}$ ensemble.

## 2. Generating sphere packings in the $\mathcal{E}_{\text {all }}^{+}$ensemble

To generate two-dimensional packings that satisfy the $\mathcal{R}_{\text {all }}^{+}$ requirement, we also let the lattice vectors $\vec{L}_{i}$ vary. To separate the total volume from the shear degrees of freedom (and to suppress global rotations), we make the following change of variables:

$$
\begin{equation*}
\vec{L}_{1}=L\left(\frac{1}{1+b}, 0\right), \quad \vec{L}_{2}=L(a, 1+b) \tag{A4}
\end{equation*}
$$

The degrees of freedom of the system are thus the $d N$ components of the particle positions as well as $L, a$, and $b$. We then minimize the enthalpy-like potential introduced in Sec. II B,

$$
\begin{equation*}
H=U+p_{\mathrm{target}} L^{2} \tag{A5}
\end{equation*}
$$

with respect to these $d N+3$ degrees of freedom. This produces a system that (1) satisfies force balance at each particle, (2) has no residual shear stress, and (3) is at a pressure given precisely by $p_{\text {target }}$ [16].

Since minimizing Eq. (A5) brings the system directly to the target pressure, we do not need to adjust the packing fraction manually. We also only use the conjugate gradient and FIRE [42] algorithms. Note that in the FIRE algorithm, we set the effective mass of the boundary degrees of freedom to be $\sqrt{N}$.

## APPENDIX B: ELASTIC CONSTANTS IN TWO AND THREE DIMENSIONS

Consider the symmetric, two-dimensional strain tensor

$$
\overleftrightarrow{\epsilon}=\left(\begin{array}{cc}
\epsilon_{x x} & \epsilon_{x y}  \tag{B1}\\
\epsilon_{x y} & \epsilon_{y y}
\end{array}\right)
$$

We will consider the three-dimensional case below. This deformation is imposed on the system in accordance with Eq. (8). After the system is allowed to relax, we define the response to be $R \equiv 2 \frac{\Delta U}{V^{0}}$, where $\Delta U$ is the change in energy of the system and $V^{0}$ is the volume. To linear order, this is given in terms of the elastic modulus tensor as follows:

$$
\begin{align*}
R= & c_{i j k l} \epsilon_{i j} \epsilon_{k l} \\
= & c_{x x x x} \epsilon_{x x}^{2}+c_{y y y y} \epsilon_{y y}^{2}+4 c_{x y x y} \epsilon_{x y}^{2}+2 c_{x x y y} \epsilon_{x x} \epsilon_{y y} \\
& +4 c_{x x x y} \epsilon_{x x} \epsilon_{x y}+4 c_{y y x y} \epsilon_{y y} \epsilon_{x y} . \tag{B2}
\end{align*}
$$

Thus, if the six elastic constants $c_{x x x x}, c_{y y y y}, c_{x y x y}, c_{x x y y}$, $c_{x x x y}$, and $c_{y y x y}$ are known, then the linear response to any small deformation is easily obtained.

Although we are assuming that the system is not isotropic, there is no fundamental difference among the various directions-the choice of axes is arbitrary. For a particular strain tensor, we can rotate the deformation by an angle $\theta$,

$$
\begin{aligned}
\overleftrightarrow{\epsilon}(\theta)= & \left(\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right)\left(\begin{array}{cc}
\epsilon_{x x} & \epsilon_{x y} \\
\epsilon_{x y} & \epsilon_{y y}
\end{array}\right) \\
& \times\left(\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right)
\end{aligned}
$$

This results in a new deformation with a response $R(\theta)$. Using the components of the rotated strain tensor,

$$
\begin{aligned}
& \epsilon_{x x}(\theta)=\frac{1}{2}\left(\epsilon_{x x}+\epsilon_{y y}\right)+\frac{1}{2}\left(\epsilon_{x x}-\epsilon_{y y}\right) \cos 2 \theta+\epsilon_{x y} \sin 2 \theta \\
& \epsilon_{y y}(\theta)=\frac{1}{2}\left(\epsilon_{x x}+\epsilon_{y y}\right)-\frac{1}{2}\left(\epsilon_{x x}-\epsilon_{y y}\right) \cos 2 \theta-\epsilon_{x y} \sin 2 \theta \\
& \epsilon_{x y}(\theta)=-\frac{1}{2}\left(\epsilon_{x x}-\epsilon_{y y}\right) \sin 2 \theta+\epsilon_{x y} \cos 2 \theta
\end{aligned}
$$

the new response can be calculated from Eq. (B2). Note that, given the symmetry of Eq. (B2), $\theta$ can always be taken to be in the interval $[0, \pi]$.

By considering deformations that are rotations of each other, $R(\theta)$ is a convenient way to observe anisotropic fluctuations; in an isotropic system, $R(\theta)$ is always independent of $\theta$. The first quantity of interest is the average response,

$$
\begin{equation*}
R_{\mathrm{DC}} \equiv\langle R(\theta)\rangle=\frac{1}{\pi} \int_{0}^{\pi} d \theta R(\theta) \tag{B3}
\end{equation*}
$$

which integrates out the anisotropic fluctuations. We can then characterize the anisotropy by the variance of the
response,

$$
\begin{align*}
R_{\mathrm{AC}}^{2} & \equiv\left\langle\left(R(\theta)-R_{\mathrm{DC}}\right)^{2}\right\rangle \\
& =\frac{1}{\pi} \int_{0}^{\pi} d \theta\left(R(\theta)-R_{\mathrm{DC}}\right)^{2} \tag{B4}
\end{align*}
$$

Equations (B3) and (B4) are generic in that we have not yet specified the initial strain tensor. Our strategy going forward will be to choose physically relevant strain tensors, e.g., corresponding to pure shear, calculate the response as a function of $\theta$, and use Eqs. (B3) and (B4) to characterize the mean response as well as the fluctuations. In doing so, it will be convenient to make the following definitions:

$$
\begin{align*}
G_{0} & =c_{x y x y}, \\
G_{\frac{\pi}{4}} & =\frac{1}{4}\left(c_{x x x x}+c_{y y y y}-2 c_{x x y y}\right) \\
A_{2} & =\sqrt{\frac{1}{4}\left(c_{x x x x}-c_{y y y y}\right)^{2}+\left(c_{x x x y}+c_{y y x y}\right)^{2}}  \tag{B5}\\
\phi_{2} & =\tan ^{-1}\left(-2\left(c_{x x x y}+c_{y y x y}\right), c_{x x x x}-c_{y y y y}\right) \\
A_{4} & =-\frac{1}{2} \sqrt{\left(c_{x x x y}-c_{y y x y}\right)^{2}+\left(G_{0}-G_{\frac{\pi}{4}}\right)^{2}} \\
\phi_{4} & =\tan ^{-1}\left(c_{x x x y}-c_{y y x y}, G_{0}-G_{\frac{\pi}{4}}\right) .
\end{align*}
$$

## 1. Uniform compression

Uniform compression is obtained from the strain tensor

$$
\overleftrightarrow{\epsilon}=\frac{\gamma}{2}\left(\begin{array}{ll}
1 & 0  \tag{B6}\\
0 & 1
\end{array}\right),
$$

where we are interested in the limit $\gamma \ll 1$. This does not change under rotation and so the response, i.e., the bulk modulus $B$, can be calculated directly from Eq. (B2),

$$
\begin{equation*}
B=\frac{1}{4}\left(c_{x x x x}+c_{y y y y}+2 c_{x x y y}\right) . \tag{B7}
\end{equation*}
$$

## 2. Shear

Pure shear can be obtained by setting $\epsilon_{x x}=\epsilon_{y y}=0$ and $\epsilon_{x y}=\gamma / 2$, resulting in the strain tensor

$$
\overleftrightarrow{\epsilon}(\theta)=\frac{\gamma}{2}\left(\begin{array}{cc}
\sin 2 \theta & \cos 2 \theta  \tag{B8}\\
\cos 2 \theta & -\sin 2 \theta
\end{array}\right),
$$

where $\theta$ is the angle of shear. We will define $G(\theta)$ to be the response, which can be written as (see Fig. 3)

$$
\begin{equation*}
G(\theta)=\frac{1}{2}\left(G_{0}+G_{\frac{\pi}{4}}\right)-A_{4} \sin \left(4 \theta+\phi_{4}\right) \tag{B9}
\end{equation*}
$$

Note that although the generic period of $R(\theta)$ is $\pi, G(\theta)$ is periodic over the interval $[0, \pi / 2]$. Note also that $G(0)=G_{0}$ and $G(\pi / 4)=G_{\frac{\pi}{4}}$. From Eqs. (B3) and (B4), we see that

$$
\begin{aligned}
G_{\mathrm{DC}} & =\frac{1}{2}\left(G_{0}+G_{\frac{\pi}{4}}\right) \\
G_{\mathrm{AC}} & =\frac{A_{4}}{\sqrt{2}} .
\end{aligned}
$$

## 3. Uniaxial compression

Uniaxial compression can be obtained by setting $\epsilon_{x x}=\gamma$ and $\epsilon_{y y}=\epsilon_{x y}=0$, resulting in the strain tensor

$$
\overleftrightarrow{\epsilon}(\theta)=\frac{\gamma}{2}\left(\begin{array}{cc}
1+\cos 2 \theta & -\sin 2 \theta  \tag{B11}\\
-\sin 2 \theta & 1-\cos 2 \theta
\end{array}\right)
$$

We will define $U(\theta)$ to be the response, which can be written as

$$
\begin{equation*}
U(\theta)=B+G_{\mathrm{DC}}+A_{2} \sin \left(2 \theta+\phi_{2}\right)+A_{4} \sin \left(4 \theta+\phi_{4}\right) \tag{B12}
\end{equation*}
$$

Note that $U(0)=c_{x x x x}$ and $U(\pi / 2)=c_{y y y y}$. From Eqs. (B3) and (B4), we see that

$$
\begin{align*}
U_{\mathrm{DC}} & =B+G_{\mathrm{DC}} \\
U_{\mathrm{AC}} & =\sqrt{\frac{1}{2}\left(A_{2}^{2}+A_{4}^{2}\right)} . \tag{B13}
\end{align*}
$$

## 4. Dilatancy

Linear dilatancy can be understood from setting $\epsilon_{x x}=$ $\epsilon_{x y}=\gamma / 2$ and $\epsilon_{y y}=0$, resulting in the strain tensor
$\epsilon(\theta)$

$$
=\frac{\gamma}{2}\left(\begin{array}{cc}
1+\cos 2 \theta+2 \sin 2 \theta & 2 \cos 2 \theta-\sin 2 \theta  \tag{B14}\\
2 \cos 2 \theta-\sin 2 \theta & 1-\cos 2 \theta-2 \sin 2 \theta
\end{array}\right) .
$$

If the response of such a deformation is $R(\theta)$, then the dilatent response is

$$
\begin{align*}
D(\theta) & =R(\theta)-\frac{1}{4} U(\theta)-G(\theta) \\
& =-\frac{A_{2}}{2} \cos \left(2 \theta+\phi_{2}\right)-A_{4} \cos \left(4 \theta+\phi_{4}\right) \tag{B15}
\end{align*}
$$

When $\theta=0$, for example, we have from Eq. (B2) that

$$
\begin{align*}
R(0) & =\frac{1}{4} c_{x x x x}+c_{x y x y}+c_{x x x y}  \tag{B16}\\
& =\frac{1}{4} U(0)+G(0)+c_{x x x y} \tag{B17}
\end{align*}
$$

so

$$
\begin{equation*}
D(0)=R(0)-\frac{1}{4} U(0)-G(0)=c_{x x x y} . \tag{B18}
\end{equation*}
$$

Similarly, $D(\pi / 2)=-c_{y y x y}$. From Eqs. (B3) and (B4), we see that

$$
\begin{align*}
D_{\mathrm{DC}} & =0 \\
D_{\mathrm{AC}} & =\sqrt{\frac{1}{8}\left(A_{2}^{2}+4 A_{4}^{2}\right)} \tag{B19}
\end{align*}
$$

## 5. Three dimensions

Extending the above definitions to three dimensions is straightforward. We begin with the strain tensor

$$
\overleftrightarrow{\epsilon}=\left(\begin{array}{ccc}
\epsilon_{x x} & \epsilon_{x y} & \epsilon_{x z}  \tag{B20}\\
\epsilon_{x y} & \epsilon_{y y} & \epsilon_{y z} \\
\epsilon_{x z} & \epsilon_{y z} & \epsilon_{z z}
\end{array}\right)
$$

and the rotation matrix

$$
\begin{equation*}
\mathcal{R}\left(\theta_{1}, \theta_{2}, \theta_{3}\right)=\mathcal{R}^{\#}\left(\theta_{3}\right) \cdot \mathcal{R}^{*}\left(\theta_{2}\right) \cdot \mathcal{R}^{\#}\left(\theta_{1}\right), \tag{B21}
\end{equation*}
$$

where $\theta_{1}, \theta_{2}$, and $\theta_{3}$ are Euler angles and $\mathcal{R}^{\#}$ and $\mathcal{R}^{*}$ are given by

$$
\begin{align*}
\mathcal{R}^{\#}(\theta) & =\left(\begin{array}{ccc}
\cos \theta & -\sin \theta & 0 \\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right),  \tag{B22}\\
\mathcal{R}^{*}(\theta) & =\left(\begin{array}{ccc}
\cos \theta & 0 & \sin \theta \\
0 & 1 & 0 \\
-\sin \theta & 0 & \cos \theta
\end{array}\right) . \tag{B23}
\end{align*}
$$

The rotated strain tensor,

$$
\begin{equation*}
\overleftrightarrow{\epsilon}\left(\theta_{1}, \theta_{2}, \theta_{3}\right)=\mathcal{R}^{-1}\left(\theta_{1}, \theta_{2}, \theta_{3}\right) \cdot \overleftrightarrow{\epsilon} \cdot \mathcal{R}\left(\theta_{1}, \theta_{2}, \theta_{3}\right) \tag{B24}
\end{equation*}
$$

and the response, $R\left(\theta_{1}, \theta_{2}, \theta_{3}\right)$, is a function of the three Euler angles. Finally, the average response $R_{\mathrm{DC}}$ and variance $R_{\mathrm{AC}}^{2}$ are obtained from properly integrating over the three angles as follows:

$$
\begin{gather*}
R_{\mathrm{DC}}=\mathcal{I}^{3} R\left(\theta_{1}, \theta_{2}, \theta_{3}\right),  \tag{B25}\\
R_{\mathrm{AC}}^{2}=\mathcal{I}^{3}\left[R\left(\theta_{1}, \theta_{2}, \theta_{3}\right)-R_{\mathrm{DC}}\right]^{2}, \tag{B26}
\end{gather*}
$$

where $\mathcal{I}^{3}$ stands for $\frac{1}{32 \pi^{2}} \int_{0}^{4 \pi} d \theta_{3} \int_{0}^{\pi} d \theta_{2} \sin \theta_{2} \int_{0}^{4 \pi} d \theta_{1}$.
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