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ABSTRACT 

 

This paper presents results from a production 

experiment in Hindi, showing that differences in 

attachment site of object relative clauses result in 

prosodic differences when the antecedent of the 

relative clause (RC) is part of a complex NP with the 

structure N1 of N2. In particular, based on duration 

and F0 data we argue that the phrasing in a matrix 

sentence encodes the attachment site of the object 

RC. When the RC attaches high, i.e. modifying the 

head N1 of the complex NP, N2 and N1 form 

together a phonological phrase, while the verb of the 

matrix clause forms a phonological phrase on its 

own. In the case of low attachment, i.e. the RC 

modifies the genitive N2, the N2 forms its own 

phonological phrase, while N1 forms a phonological 

phrase with the verb of the matrix clause.  
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1. INTRODUCTION 

Attachment preferences across constructions and 

languages have fuelled a long line of research, as 

they have been used as study cases for theorizing 

about the basic principles of language processing 

and their universal validity. For instance, Frazier 

[10, 11] argued for the universality of parsing 

mechanisms and formulated the Late Closure 

Principle (LCP). According to the LCP the parser 

prefers to attach incoming material to the clause or 

phrase that is currently being processed, if other 

grammar principles allow, and if this attachment 

decision does not require the formation of 

superfluous syntactic nodes. For relative clauses 

(RC), the LCP predicts a Local Attachment 

Preference. This means that in a sentence like (1), 

the RC who was on the balcony preferably refers to 

the noun actress. In this case, the RC modifies N2 

and we speak of ‘low attachment’ preference. 

 

(1) Someone shot the servantN1 of the actressN2   

  who was on the balcony. 

 

The universal validity of the LCP was questioned by 

[4] arguing that speakers of Spanish show a high 

attachment preference (the RC modifies N1) when 

confronted with constructions like (1), while 

speakers of English show a low attachment 

preference. 
[4]’s findings inspired numerous studies on the 

attachment preference of relative clauses across 

languages (for an overview see [1]). Taken together, 

these studies revealed that languages differ with 

respect to the preferred strategy for resolving an 

attachment ambiguity. Besides Spanish, other 

languages, like Bulgarian and Dutch, showed a 

preference for high attachment [29, 3], while Italian 

and Romanian showed a preference for low 

attachment [6, 7], similarly to English. This cross-

linguistic variation triggered a related line of 

research, namely a close inspection of the principles 

that could explain the attachment preference within 

and across languages. A number of principles were 

proposed; syntactic principles [14], discourse-

semantic principles [12], prosodic principles [8, 9, 

28] and the role of frequency [3]. The prosodic 

principles are of particular relevance for this paper. 

1.1. Prosodic principles - phrasing 

Fodor [8, 9] argued that phrasing principles account 

for cross-linguistic variation with respect to relative 

clause attachment preferences. As a starting point, 

Fodor assumes that prosodic information is always 

available to the parser, even in silent reading of 

texts. This type of prosody is named implicit 

prosody [8, 9] and defined as follows: “In silent 

reading, a default prosodic contour is projected onto 

the stimulus, and it may influence syntactic 

ambiguity resolution. Other things being equal, the 

parser favours the syntactic analysis associated with 

the most natural (default) prosodic contour for the 

construction.” [9: 113]. 
  In this paper we investigate whether differences 

with respect to the preferred attachment site of the 

RC result in prosodic differences; as a case study we 

take Hindi, a head-final language spoken primarily 

in South Asia. Hindi allows at least three positions 

for attaching a RC: prenominal, postnominal and 

extraposed. In this paper, we examine the structure 

S-N2GEN-N1-V-RC, in which the RC is extraposed. 

Note that the labelling of the nouns reflects their 

syntactic structure; the genitive noun N2 is 

structurally lower than the head N1 of the NP. 
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1.2. Hindi prosody 

We assume that Hindi has lexical stress and that 

syllable weight plays a major role in its location [15, 

16, 17, 18, 21]. However, it must be noted that the 

status of lexical stress, that is whether there is 

always a designated syllable for stress, remains 

unsettled for Hindi. When lexical stress is realized in 

isolation, namely, when the words are pronounced 

out of context, then it is well perceived. In 

spontaneous speech, lexical stress is often perceived 

only weakly. This latter property is due to the 

absence of a systematic pitch accent corresponding 

to lexical stress. Intonational markers in the form of 

phrasal tones, are often more prominently realized 

than lexical stress. Hayes [18: 163] used the term 

“non-phonemic lexical accent”; for a thorough 

review of the literature on lexical stress in Hindi see 

[27]. [24] showed that every non-final prosodic 

phrase in Hindi, which he called ‘foot’, starts with a 

low tone. The prosodic phrase is defined as “one to 

several syllables in length, which normally is uttered 

with a continuously rising pitch from beginning to 

end.” [15, 16] and [17] analysed the low part of the 

rising contour as a low pitch accent, annotated as L* 

in the tone-sequence notation system of [26], see 

also [22], and the high part of the rising contour as a 

boundary tone H%, or H-. Within an intonation 

phrase the individual rising contours are 

downstepped to each other [25]. 

Compared to lexical prominence, phrasing is 

clearer and prosodic boundaries are perceived better 

than lexical prominence. In this, Hindi speakers 

differ from speakers of English. In a perception 

experiment, [21] asked ten native non-linguist 

speakers and one linguist speaker of Hindi to 

identify prominent words and prosodic boundaries in 

ten excerpts from spoken short narratives. [21] 

found slight agreement among ordinary listeners and 

between ordinary listeners and the expert (κ = 0.15) 

as far as lexical prominence is concerned. The 

agreement improves when examining prosodic 

boundaries. Linguistically untrained listeners and the 

linguistic expert agreed moderately (κ = 0.41) with 

respect to the perception of prosodic boundaries. For 

speakers of English, [31] found agreement rates at 

89.0% for boundaries and 86.0% for pitch accent. 

[23] found a mean kappa of 0.582 for non-expert 

speakers for prominence and prosodic boundaries. 

As for the phonological interpretation of the data, 

two competing models have been proposed for 

Hindi. The first one assumes that Hindi is similar to 

English in assigning prominent tones (L*) on 

lexically stressed syllables, as proposed first by [17]. 

The other one insists on the formation of prosodic 

phrases on focused material, and does not 

necessarily associate the low and high tones with 

lexical prominence, see [25] and [13]. In this paper, 

we remain neutral as to the role of the tones. We call 

the initial low tone L and the final high tone H. 

2. A PRODUCTION EXPERIMENT 

In the production experiment, participants produced 

two types of object RCs, one modifying the head 

(N1) of the NP, and the other modifying the genitive 

(N2). We expected that differences in the attachment 

site of the object RC (high attachment in the former, 

and low attachment in the latter) would result in 

prosodic differences. In particular, we expected 

differences in phrasing as shown in (2a) and (2b), 

see [8, 9] as a function of RC attachment preferences 

and phrasing. 
 

(2) a. High attachment 

   [(Subject)φ(N2GENN1)φ(Verb)φ]ι [(RC)]ι 

b. Low attachment (attach to N2) 

  [(Subject)φ(N2GEN)φ(N1Verb)φ]ι [(RC)]ι  
 

Our expectation was that the entire complex NP 

forms its own phonological phrase when N1 is 

modified by the relative clause (2a), and that the 

genitive N2 forms its own phonological phrase when 

modified by the relative clause (2b). 

2.1. Speech materials 

The stimuli were 48 main clauses: 24 sentences in 

two variants each, see (3) for a full example of a 

stimulus. In (3a) the RC modifies N1, while in (3b) 

the RC modifies N2. Note that the genitive comes 

first, but is called N2, because it is structurally lower 

than the head N1 of the NP. 

 

(3) a. High attachment 

      Lata-ne  gaaRi kii [caabii]N1 DhoonDi [jo  

      Lata-erg car-   gen  key         search      rel 

      naukar-ne kho dii thii]RC  
      servant-erg lost  

      “Lata searched for the keys of the car that the 

servant had lost.” 

      b. Low attachment 

      Lata-ne [gaaRi kii]N2 caabii DhoonDi [jo  

      Lata-erg car-   gen     key     search      rel 

      naukar-ne saaf kii thii]RC  
      servant-erg clean 

      “Lata searched for the keys of the car that the 

servant had cleaned.” 

 

The attachment preferences of the object RCs were 

determined by a paper-pencil questionnaire that was 



 

 

run independently. Participants were asked to 

answer a forced choice question formed on the basis 

of the object RC. For instance for (3a) the question 

in the paper-pencil questionnaire was: ‘What had the 

servant lost? i) the car, ii) the key)’. The paper-

pencil questionnaire was conducted at the Jawaharlal 

Nehru University (JNU) in New Delhi. 

In constructing the stimuli, a number of variables 

were taken into consideration. In particular, we kept 

the length of N1 and N2 constant, as [19] and [20] 

have shown that the length of NPs affects prosodic 

phrasing, so N1 and N2 were always di-syllabic. 

Moreover, N1 and N2 were always trochaic. We 

also controlled animacy (see [5] for an effect of 

animacy on the attachment preferences of RCs); N1 

and N2 were inanimate. The length of the object RC 

was also kept constant. The 48 target sentences (24 

main clauses × 2 types of object RCs) were 

intermingled with 24 fillers. All 72 sentences were 

presented to each participant in a pseudo-

randomized manner. To avoid any ordering effects, 

two pseudo-randomized lists were used. 

2.2. Recording procedures 

A self-paced stimulus presentation was used. The 

utterances were directly recorded via a head-

mounted close taking microphone (Shure SM10A) 

on a computer disk using Audacity Software in a 

quiet room at JNU. Participants were aware of the 

attachment site of the object RC. When the object 

RC modified N1, N1 was underlined, while when 

the object RC modified N2, N2 was underlined. 

Participants were instructed to utter the sentence 

displayed on the screen as naturally as possible. 

2.3. Participants 

Fourteen native speakers of Hindi as spoken in the 

New Delhi region participated in the experiment. 

Each speaker was reimbursed for participation. The 

experiment lasted 20 minutes. 

2.4. Analysis 

The productions of all fourteen participants were 

analysed, 672 utterances in total (48 targets × 14 

participants). The data were labelled manually at the 

word level using Praat [2]. For labelling the data we 

used conventional segmentation guidelines [30]. 

Furthermore, we marked all realized pauses (P0) 

between N2 and N1 and all pauses (P1) between the 

verb and the relative pronoun jo ‘that’ (see Fig. 1). 

The durations of N1, N2, P0 and P1 were extracted 

using a Praat script; the data were analysed with 

linear mixed models; in all cases, varying slopes 

were fit by subject and by item, but no correlation 

parameters were estimated. The contrast coding was 

always sum contrasts (+/−1 coding). The R package 

lme4 (version 1.1-8) was used. 

We annotated a high (H) and a low (L) tone in 

every prosodic word using a Praat script which 

identified first the last H (F0max) of the prosodic 

word and then its closest preceding L (F0min) (Fig.1). 

We also examined the pitch reset of H in N2 to H in 

N1 subtracting F0maxN1 from F0maxN2. 

 
Figure 1: Waveform, spectrogram and F0 of a RC 

modifying N1(upper) and of a RC modifying N2  

 
3. RESULTS 

3.1. Duration 

Figure 2 shows the mean duration of N1 and N2 in 

seconds for High and Low attachment. On average 

the duration of N1 when it was modified by the RC 

(0.401 sec, S.E. = 0.004) was significantly longer 

than when it was not modified by the RC (0.359 sec, 

S.E. = 0.004), the linear mixed model analysis 

showed that this difference was statistically 

significant (coef = − 0.02, SE = 0.01, t = − 4.07). 

Furthermore, on average the duration of N2 when it 

was modified by the RC (0.563 sec, S.E. = 0.006) 

was numerically longer than when it was not 

modified by the RC (0.543 sec, S.E. = 0.007), but 

this difference did not reach statistical significance 

(coef = 0.01, SE = 0.01, t = 0.98), (see Fig. 2). 
 

 

 



 

 

Figure 2: Mean duration of N1 and N2 in seconds. 
 

 

2.5. Frequency (F0) 

On average the F0max of N1 when it was modified by 

the RC (205.1 Hz, S.E. = 3.2) was significantly 

lower than when it was not modified by the RC 

(219.5 Hz, S.E. = 3.2), the linear mixed models 

estimates are as follows: coef = − 8.37, SE = 2.55, t 

= − 3.28. In this analysis, two extreme data points, 

one less than 100 Hz and one more than 400 Hz was 

removed. The result does not depend on these points 

being removed; the difference is significant even 

with the complete data-set. The F0max of N2 when it 

was not modified by the RC (248.1 Hz, S.E. = 3.8) 

was on average significantly higher than when it was 

modified by the RC (243.7 Hz, S.E. = 3.7), coef = 

13.3, SE = 2.6, t = 5.112, (Fig. 3). Here, 14 data 

points (out of 671) were removed as they had 

extreme values (>350 Hz) and were skewing the 

residuals. However, the result does not depend on 

removing these values; the difference is statistically 

significant even when all data points are retained. 

 
Figure 3: Lows and Highs of N2 and N1. 

 

 
 

On average the pitch downstep (F0maxN2 – F0maxN1) 

when the RC was modifying N2 (43.0 Hz, S.E. = 

2.5) was significantly shorter than the pitch 

downstep when the RC was not modifying N2 (24.2 

Hz, S.E. = 1.6), coef = 9.4, SE = 3.13, t = 3.0. 

4. DISCUSSION 

Our expectations that the attachment site of a RC is 

prosodically signalled were partly met. The two 

types of phrasing are repeated in (4). We see 

significant differences in duration of N1 but no 

significant differences in duration of N2. The null 

result for N2 is uninformative; it is possible that a 

study with higher power is necessary to determine 

whether N2 durations are also affected by RC 

attachment. We also see differences in F0max of N2 

and N1, and in pitch downstep.  

In duration, the noun that is modified by the RC 

is longer compared to when it is not modified. Thus, 

longer duration on the noun indicates the presence of 

a phrase boundary, see (4). In F0max we find a 

higher scaling of the H tone on N1 when the RC 

modifies N2, while we find a lower scaling of the H 

tone on N1 when the RC modifies N1. Crucially, the 

difference of the H tones between N2 and N1 reveals 

an indication of phrasing. When the RC modifies 

N2, the difference between the H tone on N2 and N1 

is smaller than when the RC modifies N1. In both 

cases, the H tones on N2 and N1 show a downstep. 

However, this relation is smaller when the RC 

modifies N2. This means that a phrase break after 

N2 induces a pitch reset of the scaling of the 

following H tone. When no phrase break follows 

N2, there is no pitch reset, and the two tones show a 

downstep. The RC forms its own intonational phrase 

(ι) due to its extraposed postverbal position. 

 

(4) a. High attachment (attach to N1) 

   [(Subject)φ(N2GENN1)φ(Verb)φ]ι [(RC)]ι 

     b. Low attachment (attach to N2) 

   [(Subject)φ(N2GEN)φ(N1Verb)φ]ι [(RC)]ι  

5. CONCLUSION 

Our results partly confirmed that differences in 

attachment result in prosodic differences. The 

duration and F0 of the head of the complex noun 

phrase (N1) and the genitive (N2) partially support 

our hypothesis that object RCs that modify N1 and 

object RCs that modify N2 differ in phrasing. 
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