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Boundaries determine the formation energies of lattice defects in two-dimensional buckled materials
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Lattice defects are inevitably present in two-dimensional materials, with direct implications on their physical
and chemical properties. We show that the formation energy of a lattice defect in buckled two-dimensional crystals
is not uniquely defined as it takes different values for different boundary conditions even in the thermodynamic
limit, as opposed to their perfectly planar counterparts. Also, the approach to the thermodynamic limit follows
a different scaling: inversely proportional to the logarithm of the system size for buckled materials, rather than
the usual power-law approach. In graphene samples of ∼1000 atoms, different boundary conditions can cause
differences exceeding 10 eV. Besides presenting numerical evidence in simulations, we show that the universal
features in this behavior can be understood with simple bead-spring models. Fundamentally, our findings imply
that it is necessary to specify the boundary conditions for the energy of the lattice defects in the buckled
two-dimensional crystals to be uniquely defined, and this may explain the lack of agreement in the reported
values of formation energies in graphene. We argue that boundary conditions may also have an impact on other
physical observables such as the melting temperature.
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Lattice irregularities in the form of defects, such as
dislocations and grain boundaries, are quite generically present
in crystalline lattices. Usually, defects have a direct impact on
the various properties of the material; for instance, in graphene
they reduce the mobility [1], and change Young’s modulus
[2,3] and the fracture behavior [4]. A fundamental property
characterizing a lattice defect is its formation energy, with
the crucial importance for their behavior, e.g., the defects’
migration and healing [5]. On the other hand, two-dimensional
crystals have a natural tendency to buckle out of the crystalline
plane to relieve the stress [6–8]. For perfectly confined two-
dimensional materials, the formation energy of a lattice defect
does not depend on the boundary conditions, but only on the
type of the defect, and in that sense is uniquely defined.
However, the question arises whether this fundamentally
important feature of the lattice defects changes in buckled
crystals, and in particular whether the boundaries affect the
defects’ energy.

In this Rapid Communication, we show that this is indeed
the case by studying the formation energy of the defects
in both simple, analytically tractable buckled one- and two-
dimensional bead-spring models, as well as in numerical
simulations of graphene, a paradigmatic representative of
a two-dimensional buckled crystal. In particular, we find
that unlike two-, and three-dimensional materials where the
formation energy of a lattice defect, such as an SW defect, is
well defined, in buckled two-dimensional materials different
boundary conditions give rise to different values of the
formation energy of the defect in the thermodynamic limit.
Moreover, while the finite-size correction in the energy scales
as inversely proportional to the system size for one-, two-,
and three-dimensional materials, we show that this scaling
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for buckled sheet-type materials is given by the inverse of
logarithm of the system size.

To describe this boundary effect on the formation energy
of the defects in buckled crystals, we first consider a simple
model of a string of N atoms with length L = N , connected
with elastic springs and a defect created at the center of the
string by making the bond angle with the y axis equal to θ �= 0
[Fig. 1(a)]. This string is embedded in two-dimensional space
and in this way we allow for the buckling in the model. In this
(1+1)-dimensional [(1+1)D] model, the energy of the defect
configuration is minimized for the two most commonly used
boundary conditions: force-free (FF) boundaries which relax
the global planar stress, and deformation-free (DF) boundaries
which fix the density of the atoms to the crystalline density
[Fig. 1(a)]. We use the Hamiltonian

H = Ecore + λ
∑

i

(ri − 1)2 + κ
∑

i

(φi+1 − φi)
2

− f

(∑
i

ri cos(φi) − L

)
, (1)

where ri is the bond length between two neighboring atoms
i − 1 and i, and φi is the angle of this bond with respect to the x

axis. For simplicity, we set the core energy of defect Ecore = 0.
The elastic constants in the Hamiltonian are defined as follows:
λ is the bond stretching constant, κ is the bond bending
constant, and f is the force acting on the boundaries. At the
FF boundary condition the energy is minimized for ri = 1
and φi = φ0(−1 + i

N
), which leads to the finite-size energy

scaling of ∼1/N . In Fig. 1(b) numerical values of FF energy
calculations are shown (points) and are in very good agreement
with the analytical solution (fitted with line). Furthermore,
DF boundary conditions yield a minimum energy for ri =
1 + f/(2λ) and φi = φ0 exp (−αi) with α = √

f ri/2κ . These
solutions in turn yield forces with finite-size scaling of the
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FIG. 1. Illustration of force-free (FF) and deformation-free (DF) boundaries and calculated defect energy as a function of the system size
for both (1+1)D and (2+1)D models. (a) Sketch of the elastic string model that accounts for the boundary effects on the formation energy
of the defects. In the case of DF boundaries, the introduction of the defect does not change the total length (L) since a force is acting on the
boundaries to keep the sample at constant density. In the case of FF boundaries, the density of the sample does change through the change
of the length. (b) Finite-size correction to the energy and force for both the FF and DF boundaries in the (1+1)D model. The numerical data
points are fitted well by the analytically predicted scaling of the energy for DF (blue line) and FF (red line) boundaries and force (brown line).
(c) Finite-size correction to the energy and force for both the FF and DF boundaries in the (2+1)D model. The numerical data points are fitted
well by the analytically predicted scaling of the energy for DF (blue line) and FF (red line) boundaries and square of the force (brown line).
Here, we use the values of the parameters in the Hamiltonian (1), λ = κ = 1.

form f ∼ N−2/3, while the energy scales as E ∼ N−1/3.
We have also performed the numerical simulations for DF
boundary conditions, and these results are in agreement with
the analytical ones [Fig. 1(b)]. More importantly, this very
simple model already yields a different scaling of the energy
with the system size for different boundaries, a feature also
prominent in the (2+1)D model, which we consider next.

To obtain the defect formation energy and its dependence
on the system size in two-dimensional space, we extended the
one-dimensional model in two dimensions in a rotationally
symmetric manner. We analytically solve the (2+1)D model,
as shown in the Supplemental Material (SM) [9], and find that
for FF boundary conditions the energy scales as ∼1/ log(N )
with system size. Furthermore, at DF boundary conditions,
the force scales as f ∼ 1/

√
log(N ), whereas the energy

scales as E ∼ 1/ log(N ) with a constant offset, which is
the formation energy of the defect in the thermodynamic

limit. In Fig. 1(c), we show the numerical calculations of
both the energy and force within this simple model. The
data points are fitted with analytical predictions, and show
very good agreement. The most striking result here is that
both boundary conditions yield finite-size corrections of the
form 1/ log(N ), on top of a constant offset. In the limit of
infinite system size, FF and DF boundaries therefore yield
different formation energies. This very simple model captures
an essential feature of the formation energy of a lattice defect
in a buckled two-dimensional crystal, which is its dependence
on the boundary conditions. Furthermore, the same model also
produces the finite-size scaling of the energy as found in our
computer simulations on graphene, which we present next.

To further demonstrate this effect, we numerically study
the formation energy of a single Stone-Wales (SW) defect,
made of a pair of pentagon-heptagon rings obtained when
four hexagons are transformed by a bond transposition of 90◦,
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(a)

(d)(c)

(b)

FIG. 2. Structure of the graphene sample with a single SW defect.
The two different orientations of the defect are shown: (a) 0◦ and (b)
60◦. Two different buckling modes represent (c) sine-type buckling
and (d) cosine-type buckling. The two configurations are shown from
different viewing angles.

in a graphene sheet buckled in the out-of-plane direction, as
shown in Fig. 2. We consider FF and DF boundary conditions,
both of which are periodic as commonly used in simulations.
Our results show that with DF boundaries the formation
energy for the SW defects is always significantly higher than
with FF boundaries, and such boundaries therefore strongly
favor defect-free configurations of buckled graphene samples.
Contrary to the natural intuition, the energy difference persists
in the thermodynamic (infinite size) limit, as shown in Fig. 3,
even though all individual atomic positions become indistin-
guishable between the two types of boundaries. In finite-size
samples, this gap is more pronounced, as is especially the
case for separated dislocations with FF versus DF boundary
conditions (Fig. S3 in the SM) [9], where it can exceed 10 eV.
Finite-size effects remain even in very large samples, since
the finite-size corrections in the energy decrease inversely
proportional to the logarithm of the system size. In contrast,
if all atoms are confined to a purely two-dimensional plane,
both FF and DF boundaries quickly converge to the same
formation energy which is much higher than in the buckled
samples. Finite-size corrections in this case decrease much
faster, inversely proportional to the system size. Apparently,
buckling introduces strong finite-size effects, with boundary
effects that do not vanish in the thermodynamic limit. Our
results therefore imply that both the formation energy of
the lattice defects and its dependence on the size of the
buckled graphene samples are not well defined without spec-
ifying the boundary conditions, counter to the conventional
wisdom [5].

We simulated structures of a graphene membrane with an
SW defect. Structural relaxation and energy computation are
based on a recently developed semiempirical elastic potential
for graphene [10]. Eight different geometries were used in
our simulations. They differ in the orientation of the SW
defect relative to the boundaries (0◦ and 60◦), the buckling
modes (sine and cosine), and the types of boundaries (DF and
FF). The two inequivalent initial bonds give rise to the two
SW defects oriented by 60◦ relative to each other [Figs. 2(a)
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FIG. 3. Formation energy as a function of the graphene sample
size with a single SW defect for both buckled (sine and cosine) and
flat configurations, with different boundaries (DF and FF) and defect
orientations (0◦ and 60◦). (a) In buckled graphene, the formation
energy of the SW defect converges to four different values, determined
by the boundary condition and buckling mode; different orientations
do not influence the formation energy in the thermodynamic limit.
Finite-size corrections scale as 1/ log(N ), with different prefactors
for different boundaries, buckling modes, and defect orientations. (b)
In flat graphene, the formation energy of the SW defect converges
to the same value (6.73 eV) irrespective of the orientation or the
boundary condition, with finite-size corrections scaling as 1/N .

and 2(b)]. The system is then relaxed and to relieve the stress it
buckles perpendicularly to the flat graphene plane with the two
possible buckling configurations, sine and cosine [Figs. 2(c)
and 2(d)], while the density of carbon atoms is kept fixed (DF)
and relaxed (FF) (only FF shown in Fig. 2).

The calculated formation energies of a single SW defect in
a buckled graphene sheet for different system sizes are shown
in Fig. 3. Its scaling with the system size is given by

ESW(N ) = E0 + F (N ), (2)

where E0 is the energy contribution of the defect in an infinite
(square) system, and F (N ) describes finite-size corrections,
with lateral sample size L and a number of carbon atoms
N ∼ L2. For the computational methods, see the SM [9].
We first observe for the eight structures that extrapolation to
the infinite system size produces four different values for the
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TABLE I. Formation energy E0 of an SW defect in graphene
in the thermodynamic limit, and form of the corresponding leading
finite-size corrections for different orientations (0◦ or 60◦ with respect
to the periodic directions; see Figs. 2(a) and 2(b)], different buckling
[sine or cosine; see Figs. 2(c) and 2(d)], and different boundaries
(FF or DF). Note that E0 does not depend on defect orientation,
but does depend on the buckling mode as well as on the type
of boundary conditions. The leading finite-size correction in the
formation energy scales as 1/log(N ), with varying amplitude. The
lowest formation energy (2.87 eV) is for the configuration with FF
boundaries and sine-type buckling, whereas the highest (3.15 eV) is
for the DF boundaries with cosine-type buckling. Most importantly,
the formation energies in the thermodynamic limit for DF and FF
boundaries differ by 0.18 eV for sine-type buckling.

Defect and boundary type E0 (eV) F (N )

FF, sin SW, 60◦ 2.87 1/
√

N a

DF, sin SW, 60◦ 3.05 1/log(N )

FF, sin SW, 0◦ 2.87 1/
√

N a

DF, sin SW, 0◦ 3.05 1/log(N )

FF, cos SW, 60◦ 3.02 1/
√

N a

DF, cos SW, 60◦ 3.15 1/log(N )

FF, cos SW, 0◦ 3.02 1/
√

N a

DF, cos SW, 0◦ 3.15 1/log(N )

aIn the case of FF boundaries, finite-size corrections for sample sizes
studied here (up to 137 616 atoms) are dominated by the scaling factor
of 1/

√
N [10], but a correction ∼1/log(N ) with a small prefactor

cannot be excluded.

formation energy E0 of the defect; the dependence on the orien-
tation of the defect vanishes, in agreement with the intuitive ex-
pectation based on the equivalence of the sp2 carbon bonds. On
the other hand, the defect energy depends on both the buckling
configuration, and most notably, on the type of boundary of the
sample. In particular, the DF boundaries, in which the density
of the carbon atoms is fixed to the crystalline value, always give
a higher formation energy of the defect than FF boundaries (see
Table I). Therefore, boundary conditions play a crucial role in
determining the formation energy of the defects.

This effect is especially pronounced when taking into
account the finite size of the graphene samples. As shown in
Fig. 3(a), there is a notable difference in the formation energy
of the SW defects of up to 30% between the samples with
DF and FF boundaries at the size of N ∼ 104 atoms. More
importantly, the finite-size correction to the defect energy,
F (N ), scales as 1/ log N for DF boundaries. Therefore, DF
boundaries besides giving higher formation energy of the
defects in the thermodynamic limit, also give rise to its slow
decrease with the system size. On the other hand, as shown
in Fig. 3(b), when the buckling is completely suppressed, the
energy of the defect in the thermodynamic limit converges to a
common value independently of the type of boundaries, with
finite-size correction F (N ) = C/N in which the prefactor C

differs for both types of boundaries and the defect orientations.
Notice also that in the flat graphene sheet, the DF boundaries
give the largest energy for the defect formation in finite-size
samples.

The effects of the boundaries are even more pronounced
when considering the energy of a dislocation pair as a function
of the distance (see SM [9]). The size of the energy difference
between the FF and DF boundaries for a dislocation pair can
be of the order of 10 eV (Fig. S3). Moreover, the form of the
potential between the dislocations depends heavily on the type
of boundaries, implying a strong dependence of the melting
temperature of graphene [11,12] on the boundary conditions.
For FF boundary conditions the energy of a dislocation pair
as a function of separation in a buckled graphene membrane
quickly becomes constant as predicted by Seung and Nelson
in the inextensional limit [13]. The strain field around the
core of a dislocation becomes short ranged when buckling is
allowed and therefore the energy converges to a finite value.
On the other hand, for DF boundary conditions the energy of a
dislocation pair in the buckled crystal increases with separation
and this behavior is consistent with the results obtained from
a different elastic potential [11,14]. The increase in the energy
in this case is lower than logarithmic, as predicted by Seung
and Nelson. The strain field around the core of a dislocation
does not become localized in the case of DF boundaries since
a constant stretching force is applied at the boundaries in order
to keep the atom density fixed and this could be the origin of
the boundary effects. Furthermore, the force at the boundaries
decreases with increasing system size, but at the same time
the length of the boundary increases, and the combined effect
on the defect’s energy apparently is a constant offset as shown
by our (2+1)D analytical model and numerical simulations on
graphene.

Another qualitative way to understand our results, which
at first glance seem surprising, is that a defect such as
SW, locally deforms the membrane thereby reducing the
“footprint” in the 2D plane. With FF boundary conditions,
the system can simply shrink to the reduced footprint, but
with DF boundary conditions it cannot, resulting in significant
stress. The latter raises the energy, even in the thermodynamic
limit.

Our work demonstrates the crucial importance of bound-
aries for determining the formation energy of the lattice
defects. Boundary effects may also be partly responsible for
the large variation of the reported formation energies of defects
in numerical simulations on the graphene lattice [5,15]. Simple
models for an elastic string and a membrane embedded in a
higher-dimensional space suggest their independence of the
lattice geometry and the model, and in that sense they may
represent a universal feature of the low-dimensional buckled
crystals. Our findings may be relevant to graphene samples
where SW defects [16–18] and grain boundaries have been
observed [19–21]. Finally, our study opens up a route to
investigate this boundary effect on the defects’ energy in other
two-dimensional crystalline materials, such as Mo2C [22], as
well as in recently synthesized silicene [23,24], germanene
[25], and stanene [26].
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