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Research regarding the optimal planning of distributed generation is often based on coarse energy use
and generation data, which does not accurately reflect real variations in energy profiles. This paper in-
vestigates the impact of this lack of temporal variation on the optimal planning of distributed generation.
The problem of loss minimization in the residential setting is used as a guideline. The outcomes of a
stochastic optimization model for energy profiles defined on different time aggregation levels are
compared. At first glance, modeling on a finer time scale seems to affect optimal planning solutions, with
a shift from variable stochastic sources to sources that provide constant generation. However, it turns out
that the gains of using these new optimal solutions in terms of reducing energy losses are limited. The
results suggest that for optimization purposes it is not necessary to use data at a resolution smaller than
hourly time steps. If energy profiles are defined on time steps smaller than one hour it is important that
the full range of the stochastic fluctuations is taken into account, rather than evaluating a couple of
scenarios.
© 2016 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

In the recent years there has been an increased focus on ‘smart’
electricity systems that continuously monitor, match, and control
energy use and generation in order to facilitate the implementation
of onsite-generation [1e4]. In the context of these developments
opportunities arise for intensive data collection. Whereas data used
to be collected on the level of daily or hourly means, now data is
collected and even used in real time [5,6]. Since household load and
renewable generation are known to fluctuate on the level of mi-
nutes or even seconds [7], fine grained data collection could be
relevant to provide an accurate picture of energy use and genera-
tion. Indeed these new possibilities are embraced by researchers
who are formulating increasingly precise energy profiles [8e11].
However, when it comes to simulating or optimizing the grid, the
use of accurate data comes at the price of computational efficiency.
Adding more accuracy in the time dimension comes with the need
to acknowledge the unpredictable nature of the short term fluc-
tuations, which requires highly complex models. Moreover, inten-
sive data collection and storage is not without costs. The question
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arises whether the possible improvements to distributed genera-
tion (DG) planning owing to more accurate data outweigh the costs
of acquiring, storing, and using the data.

In this paper the impact of using electricity use and generation
data of higher temporal resolution on optimal DG capacity planning
is analyzed. To guide the analysis, a general model for determining
the capacities of DG's at which energy losses are minimized is
employed; an elaboration on [12]. The focus of this paper is not on
the calculated optimal capacities itself, but on the influence of data
choice on the calculated optimal capacities. First, the implications
of high temporal data for modeling flexibility are outlined. Then the
impact of increased data granularity on estimates for the perfor-
mance measure and optimal capacity levels is evaluated by
comparing the outcomes of the optimization model for energy
profiles with different levels of time aggregation. The latter has
drawn especially little scientific attention so far.

1.1. Granularity and system performance

Quite a few papers have evaluated the bias from the use of
coarse data when calculating performance measures for the power
distribution system. The resulting picture is ambiguous. As Bucher
et al. [13] explain, much depends on which part of the system is
being analyzed. For a realistic representation of maximum power,
maximum voltage or energy flows, a one minute time step seems
appropriate; whereas for evaluating transient currents and
le under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

Delta:1_surname
Delta:1_given name
http://creativecommons.org/licenses/by/4.0/
mailto:l.kools@law.leidenuniv.nl
mailto:frank.phillipson@tno.nl
http://crossmark.crossref.org/dialog/?doi=10.1016/j.energy.2016.06.089&domain=pdf
www.sciencedirect.com/science/journal/03605442
http://www.elsevier.com/locate/energy
http://dx.doi.org/10.1016/j.energy.2016.06.089
http://creativecommons.org/licenses/by/4.0/
http://dx.doi.org/10.1016/j.energy.2016.06.089
http://dx.doi.org/10.1016/j.energy.2016.06.089


L. Kools, F. Phillipson / Energy 112 (2016) 342e352 343
voltages, smaller time steps are necessary. For broad overviews of
energy flows more coarse data is sufficient. Moreover, whereas one
hour time steps may be too coarse for analyzing data on the indi-
vidual level (i.e. domestic loads), when looking at multiple house-
holds, much of the short term fluctuations are balanced out due to
the aggregation of different profiles [14].

At least two papers focus specifically on the impact of granu-
larity on measuring the mismatch of demand and generation
(which is the input to loss minimization models). Wright et al. [15]
use energy use information collected at a one minute time interval
from seven different households, to calculate the degree of mea-
surement error in export and import proportions when this data is
averaged over five, fifteen, or thirty minute time intervals. They
conclude that five minute time steps provide a good balance be-
tween accuracy and the burden of data size. Cao et al. [16] do not
only consider the short run variability of demand, but also of on-
site photovoltaic (PV) generation. They simulate energy use and
generation profiles on a one minute interval and from there
construct profiles on five, ten, fifteen, thirty, and sixty minute time
steps. Using this input they compare on-site energy fractions and
on-site energy matching for different setups of the site. They show
that using one hour averages leads to large biases compared to the
one minute data. However, they cannot give specific guidelines
with respect to the granularity. The size of the bias depends on the
setting evaluated, so that in some cases five minute data may suf-
fice, while in others much can be gained from using finer resolution
data.

1.2. Granularity and decision making

Even if one can assume that increased data accuracy leads to
more reliable performance measurement of the power distribution
system, this does not necessarily imply it improves capacity plan-
ning. The consequences of adding precision to the input of opti-
mization models for DG capacity planning is rarely discussed in
scientific literature. Ochoa and Harrison [17] provide a first step in
the discussion by advocating the use of multi-period (‘energy’)
models for loss minimization instead of the popular one period
(‘power’) models. Power models evaluate the system at one
moment in time, using a snapshot of the systems performance for
optimization. Energy models, on the other hand, allow to evaluate
the system over a span of time, thereby accounting for time vari-
ations and time dependencies in demand and supply. Ochoa and
Harrison show that using one period models leads to a downward
bias in the performance measure and a resulting overestimation of
optimal DG capacity levels.

The next step is to determine the appropriate length for these
time periods. There are two recent papers in which the impact of
using time periods shorter than one hour in optimal DG capacity
planning is discussed, both in the context of cost minimization.
Hoevenaars and Crawford [18] investigate the optimal capacities of
the elements of a standalone hybrid power system for different
temporal resolutions of the data, ranging from one second time
steps to one hour time steps. They explain that the appropriate
level of analysis depends on the components included in themodel.
Whereas the optimal amount of diesel fueled generation is highly
dependent on the time step chosen, systems including solar mod-
ules, wind turbines, or batteries are less dependent on the granu-
larity of the data used. Hawkes and Leach [19] look at optimal sizing
of a combined heat and power (CHP) unit for a single household
and finds that the calculated optimal capacity based on the hourly
data is twice the optimal size found when using data on a five
minute level. The resulting difference in costs can be up to 16%.
They believe it is not necessary to use data on an even smaller
granularity, as the improvements from the level of ten minutes to
five minutes is already rather limited.

1.3. A stochastic approach

When one wants to use high resolution data for decision mak-
ing, the accompanying optimization model naturally becomes
more complex. Not only does increasing the temporal granularity of
energy profiles result in adding data points, also one now needs to
acknowledge the unpredictable nature of short term fluctuations in
energy use and generation, such that stochastic formulations are
required. By adding granularity to the input of an optimization
model one thus needs to switch from evaluating the performance
of a system under a typical situation to evaluating the expected
performance of a system given the complete range of possible sit-
uations. In this way the amount of information evaluated in the
model increases exponentially and one must apply approximations
to keep the model tractable. Not surprisingly, most models for
optimal DG planning are defined in a coarse deterministic frame-
work, as one can conclude from the extensive overview of models
in Kumawat et al. [20]. They review and classify more than 70 high
quality research papers on optimal DG planning that have been
published after 2010. They distinguish the following four ap-
proaches to modeling the load as input for the model. Within the
brackets the percentages of papers reviewed that fall within each
classification are given.

1. one-load level with single case (16%)
2. multi-load levels (51%)
3. time-varying (practical system loads) (28%)
4. probabilistic generation considering uncertainties in load (5%)

Most of the examples mentioned, such as [21e24] use hourly,
daily or even monthly time steps. Only three of the papers [25e27]
consider probabilistic generation. All of these consider load per
hour, just as themore recently published paper within this category
by Kayal et al. [28].

In those applications dealing with the reliability of the power
distribution system, elegant optimization models have been
defined where higher time granularity does not add complexity,
borrowing from techniques used in telecom research, see Refs.
[29e31]. The focus then lies on the performance of the system
under extreme conditions. Unfortunately, such an approach does
not readily apply to the type of optimization problems where
average performance of the system (as is the case for loss mini-
mization) is the main concern.

The aforementioned research on granularity and decision
making acknowledges the stochastic nature of the short term
fluctuations by considering several likely data profiles (samples or
snapshots) rather than one average profile. In this way the
computational burden of the analysis can be kept to a reasonable
level, without needing to compromise on the complexity of the
model. The stochastic nature of short term fluctuations could
impact optimal decisions, which may not be adequately captured
using a small amount of samples. This paper aims to take the full
span of possible realizations into account by framing the problem in
the language of stochastic optimization. This allows for consider-
ation of the complete range of stochastic fluctuations in the model
at the cost of the level of detail that can be included in the model.

1.4. Outline of the paper

In Section 2 the problem used for the calculation is presented
and the consequence of adding precision is explained with respect
to complexity and computational effort. Then in Section 3 the pa-
rameters and data underlying the numerical calculations are
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explained. In Section 4 the results of the different calculations are
presented and compared, after which the conclusions and recom-
mendations are presented in Section 5.
Fig. 1. A schematic overview of the loss minimization model.

Table 1
Overview of notation.

Indices
i ¼ 1,…,NDG Type of DG
T ¼ 1,…,T Time period
Parameters
Nh Number of houses
bmax Capacity of the storage unit
al Charging efficiency (linear)
au Discharging efficiency (linear)
bw Export efficiency (quadratic)
bg Import efficiency (quadratic)
Variables
dt Demand in period t
sit Supply of a DG of type i in period t
st Total supply in period t
bt Storage level at the end of period t
wt Exported electricity in period t (dv)
gt Imported electricity in period t (dv)
lt Charging amount in period t (dv)
ut Discharging amount in period t (dv)
xi Installed capacity for DG of type i (dv)

Note: dv ¼ decision variable.
2. Loss minimization model

A general DG planning problem will serve as a guidance to the
analysis. A residential district attached to an LV/MV transformer is
considered. The aim of the model is to find the optimal mix of DG's
for this district in order to minimize (expected) energy losses, in
line with [12]. The model provides the optimal capacities for a
combination of generators. The physical or logical location of these
generators in the network is not determined by the model. Each
household can install one or more types of DG. The capacity of each
DG unit is fixed.1

Total energy losses are the result of the balancing process of
energy use (demand) and generation (supply) over a span of time,
which is an optimization problem in itself. Supply should equal
demand at all times. To accomplish this, electricity can be exported
to or imported from other neighborhoods via the grid. Also, the
neighborhood has access to a storage unit that can be used to shift
supply. In both these channels losses are incurred. Given the
observed demand and supply the optimal balancing strategy
should be chosen so to minimize energy losses.

In the stochastic optimization literature a problem as defined
above is referred to as a two-stage recourse problem. These types of
problems consist of two sets of decisions; those made ex ante the
realizations of the stochastic variables (stage 1) and those made ex
post those realizations (stage 2). In our case the first stage entails
the choice of capacities of the DG's (beforewe know the exact levels
of demand and supply), and the second stage entails the balancing
process (as soon as demand and supply are observed).

A schematic representation of the problem can be found in Fig.1.
The mathematical formulation can be found in Appendix A. In
Table 1 the notation that is used throughout this paper, is intro-
duced. In defining the problem, the aim has been to be as general as
possible. The goal of this exercise is to make recommendations
regarding the appropriate input (data profiles) for the model, not to
make recommendations with respect on the output (optimal ca-
pacity levels) of the model.
2.1. Solution strategy

The capacities of the DG's are chosen such that expected losses
are minimized. Calculating such an expected value exactly would
imply the evaluation of iterated integrals, which is a computationally
heavy task. Therefor, an algorithm is imposed that uses approxi-
mations to the objective obtained by sampling from the joint dis-
tribution of the random variables, namely Stochastic Decomposition
(developed by Higle and Sen [32]). The algorithm is based on the
concept of optimality cuts and works in an iterative way. In each
iteration one sample is taken from the joint distribution of random
variables describing the energy use and generation at each time
point. Then, using all the samples collected up to that point, a plane
is constructed orthogonal to the objective function, the optimality
cut. Together these cuts form a lower bound to the objective func-
tion, which can be used as an approximation of the actual problem.

In every iteration, more information is thus added to the pool of
1 Other objectives than minimizing losses could have been considered. The
choice of objective may have substantial impact on the calculated optimal capacity.
However, recommendations with respect to the appropriate granularity of data as
input for optimization models are generalizable to other objectives dealing with the
average performance of the system, such as minimizing system costs.
data so that reality can be approximated more closely the longer
the algorithm runs. This also implies that the cuts constructed in
the beginning of the algorithm are based on very limited infor-
mation, such that these cuts can turn out to form too tight ap-
proximations of the objective. Therefore, in every iteration the cuts
constructed in previous iterations are multiplied by a factor smaller
than one, so that the possibly invalid cuts slowly drop out. In this
way the approximating problem forms a statistically valid lower
bound to the average function throughout the algorithm.

Large problems in numerical analysis are often ill conditioned
[33], as also turns out to be the case for the problem at hand. The
objective is quite flat around the optimum, such that the algorithm
convergence to the optimal solution is hampered. The updating
process of the optimality cuts leads to loose bounds in the flat area,
such that solutions keep jumping back and forward within this
region. Therefore, the algorithm is adapted slightly, by holding off
this updating process until four iterations after the cuts were
constructed. In this way the bounds are tighter, such that it in fact
now only forms a statistically valid lower bound to the objective
function in the limit. In practice, this helps the algorithm to
converge more easily. For more information on this adaption the
reader is referred to [34]. Quick convergence is especially relevant
when complex data profiles are defined, as extra sampling in such
cases is costly.
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3. Data

To evaluate the degree of data accuracy relevant for optimal DG
planning, the model defined in Section 2 needs to be evaluated
using data on different granularities. In this section the construc-
tion of the energy use and demand data and the assumptions on the
parameters in themodel are explained. The information underlying
the data profiles stems from earlier work at TNO [12] and auxiliary
sources [10,11].

3.1. Construction of energy profiles

An energy profile is defined as an ordered collection of data on
electricity use and generation over a specified span of time (as
opposed to a static ‘power’measurement). One can distinguish two
approaches to construct such an energy profile: a bottom-up and a
top-down approach. Using the bottom-up approach one starts with
the characteristics underlying demand or supply and builds a
model based on these characteristics. An example is the model for
domestic energy use and PV generation presented in Refs. [10,11].
Domestic energy use is retrieved by modeling the presence of
people in the house and consequently the electric appliances they
will use. Adding the energy use of all the different appliances gives
a domestic energy use profile. Such approaches allow for demand
and supply to be modeled very accurately, however these models
are computationally expensive.

Taking a top-down approach, electricity use and generation are
modeled directly, without referring to underlying elements, for
example using a stochastic process. In the case of energy use, this
implies that the total energy use is modeled, rather than retrieving
the total energy use from severalmodels dealing with the use of the
separate appliances. These top-down models are often based on
definitions of data demand in communication networks, such as
Markov chains [35] or stochastic arrival curves [36]. Alternatively,
rather than modeling a process, one can use coarse energy profiles
and define a single known distribution for the variations within
those wide time frames [37,38]. However, these models cannot
capture all characteristics of demand and supply. In most defini-
tions it is for example hard to include the non-stationarity of the
processes, such that one needs to define separate processes for
different parts of the day, as in Ref. [8].

Two types of distributed generators are considered: (1) a
photovoltaic array (PV) sized at 8m2 and (2) a micro combined heat
and power system (micro-CHP) with a capacity of 1 kW. For these
generators, supply profiles are defined on a granularity of one hour,
fifteen minutes, and one minute. Similarly, neighborhood demand
profiles are defined on these three levels of granularity. Neighbor-
hood demand and PV generation are assumed to be stochastic. The
output from the micro-CHP systems is assumed to be deterministic
e the system is either on or off. When it is on, it produces a constant
level of energy.

In the context of stochastic optimization it is natural tomake use
of top-down energy profiles, since these can be defined as a
collection of (joint) random variables. However, given the higher
descriptive value of bottom-up energy profiles, calculations using a
set of bottom-up energy profiles are provided to test the validity of
the conclusions derived from the top-down profiles. All profiles
contain information about one day in each season. The losses
occurring at each of these days are combined using aweighted sum,
so to obtain a measure of yearly losses.

3.1.1. Top-down profiles
To create the top-down profiles an hourly base profile of energy

use and generation is supplemented with intra-hour distributions.
The data underlying these profiles all stem from a research project
on demand steering at TNO [39]. In Fig. 2, the hourly base profiles
for demand and generation are shown for each season.

The micro-CHP system considered is one that has been on the
market since 2010. It is heat demand following and is equipped
with a buffer to store overproduced heat. When the micro-CHP
system starts producing heat it takes 15 min to start generating
electricity and produces 1 kW per hour.

The base profiles for PV generation are based on measurements
performed during a year for a monocrystalline silicon PV solar
panel. The panel has a size of 8 m2 and a panel efficiency of 12.5%.
This gives a panel capacity of 1000 Wp. A south-oriented panel on
45� then delivers yearly around 910 kW in the Netherlands. The
measurements were performed using ten minute time steps. The
information of eight consecutive weeks in each season is averaged
to obtain a profile of one day in each season. The ten minute values
are aggregated to obtain hourly base profiles. The intra-hour dis-
tributions used to reflect the one minute fluctuations are
sPV ;t � N ðmt ;0:5mtÞ and sPV,t~�G(4,mt/4) þ 2mt. For the other time
granularities we employ suitable transformations of these distri-
butions. Note that the output of the different PV systems are
assumed to be completely correlated.

Demand profiles are provided in the form of average household
demand as a percentage of yearly household demand for the year
2008. Themeasurements underlying this data are performed at one
Dutch household. The time steps are fifteen minutes and the data
covers one week in each season. Furthermore, given that the
average Dutch household used 3656.5 kWh in 2008, it can be
assumed that the average neighborhood of 250 houses used
914,125 kWh that year. Multiplying this figure with the relative
household demand gives typical neighborhood demand profiles.
We average the profiles over the different days of the week to
obtain one daily profile per season. Furthermore, the fifteen minute
values are aggregated to obtain hourly base profiles. Calculations
are performed on the base profiles and on profiles assuming an
intra-hour distribution for the one minute fluctuations of
dt � N ðmt ;0:5mtÞ and dt~G(mt/4,4) (based on visual inspection of
graphs of energy use). For the other time granularities we employ
suitable transformations of these distributions.

3.2. Bottom-up profiles

The bottom-up profiles are defined using a simulator created by
Richardson et al. [10,11].With this simulator one hundred traces are
retrieved of neighborhood demand and PV supply on a one minute
granularity for the first day of each season. The parameters were set
such that the setting resembles that of the data for the top-down
profiles retrieved at TNO. By aggregating these one minute de-
mand and supply figures, comparable traces on a fifteen and sixty
minute granularity are generated. For the micro-CHP output the
hourly base profiles defined above are used.

Each simulation starts with running an irradiance model
providing information on the radiation of the sun if the sky would
be completely clear all day. After that, the clearness index of the sky
is simulated in order to account for the instantaneous effects of
clouds. From this the output profiles for a single PV panel are
retrieved. Next, Nh traces of household demands are simulated.
When summed up, these traces give the neighborhood demand.
The household size can be varied between one and five. The
number of traces simulated for each household size were chosen in
accordance with numbers from Statistics Netherlands (statli-
ne.cbs.nl) on household sizes in the Netherlands, see Table 2.
Through the incorporation of lighting demand, the household de-
mands are correlated with the output of the PV panels. In Fig. 3, one
sample of neighborhood demand and PV generation is shown for
the first day of each season, assuming every household installs a PV



Fig. 2. One day base profiles of domestic energy use, PV generation and CHP generation, for each season separately.

Table 2
Household sizes in the Netherlands.

Size household Percentage of population

1 37.02
2 32.69
3 12.08
4 12.79
>5 5.42

Table 3
Parameter settings.

Nh 250
bmax 2000
aL ¼ aU 0.975
bw ¼ bg 0:0435

P
tdt=

P
td

2
t
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system.
3.3. Assumptions on parameters

To perform the calculations, assumptions need to be made with
respect to the efficiency and capacity of the storage unit, and with
respect to the efficiency of the grid. These assumptions are sum-
marized in Table 3.

The neighborhood is assumed to have access to the futuristic
storage device StorageX as presented in Refs. [12], which has a
roundtrip efficiency of 95%. Assuming these losses are equally
divided among loading and unloading we define al ¼ au ¼ 0.975.
This storage unit has a capacity of 2000 kWh, hence bmax ¼ 2000.

Variable transport losses in the Netherlands are estimated to be
4.35% under the scenario that hardly any distributed generation is
Fig. 3. Simulated profiles for a d
installed [39]. This figure can be translated to the quadratic loss
parameters using the following formula

bw ¼ bg ¼ 0:0435
P

tdtP
td

2
t

(1)

From this, it follows that the values for bw and bg depend on the
granularity of input, as

P
ix

2
i sðPixiÞ2.
4. Results

4.1. Baseline results

In Table 4, the results from the optimization are shown. The first
line in each panel shows the optimal solutions given the baseline
profiles (hourly time steps). The second and third lines show the
results when data is defined on a finer granularity using intra-hour
istrict with 250 households.



Table 4
The optimal capacity levels and estimated losses.

Granularity Capacity (% of maximum) Losses (% of total demand)

PV Micro-CHP Model-estimate Reestimated on

60 min 15 min 1 min

Panel A: intra-hour fluctuations follow a Normal distribution
1 h 100.0

{98.0,100.0}
62.5
{60.9,70.5}

1.64 1.64 1.70 2.00

15 min 100.0
{98.0,100.0}

65.3
{60.9,68.9}

1.70 1.63 1.70 1.99

1 min 100.0
{96.8,100.0}

70.3
{66.3,73.9}

1.99 1.64 1.70 1.99

Panel B: intra-hour fluctuations follow a Gamma distribution
1 h 100.0

{98.0,100.0}
62.5
{60.9,70.5}

1.64 1.64 1.70 2.01

15 min 100.0
{97.6,100.0}

65.0
{61.0,69.0}

1.69 1.63 1.69 2.00

1 min 100.0
{96.8,100.0}

70.6
{66.6,74.2}

1.99 1.64 1.70 1.99
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distributions. The optimal solutions were found using the adapted
Stochastic Decomposition algorithm. Stochastic Decomposition is a
stochastic algorithm and will thus not yield the exact same solution
each time it is run. This is usually not a problem, however, the goal
of this paper is to compare the solutions retrieved using different
input profiles. In order not to confuse differences in solutions due to
the granularity of the data with differences in solutions due to the
nature of the algorithm, some extra steps are taken. Every calcu-
lation is repeated five times. For the retrieved optimal solutions the
objective is re-estimated using 500 samples of demand and supply.
Among these five solutions, the solution with the lowest re-
estimated losses is chosen. Furthermore, the neighborhood of this
solution is searched to find the range of solutions for which the
estimated losses are no more than 0.005% points higher than the
estimated losses for the optimal solution. These solutions will be
referred to as near-optimal solutions and are denoted between
curly brackets in the tables. For every solution not only the model
estimate of the objective is provided in column 4, but also the es-
timates based on the data profiles on the other time granularities,
column 5 to 7.

When the hourly base profiles are used for optimization, the
optimal solution indicates to install all available capacity of PV
panels and about 62.5% of the available capacity of micro-CHP. The
estimated losses are 1.64% of total energy demand, which is less
than half of the losses when no DG's are included (4.35%, see Sec-
tion 3.3). When considering the intra-hour fluctuations, the
optimal installed capacity of micro-CHP increases. For the profiles
constructed with one minute time steps the resulting optimal ca-
pacity levels are about eight percentage points higher than those
resulting from the use of the hourly base profiles. The estimated
losses of the model increase as the granularity gets finer.

One may notice that the optimal micro-CHP capacities resulting
from the fifteen minute profiles fall within the range of near-
optimal solutions retrieved using the base profiles. Not surpris-
ingly, re-estimating the losses for those two solutions using the
fifteen minute data results in the same amount of losses. Under the
assumption of Normal distributed intra-hour fluctuations, the same
holds when moving to the minute time steps; the increase in
micro-CHP capacity does not lead to substantially lower losses.
Under the assumption of skewed (Gamma) intra-hour fluctuations,
there does seem to be a slight improvement from the new solu-
tions. When re-estimated using the one minute data the losses are
0.02% points lower when using the one minute optimal solution
rather than the optimal solutions from the baseline.
4.2. Sensitivity to storage assumptions

The assumptions on the battery efficiency levels may impact the
conclusions with respect to the granularity of data. As Notton et al.
[40] explain, when assuming access to storage, modeling on a finer
timescale only matters if indeed within that timeframe the excess
supply is sometimes positive and sometimes negative. So if within
the hour demand always exceeds supply, the losses are not ex-
pected to be impacted by the granularity of the data.

The calculations are repeated under the assumption that no
storage is available. In fact, it can be shown that when the storage
unit has a roundtrip efficiency of about 80% rather than 95%, storage
is hardly used given the optimal control policy imposed. The results
of the calculations without storage are presented in Table 5.

The optimal capacity levels are indeed somewhat lower than in
the case with storage. When the hourly base profiles are taken, the
optimal level of PV capacity is 2.5% points lower and the optimal
level of micro-CHP capacity is about 10% points lower. The esti-
mated losses are quite a bit higher than in the situation with
storage, but still far lower than in the case of no DG (2.09% rather
than 4.35% of total demand).

In contrast to the case including storage, when moving from the
15 min to the 1 min level the optimal PV capacity drops by about
20% points. This decrease in optimal installed PV capacity is slightly
compensated by an increase in the optimal micro-CHP capacity. So
there is a shift from the unpredictable supply source, that may lead
to large peaks in export or import, to the more stable source of
generation. The improvement in losses (estimated at the minute
level) from using the fine grained solution rather than the coarse
solution is now about 0.02e0.03% point. This is a slightly bigger
improvement than in the case without storage, however it is still
not substantial.

4.3. Stochastic bottom-up profiles

In Table 6, the results of the calculations using the simulated
generation and demand profiles is shown. The retrieved optimal PV
capacity levels are lower than in the calculations in Section 4.1,
whereas the optimal micro-CHP capacity levels are higher. Also the
range of near-optimal solutions is smaller and the estimated losses
are lower.

The effect of the granularity of data on the optimal solutions is
similar to what was found using the top-down profile. The optimal
installed PV capacity levels decrease as the granularity of the data
gets finer, where this decrease is compensated by an increase in



Table 5
The optimal capacity levels and estimated losses, no storage.

Granularity Capacity (% of maximum) Losses (% of total demand)

PV Micro-CHP Model-estimate Reestimated on

60 min 15 min 1 min

Panel A: intra-hour fluctuations follow a Normal distribution
1 h 97.5

{89.1,100.0}
50.3
{47.1,53.1}

2.09 2.09 2.18 2.82

15 min 96.1
{88.5,100.0}

49.7
{46.9,52.9}

2.18 2.09 2.18 2.82

1 min 76.5
{68.4,84.8}

52.1
{49.1,55.5}

2.80 2.12 2.21 2.80

Panel B: intra-hour fluctuations follow a Gamma distribution
1 h 97.5

{89.1,100.0}
50.3
{47.1,53.1}

2.09 2.09 2.18 2.83

15 min 96.4
{88.0,100.0}

49.9
{46.7,52.7}

2.18 2.09 2.18 2.82

1 min 79.8
{76.9,100.0}

52.5
{48.5,55.3}

2.80 2.11 2.20 2.80

Table 6
The optimal capacity levels and estimated losses given simulated data.

Granularity Capacity (% of maximum) Losses (% of total demand)

PV Micro-CHP Model-estimate Reestimated on

60 min 15 min 1 min

1 h 81.0
{79.4,81.8}

67.4
{65.8,68.2}

1.39 1.39 1.37 1.37

15 min 78.6
{74.2,83.4}

69.7
{65.7,73.3}

1.37 1.39 1.37 1.37

1 min 75.9
{71.9,80.7}

70.7
{66.7,73.9}

1.37 1.39 1.38 1.37
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optimal installed micro-CHP capacity levels. However, in this case
the differences are so small, that the losses, re-estimated at the one
minute level, are the same for the solutions retrieved at the three
different time granularities. The ranges of near-optimal solutions
increase when using higher resolution data, indicating that the
objective function gets flatter around the optimum. When
assuming there is no access to efficient storage, the improvements
due to the finer granularity of data are more visible, see Table 7.
However, still the improvement in estimated losses gained from
using finer grained data are only 0.02% points, similar to the results
retrieved using the top-down data.

Even though the pattern in the change of optimal solutions is
similar using the high resolution data, it is noticeable that the bias
in estimated losses is much smaller. Apart from the data being
constructed in a different way, the main difference between the
top-down data and the simulated data is the lack of imposed
autocorrelation and cross correlations in the top down data pro-
files. Although demand and supply are very unpredictable and may
fluctuate fromminute to minute, current levels are likely to depend
Table 7
The optimal capacity levels and estimated losses given simulated data, no storage.

Granularity Capacity (% of maximum) Loss

PV Micro-CHP Mod

60 min 53.1
{51.9,54.3}

56.3
{55.1,56.7}

2.01

15 min 49.7
{44.9,53.7}

59.2
{55.6,62.0}

1.99

1 min 47.2
{42.8,51.6}

60.0
{56.8,62.8}

1.97
on those in the periods before. So when supply exceeds demand in
a certain period, one can expect it to be higher also in the next
couple of periods, especially when small time steps are taken.
When within the larger time frame the system is either continu-
ously in overproduction or continuously in underproduction,
modeling on a finer timescale does not give us extra information
regarding losses.

In Fig. 4, one sample of excess supply in the district is shown
when the PV system is installed at 125 of the houses in the district
and the micro-CHP system is installed at 150 of the houses
(respectively 50% and 60%, the optimal solution for the case
without storage based on 15 min data). The gray line shows the
original data and the black line shows the data when aggregated to
15 min time steps. Indeed compared to the variation over the day,
the fluctuations around the 15 min line are not that large.

In other research based on data from the same simulator [16], it
is shown that aggregating data to hourly profiles leads to highly
biased estimates of mismatch between demand and supply, con-
trary to the results here. This can partly be explained by the fact
es (% of total demand)

el-estimate Reestimated on

60 min 15 min 1 min

2.01 1.99 1.99

2.02 1.99 1.98

2.03 1.99 1.97



Fig. 4. A sample of excess supply for xPV ¼ 125, xCHP ¼ 150 on one min. and fifteen minute granularity, simulated data.
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that the focus in that paper is on single houses rather than districts,
so that demand showsmore pronounced peaks on theminute level.
However, more importantly, those results are based on four 24 h
electrical demand profiles and two 24 h PV generation profiles. In
Fig. 5 three samples of PV output are shown. These profiles show
considerable variation. Looking at the spring profiles, one shows
barely any generation (a cloudy day appears to be simulated), while
the other two show high peaks, though at different points of the
day. When looking at only a couple of snapshots of the system,
outliers may influence the results and biases may be exaggerated. It
seems that when looking at the average performance of the system
given the whole range of possible situations, such problems are
mitigated.

5. Conclusion

In this paper the impact of using higher resolution data on the
optimal planning of distributed generation is evaluated. There is an
increased effort towards constructing energy use and demand
profiles with small time steps. However, research findings on the
usefulness of those high resolution profiles have not been conclu-
sive. This paper aims to provide guidance with respect to the
appropriate granularity of data. Using a general stochastic loss
minimization model, the consequences of using data with time
steps smaller than one hour have been evaluated. The conse-
quences to modeling flexibility have been discussed and optimal
Fig. 5. Three samples
solutions have been compared for energy use and generation pro-
files on multiple levels of granularity.

In the model used for the numerical comparisons, a PV panel
and micro-CHP system could be installed at households in a typical
Dutch neighborhood. Since short run fluctuations in renewable
generation and demand are highly uncertain, energy profiles
should contain a stochastic dimension. Evenwhen considering only
a couple of possible scenario's this implies a huge computational
effort. At first glance, the optimization results do seem to indicate
that optimal capacity levels change when the length of time steps
decreases. Optimal PV capacity levels decrease, whereas optimal
micro-CHP capacity levels increase. However, when looking at the
estimated losses given the different solutions, the changes are
minor. In fact, when evaluated at a fine granularity the objective is
quite flat, so that many solutions give approximately the same
estimated losses. Estimating losses with coarse data however does
lead to large overestimations. The results from the simulated pro-
files suggest that when sufficiently accounting for cross- and au-
tocorrelations, the hourly inputs do not lead to largely different
estimated losses than the minute data. This is contrary to results
from earlier research, based on the same data, though not taking a
stochastic approach. Still the objective is flatter when using fine
grained input.

The results suggest that for optimization purposes it is not
necessary to use fine-grained data. In fact, the high resolution data
show that many solutions are similar in outcome, such that even
of PV generation.
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near-optimal solutions can give satisfactory outcomes. Considering
the computational burden and limits to modeling flexibility that
come with using high resolution data it is thus advised not to use
data with time steps smaller than one hour for optimization.
However, when evaluating the current state of a system rather than
optimizing the system it may be relevant to increase granularity.
When done so it is advised to acknowledge the full spectrum of the
probabilistic nature of the variables, rather than just a couple of
scenarios, such that the optimization process is less prone to be
influenced by outliers in the samples. Also, when the objective is
not to optimize some sort of average performance of the system
(cost effectiveness, real losses etc.) but to increase performance
under worst case scenarios (reliability), the short term fluctuations
may be important for the process of optimization.

Our analysis was guided by a model on loss minimization in a
residential setting. Therefor, highly intermittent types of DG, like
wind were not included in the analysis. Considering types of DG
that show bigger fluctuations than PV or CHP, will likely lead to
higher bias in the performance measure. However, as noted above
such bias in the performance measure does not seem to translate to
suboptimal capacity levels. Inclusion of more intermittent types of
DG are not likely to influence the conclusions with respect to the
appropriate data granularity of optimization. On a similar note, the
choice of loss function and storage policy are likely to affect optimal
capacity levels, but not the influence of data granularity on those
optimal capacity levels. For expositional purposes it has been
chosen to work with a model that does not carry to many com-
plexities in dimensions other than the granularity of data. Given
our conclusions it does not seem profitable to develop a model that
includes both the complexity due to increased data granularity as
the complexities of possible other grid configurations. It is more
profitable to focus on adding complexity that makes the model
itself more realistic, rather than adding complexities that allow the
model to use more realistic data.

It should be noted that the assumptions regarding losses were
based on information about the Dutch grid, which is relatively
efficient compared to that of other countries. Also a 0.01%
improvement in losses comes down to about 500,000 euroworth of
electricity in the Dutch grid. However, when considering a country
with larger land area, like the United States, a small percentage
savings in losses can actually lead to quite substantial financial
gains. Moreover, a highly efficient storage unit was assumed, which
does not exist yet. Given these considerations, it is likely that the
potential effect of granularity found in this study is on the con-
servative side. However, given the very small gains from using one
minute data rather than hourly data, it is not to be expected that the
improvements will be substantial in less efficient settings.
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Appendix A. Mathematical representation of the loss
minimization model

The loss minimization model is defined as a two stage recourse
model. In the first stage (before realization of the stochastic vari-
ables) the number of DG's is determined. In the second stage (after
realization of the stochastic variables) the balancing process takes
place.
Appendix A.1. Stage 1

Let x be the vector of xi's, where each xi indicates the number of
installed units of DG i, i¼ 1,…,NDG. Furthermore, let g(x) be the total
energy loss. Every household can install at most one DG of each
type such that the total number of DG's of one type cannot exceed
the number of households Nh. Mathematically this gives,

min
x

Eu½gðxÞ�: (A.1)

0 � xi � Nh i ¼ 1;…;NDG: (A.2)

Appendix A.2. Stage 2

Let dt be a stochastic variable representing the neighborhood
demand during time period t and st a stochastic variable repre-
senting neighborhood supply. It is assumed that the distribution of
dt is known. However, the distribution of st depends on the amount
of installed generators (xi, determined in stage 1) and the output of
a single generator of type i during period t (sit), as reflected in
Equation (A.4).

Demand and supply should always be matched perfectly. When
there is excess supply within a time period this can either be
charged to a storage device (lt, load) or exported for use by other
districts (wt, waste). When there is excess demand within a time
period this can either be met by discharging electricity from the
storage device (ut, unload) or by importing electricity from other
districts or power plants (gt, generation). This matching process is
expressed in Equation (A.5). It is assumed that excess supply can
always be consumed by other districts. Furthermore, it is assumed
that other districts or power plants can always provide enough
extra supply to cover the excess demand. There are some con-
straints on using storage. Namely, storing negative amounts of
energy is impossible and no more energy can be stored when the
maximum capacity (bmax) is reached, Equations (A.7) and (A.8).

When excess supply is charged onto the battery or when excess
demand is met by discharging the battery, losses occur. The con-
version process from electricity to a storable type of energy is not
completely efficient, so that not all energy intended for storage gets
charged onto the storage unit. Similarly, not all energy discharged
actually arrives at the consumer. This conversion inefficiency is
approximated by linear loss parameters, al and au. When during
period t, lt is sent to the storage unit, at the end of period t the state
of charge, bt, does not equal bt�1þlt, but bt�1þ(1�al)lt. Similarly if ut
is necessary to meet the district's excess demand an extra amount,
c, must be discharged such that, that which is actually discharged,
(1�au)(utþc), equals that what is needed for consumption, ut. The
end of period state of charge bt then does not equal bt�1�ut, but
bt�1�1/1�auut, as expressed in Equation (A.6). Similarly, the losses
incurred can be expressed as a linear function of the excess supply
loaded onto the storage unit, (1�al)lt, and the excess demand met
from the storage unit, auut/(1�au).

When excess supply is exported, both resistive and trans-
formative losses are incurred. The losses due to export are the
addition of the losses in the LV-grid of the district itself, the losses
in the LV/MV-transformer, the losses in the MV grid, the losses in
the MV/LV transformer, and the losses in the LV-grid of the district
that consumes the excess supply. Similarly, losses occur when
excess demand is met through generation. These losses can be
reasonably approximated by a quadratic function of respectively
the waste (bww2

t ) and generation (bgg2t ) as explained in Ref. [12].
Loss parameters bw and bg are to be estimated.

The choice between importing and discharging the battery, or
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exporting and charging the battery is made such that the losses
incurred are minimized as formulated in Equation (A.3). The
balancing process and resulting real losses are thus characterized
by the set of equations,

gðxÞ :¼ min
lt ;ut ;gt ;wt

XT
t¼1

�
bww

2
t þ bgg

2
t þ ð1� alÞlt þ auut

.
ð1� auÞ

(A.3)

st ¼
XNDG

i¼1

sitxi; t ¼ 1;…; T ; (A.4)

wt � gt þ lt � ut ¼ st � dt ; t ¼ 1;…; T; (A.5)

bt ¼ bt�1 þ allt �
1

1� au
ut ; t ¼ 1;…; T ; (A.6)

bt � bmax; t ¼ 1;…; T : (A.7)
Table A.8
The optimal second stage control policy, where Dt: ¼ st�dt

wt gt lt ut bt

Dt � �1�au
2bg

� aubt�1 0 �Dt�aubt�1 0 aubt�1 0

�1�au
2bg

� aubt�1 <Dt � �1�au
2bg

0 1�au/2bg 0 �Dt � 1�au
2bg bt�1 þ 1

au

 
� Dt � 1�au

2bg

!

�1�au
2bg

<Dt � 0 0 �Dt 0 0 bt�1

0<Dt � 1�al
2bw

Dt 0 0 0 bt�1

1�al
2bw

<Dt � bmax�bt�1
al

þ 1�al
2bw

1�al/2bw 0 Dt�1�al/2bw 0
bt�1 þ al

�
Dt � 1�al

2bw

�
bmax�bt�1

al
þ 1�al

2bw
<Dt Dt � bmax�bt�1

al
0 bmax�bt�1/al 0 bmax
bt ;wt ; lt ; gt ;ut � 0; t ¼ 1;…; T: (A.8)

Note that by looking at the district as a whole, information on
losses from transport within the district, that is, transport from one
house to another, is excluded. These losses are negligible [41].

Appendix A.3. Simplifying the optimal balancing process

The balancing process to minimize energy losses is quite com-
plex, in the sense that in every time period a decision needs to be
taken. When increasing the time granularity of the input (the en-
ergy profiles) more and more decisions are added to the model.
Moreover the stochastic nature of the fluctuations brings forward
the need to evaluate many different scenarios. As a consequence
the model quickly becomes difficult to solve using standard tech-
niques. Consider, for example, that onewants to evaluate a problem
with one type of generator for one day in each season. In the case of
hourly deterministic time steps one needs to determinewt,lt,gt, and
ut, 96 times. Now, suppose that on the one minute level the output
of this generator can be approximated by a discrete distribution of
S1 values. Similarly, let demand be represented by a discrete dis-
tribution with S2 possible realizations, such that there are S1S2
combinations of the two. Then there will in total be (S1S2)T possible
scenario's to evaluate. When evaluating one day per season on the
level of minutes, T equals 5760. It is clear that the amount of sce-
narios retrieved in this way, and with that the deterministic
equivalent of the stochastic model, is quite large.

By means of approximation, a control policy is imposed to guide
the second stage decisions. In order to define an optimal control
policy in this setting, one needs to assume that it is not possible to
configure the storage unit such that future events can be antici-
pated. Under this assumption it can be easily checked that in each
period the excess (or shortage) of energy should first be compen-
sated for by exporting (or importing) it to the grid. When the level
of excess supply (or demand) is so high that the marginal losses
from export (or import) exceed the marginal losses from storage,
the storage unit is activated. When the storage unit reaches full
capacity (or is depleted) any remaining excess supply (or demand)
should be exported (or imported). In Table A.8 the mathematical
formulation of this control policy can be found.

By applying this control policy, the two-stage recourse problem
is transformed into a problem of the form

min
x2X

Eu½gðx;uÞ�: (A.9)

where g(x,u) is given by a direct expression, rather than an opti-
mization problem. Such that now only the value of x needs to be
determined by the model, rather than the values of x,l,u,g and w.
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