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ALGEBRAICALLY IRREDUCIBLE REPRESENTATIONS AND

STRUCTURE SPACE OF THE BANACH ALGEBRA

ASSOCIATED WITH A TOPOLOGICAL DYNAMICAL SYSTEM

MARCEL DE JEU AND JUN TOMIYAMA

Abstract. If X is a compact Hausdorff space and σ is a homeomorphism of
X, then a Banach algebra ℓ1(Σ) of crossed product type is naturally associated
with this topological dynamical system Σ = (X, σ). If X consists of one point,
then ℓ1(Σ) is the group algebra of the integers.

We study the algebraically irreducible representations of ℓ1(Σ) on complex
vector spaces, its primitive ideals, and its structure space. The finite dimen-
sional algebraically irreducible representations are determined up to algebraic
equivalence, and a sufficiently rich family of infinite dimensional algebraically
irreducible representations is constructed to be able to conclude that ℓ1(Σ) is
semisimple. All primitive ideals of ℓ1(Σ) are selfadjoint, and ℓ1(Σ) is Hermit-
ian if there are only periodic points in X. If X is metrizable or all points are
periodic, then all primitive ideals arise as in our construction. A part of the
structure space of ℓ1(Σ) is conditionally shown to be homeomorphic to the
product of a space of finite orbits and T. If X is a finite set, then the structure
space is the topological disjoint union of a number of tori, one for each orbit
in X. If all points of X have the same finite period, then it is the product of
the orbit space X/Z and T. For rational rotations of T, this implies that the
structure space is homeomorphic to T2.

1. Introduction and overview

If X is a compact Hausdorff space and σ is a homeomorphism of X , then there
is a Banach algebra ℓ1(Σ) of crossed product type associated with the dynamical
system Σ = (X, σ). It is an involutive algebra, and there is a significant amount of
literature on the relation between the properties of the enveloping C∗-algebra C∗(Σ)
of ℓ1(Σ) and those of the dynamical system. The algebra ℓ1(Σ) itself, however, is
far less well studied, even though it is arguably more naturally associated with Σ
than C∗(Σ), the construction of which takes one extra step. The investigation of
ℓ1(Σ), which is an algebra with a more complicated structure than C∗(Σ), has been
taken up in [10] and has been continued in [11] and [12].

The present paper is a further step in the study of ℓ1(Σ). It fits into what
seems to be an emerging line of research where Banach algebras of crossed prod-
uct (or related) type are considered that are associated with (abstract) dynamical
systems, but that are not C∗-algebras or closed subalgebras of C∗-algebras. We
refer to [3, 4, 5, 6, 8, 9, 18, 19, 20] as examples of this development. These new
algebras present an extra challenge compared to C∗-algebras, because the latter
with their rigidity properties are still reasonably manageable, and have a relatively
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uncomplicated—though still far from trivial—structure. As an example, the al-
gebra ℓ1(Z)—our algebra ℓ1(Σ) reduces to this algebra when X consists of one
point—has closed non-selfadjoint ideals, whereas this is of course no longer true for
its enveloping C∗-algebra C(T).

In this paper, we concentrate on the algebraically irreducible representations of
ℓ1(Σ) on complex vector spaces, the primitive ideals, and the structure space of
ℓ1(Σ). Hence there is no topology on the representation space involved, although
the fact that a topology can always be brought into play (see Theorem 2.1) will
play an important part in the proofs. This is contrary to what sometimes seems
to have become the main objective (in particular for involutive Banach algebras),
namely to study topologically irreducible (∗-)representations. In many basic papers,
including [21], this is done without further comment, and also the present authors
have used this definition of an irreducible representation in [12]. The fact that
for C∗(Σ)-algebras there is no difference (see Theorem 2.2) will have encouraged
this tendency. In the present paper, however, we return to the purely algebraic
viewpoint. This gives the correct definition of a primitive ideal that enables one to
introduce the hull-kernel topology on the set of primitive ideals.

The reader who is familiar with the formulas used to define representations of
ℓ1(Σ) in [10, 11, 12] will notice a clear similarity with the formulas in the present
paper. Although these formulas have certainly been an inspiration, the similarity
does not go much further than that, because in a purely algebraic context we need
other techniques than in the previous papers. For example, it is not so difficult to
determine the finite dimensional algebraically irreducible ∗-representations of ℓ1(Σ),
since there is a theory of states available in this Hilbert space context, but to show
that these actually exhaust the finite dimensional algebraically irreducible repre-
sentations on complex vector spaces up to equivalence is another matter. Likewise,
with every aperiodic point we shall associate a representation of ℓ1(Σ) on ℓp(Z)
for every p ∈ [1,∞]. It is easy to show that this representation is topologically
irreducible if p ∈ (0,∞) and not topologically irreducible if p = ∞ (see Proposi-
tion 3.15), but proving that it is algebraically irreducible if p = 1 is more demanding
(see Proposition 3.13).

This paper is organised as follows.
In Section 2, we establish notation, collect non-trivial key material on alge-

braically irreducible representations of Banach algebras, introduce our Banach al-
gebra ℓ1(Σ), and establish basic results on dynamical systems that are induced by
non-zero homomorphisms from ℓ1(Σ) into a normed algebra.

Section 3 contains the description of all finite dimensional algebraically irre-
ducible representations of ℓ1(Σ) up to algebraic equivalence (see Theorem 3.5). For
p ∈ [1,∞], the representations of ℓ1(Σ) on ℓp(Z) associated with aperiodic points
are introduced and investigated from the viewpoint of equivalence (see Proposi-
tions 3.8 and 3.10) and algebraic and topological irreducibility (see Theorem 3.16).
With the primary algebraic goal of this paper in mind, we could have restricted
ourselves to the algebraically irreducible representations on ℓ1(Z) and their alge-
braic equivalences, but it seemed less than satisfactory not to present the complete
picture.

Section 4 combines the algebraically irreducible representations from Section 3
with the technique of induced dynamical systems from Section 2. It is shown that,
even though we do not generally know them all, every primitive ideal of ℓ1(Σ) is
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selfadjoint (see Theorem 4.3). Furthermore, ℓ1(Σ) is a Hermitian Banach algebra
if all points of X are periodic (see Theorem 4.7). If X is metrizable, then, even
though we do not generally know all infinite dimensional algebraically irreducible
representations, we can still show that all primitive ideals can be obtained from
Section 2 (see Theorem 4.18). This section also contains—partly as a prelude to
Section 5—a more detailed investigation of the primitive ideals originating from
Section 3. There are already enough of these to conclude that ℓ1(Σ) is semisimple
(see Theorem 4.11).

The final Section 5 concentrates on the structure space of ℓ1(Σ), i.e. on the set
of primitive ideals of ℓ1(Σ) in the hull-kernel topology. Several results of Section 4
can be interpreted in this context (see Theorem 5.1). The main goal of this section
is the description—under conditions—of parts of this structure space as topological
products of spaces of finite orbits and T (see Theorem 5.10). If X is a finite set,
then the structure space is the topological disjoint union of a number of tori, one
for each orbit in X . If all points of X are periodic with the same period, then it is
homeomorphic to the product of the orbit space X/Z and T. For rational rotations
of T, this implies that the structure space is homeomorphic to T2. The methods
in Section 5 could conceivably be adapted to yield similar results for the structure
space of C∗(Σ), but further research is needed to explore this perspective.

2. Preliminaries

This section contains the necessary preliminary definitions and results.
We start by introducing some conventions and terminology for representations.

The latter, which we give in detail since there are various different terminologies
in use, is consistent with that in [17], with the exception that—to prevent any
misunderstanding—we write ‘algebraically irreducible’ where [17] uses ‘irreducible’.

All vector spaces in this paper are complex. Algebras are not necessarily unital.
Ideals of an algebra are two-sided; ideals of normed algebras are not necessarily
closed. A representation of an algebra A on a vector space E is a not necessarily
unital homomorphism π : A → L(E) into the linear operators L(E) on E. It is
algebraically irreducible if π(A)(E) 6= {0} and the only invariant subspaces of E are
{0} and E. An algebraically irreducible representation of a unital algebra is neces-
sarily unital. If E is a normed space, then a normed representation of an algebra A
on E is a representation π of A on E such that π(A) ⊂ B(E), where B(E) denotes
the bounded operators on E. A normed representation is topologically irreducible

if π(A)(E) 6= {0} and the only closed invariant subspaces of E are {0} and E. A
topologically irreducible normed representation of a unital algebra is necessarily
unital. A normed representation of a normed algebra A on a normed space E is
continuous if π : A → B(E) is continuous, and it is contractive if π : A → B(E)
is contractive. The notions ∗-representation and algebraic equivalence, topological
equivalence, isometric equivalence, and unitary equivalence of representations are
self-explanatory. A ∗-representation of a Banach algebra with isometric involution
on a Hilbert space is automatically contractive.

Next, we collect some non-trivial facts on algebraically irreducible representa-
tions of Banach algebras.

Theorem 2.1. Let A be a Banach algebra and let E be a vector space. Suppose

that π : A → L(E) is an algebraically irreducible representation. Then:
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(1) The algebra of intertwining operators on E consists of the complex multiples

of the identity.

(2) E has a unique Banach space topology relative to which π is normed. There

exists a norm inducing this topology such that π is a contractive represen-

tation.

(3) An algebraic equivalence between two algebraically irreducible normed rep-

resentations of A on Banach spaces is a topological equivalence.

Part (1) follows from [2, Corollary 25.3.(i) and Theorem 14.2], where we use the
fact that we are working over C. The first part of (2) is [17, Corollary 4.2.16.(a)],
and the second part follows from an inspection of the proof of [2, Lemma 25.2], or
as a special case of [17, Theorem 4.2.7]. Part (3) is [17, Corollary 4.2.16.(b)].

The fact that every algebraically irreducible representation of a Banach algebra
can be viewed as a continuous (even contractive) representation, as asserted in
part (2), will be used repeatedly. This possibility is a consequence of the fact that
maximal modular left ideals of a Banach algebra are closed.

The next result may well underlie the fact that in parts of the literature the ‘irre-
ducibility’ of a normed representation stands for what is ‘topological irreducibility’
in our terminology. The ‘if’ part is Kadison’s result (see [13] or [7, Corollary 2.8.4]);
the ‘only if’ part follows from [7, Corollary 2.9.6.(i)].

Theorem 2.2. Let A be a C∗-algebra and let π be a representation of A on a vector

space E. Then π is algebraically irreducible if and only if E can be supplied with the

structure of a Hilbert space such that π is a topologically irreducible ∗-representation

of A on E.

We now turn to the dynamical system and its associated Banach algebra.
Throughout this paper, X is a non-empty compact Hausdorff space and σ :

X → X is a homeomorphism. Hence Z acts on X , and we write Σ = (X, σ) for
this topological dynamical system. We let Aper(σ) and Per(σ) denote the aperiodic
and the periodic points of σ, respectively. We say that (X, σ) is topologically free

if Aper(σ) is dense in X , and that it is free if the Z-action is free, i.e. if Per(σ) = ∅.
It is topologically transitive if

⋃
n∈Z

σn(V ) is dense in X for every non-empty open
subset V of X . For every integer p ≥ 1, let Perp(σ) be the set of points with an
orbit of p elements. A subset S of X is invariant if it is invariant under the Z-action,
i.e. if σ(S) = S. If S is invariant, then so are its closure and interior. The sets
Aper(σ), Per(σ) are invariant, as are the sets Perp(σ) for every integer p ≥ 1. We
shall write o for a general finite or infinite orbit, and o for the closure of an orbit.

The involutive algebra of continuous (complex-valued) functions on X is denoted
by C(X), and we write α for the involutive automorphism of C(X) induced by σ,
defined by α(f) = f ◦ σ−1 for f ∈ C(X). Via n 7→ αn, Z acts on C(X).

With ‖ · ‖ denoting the supremum norm on C(X), we let

ℓ1(Σ) = ℓ1(Z, C(X)) =

{
a : Z → C(X) : ‖a‖ :=

∑

n∈Z

‖a(n)‖ < ∞

}
.

We supply ℓ1(Σ) with the usual twisted convolution as multiplication, defined by

(aa′)(n) =
∑

k∈Z

a(k) · αk(a′(n− k))
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for n ∈ Z and a, a′ ∈ ℓ1(Σ), and define an involution on ℓ1(Σ) by

a∗(n) = αn(a(−n))

for n ∈ Z and a ∈ ℓ1(Σ). Thus ℓ1(Σ) becomes a unital Banach ∗-algebra with
isometric involution, and we call ℓ1(Σ) the Banach algebra associated with Σ. If X
consists of one point, then ℓ1(Σ) is the group algebra ℓ1(Z) of the integers.

A convenient way to work with ℓ1(Σ) is provided by the following. For n,m ∈ Z,
let

χ{n}(m) =

{
1 if m = n;

0 if m 6= n,

where the constants denote the corresponding constant functions in C(X). Then
χ{0} is the identity element of ℓ1(Σ). Let δ = χ{1}; then χ{−1} = δ−1 = δ∗. If

we put δ0 = χ{0}, then δn = χ{n} for all n ∈ Z. We may view C(X) as a closed

abelian ∗-subalgebra of ℓ1(Σ), namely as {a0δ0 : a0 ∈ C(X)}. If a ∈ ℓ1(Σ), and
if we write fn for a(n) as a more intuitive notation, then a =

∑
n∈Z

fnδ
n and

‖a‖ =
∑

n∈Z
‖fn‖ < ∞. In the rest of this paper, we shall constantly use this series

representation a =
∑

n∈Z
fnδ

n of an arbitrary element a ∈ ℓ1(Σ), with uniquely

determined fn ∈ C(X) for n ∈ Z. Thus ℓ1(Σ) is generated, as a unital Banach
algebra, by an isometrically isomorphic copy of C(X) and the elements δ and δ−1,
subject to the relation δfδ−1 = α(f) = f ◦ σ−1 for f ∈ C(X). The isometric

involution is determined by f∗ = f for f ∈ C(X) and by δ∗ = δ−1.

We continue our preparations by including some material on Banach algebras
associated with non-empty invariant closed subsets and—this is the actual pur-
pose—with homomorphisms.

For a non-empty closed invariant subset S of X , let

K (S) =

{
∑

n∈Z

fnδ
n ∈ ℓ1(Σ) : fn↾S = 0 for all n ∈ Z

}

be the closed ideal of ℓ1(Σ) that is generated by {f ∈ C(X) : f↾S = 0}. It
is proper and selfadjoint. Since S is invariant, ΣS := (S, σ↾S) is a topological
dynamical system in its own right; hence there is an associated Banach algebra
ℓ1(ΣS). Elements of this algebra can be written as absolutely convergent series∑

n∈Z
gnδ

n
S , where gn ∈ C(S) for n ∈ Z.

Lemma 2.3. Let S ⊂ X be a non-empty invariant closed subset, and define R :
ℓ1(Σ) → ℓ1(ΣS) by

RS

(
∑

n∈Z

fnδ
n

)
=
∑

n∈Z

fn↾S δnS

for
∑

n∈Z
fnδ

n ∈ ℓ1(Σ). Then:

(1) RS is a surjective unital contractive ∗-homomorphism;

(2) Ker (RS) = K (S) is a proper closed selfadjoint ideal of ℓ1(Σ);
(3) If QS : ℓ1(Σ) → ℓ1(Σ)/K (S) denotes the unital quotient ∗-homomorphism,

then the induced map R′
S : ℓ1(Σ)/K (S) → ℓ1(ΣS) such that R′

S ◦QS = RS

is an isometric ∗-isomorphism.

Proof. As a consequence of Tietze’s extension theorem, the canonical map from
C(X)/{f ∈ C(X) : f↾S = 0} to C(S) is a ∗-isomorphism of C∗-algebras. Hence
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it is isometric. Therefore, if g ∈ C(S) and ε > 0 are given, there exists f ∈ C(X)
such that f↾S = g and ‖f‖ < ‖g‖+ ε. This implies that RS is surjective. The rest
in (1) is clear, as is (2), and the isometric nature of the induced map R′

S in (3)
follows again from the above extension property of elements of C(S). �

The above construction can be put to good use when studying homomorphisms,
as follows. Let π : ℓ1(Σ) → A be a non-zero not necessarily unital continuous
homomorphism from ℓ1(Σ) into a not necessarily unital normed algebra A. If
π(C(X)) = {0}, then π(1) = 0, implying that π = 0. Since this is not the case,
{f ∈ C(X) : π(f) = 0} is a proper α-invariant closed ideal of C(X). There exists
a unique closed subset Xπ of X such that, for f ∈ C(X), π(f) = 0 if and only if
f↾Xπ

= 0; we see that Xπ is non-empty and σ-invariant. The dynamical system
Σπ := (Xπ, σXπ

) is called the dynamical system induced by π. The continuity
of π implies that K (Xπ) ⊂ Ker (π); hence we have a continuous homomorphism
π̃ : ℓ1(Σ)/K (Xπ) → A such that π = QXπ

◦ π̃, where QXπ
: ℓ1(Σ) → ℓ1(Σ)/K (Xπ)

is the quotient map. Then ‖π̃‖ = ‖π‖. On the other hand, Lemma 2.3 shows
that the map R′

Xπ
: ℓ1(Σ)/K (Xπ) → ℓ1(Σπ) such that R′

Xπ
◦ QXπ

= RXπ
is an

isometric ∗-isomorphism. If we let π′ = π̃ ◦
(
R′

Xπ

)−1
, then π′ : ℓ1(Σπ) → A is

continuous, ‖π′‖ = ‖π̃‖ = ‖π‖, and π = π′ ◦ R. The following is now clear.

Proposition 2.4. Let π : ℓ1(Σ) → A be a non-zero not necessarily unital contin-

uous homomorphism from ℓ1(Σ) into a not necessarily unital normed algebra A.
Then {f ∈ C(X) : π(f) = 0} = {f ∈ C(X) : f↾Xπ

= 0} for a unique closed subset

Xπ of X. This Xπ is non-empty and invariant; hence it yields a dynamical system

Σπ = (Xπ, σ↾Xπ
). Define RXπ

: ℓ1(Σ) → ℓ1(Σπ) by

RXπ

(
∑

n∈Z

fnδ
n

)
=
∑

n∈Z

fn↾Xπ
δnXπ

for
∑

n∈Z
fnδ

n ∈ ℓ1(Σ). Then:

(1) RXπ
is a surjective unital contractive ∗-homomorphism;

(2) There exists a unique map π′ : ℓ1(Σπ) → A such that π = π′ ◦ RXπ
. This

π′ is a continuous homomorphism and ‖π′‖ = ‖π‖. If A is unital, then π
is unital precisely when π′ is unital. If A is involutive, then π is involutive

precisely when π′ is involutive;

(3) π′ is injective on C(Xπ);
(4) If A = B(E) for a normed space E, then π is an algebraically (resp. topo-

logically) irreducible representation of ℓ1(Σ) on E if and only if π′ is an

algebraically (resp. topologically) irreducible representation of ℓ1(Σπ) on E.

Remark 2.5. If π : ℓ1(Σ) → L(E) is an algebraically irreducible representation of
ℓ1(Σ) on a vector space E, then, as noted in Theorem 2.1, we may assume that E is a
normed space (even that it is a Banach space) and that π : A → B(E) is continuous
(even that it is contractive). Hence we can assign an induced dynamical system
Σπ and corresponding Banach algebra ℓ1(Σπ) to every algebraically irreducible
representation of ℓ1(Σ), and Proposition 2.4 applies. We shall exploit this several
times in Section 4.

The following result is the cornerstone when showing that the primitive ideals
corresponding to the infinite dimensional algebraically irreducible representations
of ℓ1(Σ) are selfadjoint (see the proof of Theorem 4.3). It relies on one of the main
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results of [10]: the commutant C(X)′ of C(X) in ℓ1(Σ) has non-zero intersection
with every non-zero closed ideal of ℓ1(Σ) (see [10, Theorem 3.7]).

Proposition 2.6. Let π be a non-zero not necessarily unital continuous homo-

morphism from ℓ1(Σ) into a not necessarily unital normed algebra A such that

its induced dynamical system Σπ is topologically free. As in Proposition 2.4, let

π′ : ℓ1(Σπ) → A be the continuous homomorphism such that π = π′ ◦RXπ
. Then π′

is injective on ℓ1(Σπ). Consequently, Ker (π) = Ker (RXπ
) = K (Xπ) is the closed

ideal of ℓ1(Σ) that is generated by {f ∈ C(X) : f↾Xπ
= 0}. In particular, Ker (π)

is selfadjoint.

Proof. To see that π′ is injective, assume that Ker (π′) 6= {0}. Then the result men-
tioned preceding the theorem, applied to ℓ1(Σπ), implies that Ker (π′) ∩C(Xπ)

′ 6=
{0}, where C(Xπ)

′ is the commutant of C(Xπ) in ℓ1(Σπ). However, since Σ is
topologically free, [10, Proposition 3.1] implies that C(Xπ)

′ = C(Xπ). Hence
Ker (π′)∩C(Xπ) 6= {0}. But this contradicts the injectivity of π′ on C(Xπ) in Propo-
sition 2.4. Therefore we must have Ker (π′) = {0}, and hence Ker (π) = Ker (RXπ

).
The rest is clear. �

We conclude our preparations with a few elementary topological results for which
we are not aware of a reference. They are needed in the proof of Theorems 5.9
and 5.10.

Lemma 2.7. Let S be a topological space.

(1) Suppose that S =
⋃n

i=1 Si is the finite disjoint union of subsets Si, where

each Si is a closed subset of S that is a compact Hausdorff space in the

induced topology. Then the topological space S is a compact Hausdorff space,

and it is the disjoint union
⊔n

i=1 Si of the topological spaces Si carrying their

induced topologies.

(2) Suppose that S =
⊔

i∈I Si is the arbitrary disjoint union of topological spaces

Si, and that T is a topological space. Then S × T =
⊔

i∈I (Si × T ) as a

disjoint union of topological spaces.

(3) Suppose that S =
⊔

i∈I Si is the arbitrary disjoint union of topological spaces

Si. Let ∼ be an equivalence relation on S such that each equivalence class

in S is entirely included in one (unique) Si. Then S/ ∼=
⊔

i∈I (Si/ ∼) as
a disjoint union of topological spaces.

Proof. For part (1), we note that each Si is open. Combining this with the fact
that the Si are Hausdorff, one sees that S is Hausdorff. It is now already clear that
S is a compact Hausdorff space. Since the canonical map from the disjoint union of
topological spaces

⊔n
i=1 Si to S is a continuous bijection between a compact space

and a Hausdorff space, it is a homeomorphism. This proves (1). Parts (2) and (3)
are completely elementary. �

3. Representations associated with points

In this section, we study representations of ℓ1(Σ) that are naturally associated
with the points of X , and their algebraic and (when applicable) topological equiv-
alence. To each periodic point corresponds a family (parameterized by T) of finite
dimensional algebraically irreducible representations. Each of the pertinent rep-
resentation spaces can be supplied with a Hilbert space structure such that the
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representation is then a ∗-representations, and, taken together, these representa-
tions exhaust the algebraically irreducible representations up to algebraic equiva-
lence (see Theorem 3.5). The representations associated with infinite orbits have
ℓp(Z) for p ∈ [1,∞] as representation spaces, and also for these representations we
can resolve the algebraic equivalence and the algebraic or topological irreducibility
questions (see Proposition 3.8 and Theorem 3.16).

3.1. Preparations. In order not to interrupt the main exposition, we formulate
two preparatory results on representations of ℓ1(Σ) in this subsection that will be
used a number of times.

Part (1) of the following result follows from more general results for covariant
representations of Banach algebra dynamical systems (see [8, Theorem 5.20]), ap-
plied to the case (C(X),Z, α) at hand. However, once one notes that ||δn|| = 1 for
all n ∈ Z, both part (1) and (2) can also be derived by elementary arguments for
the discrete group Z; the proof is left to the reader.

Lemma 3.1.

(1) Let π : ℓ1(Σ) → B(E) be a unital continuous representation of ℓ1(Σ) on

a normed space E. Put T = π(δ). Then the restriction ρ := π↾C(X) :
C(X) → B(E) of π to C(X) is a unital continuous representation of C(X)
on E, T is invertible in B(E), ρ(α(f)) = Tρ(f)T−1 for f ∈ C(X), and

there exists M ≥ 0 such that ||T n|| ≤ M for all n ∈ Z. If E is a Banach

space, then, conversely, if ρ and T are given satisfying these four properties,

then there is a unique unital continuous representation π of ℓ1(Σ) on E such

that its restriction to C(X) is ρ and T = π(δ).
(2) Let π : ℓ1(Σ) → B(H) be a unital ∗-representation of ℓ1(Σ) on a Hilbert

space H. Put T = π(δ). Then the restriction ρ := π↾C(X) : C(X) → B(H)
of π to C(X) is a unital ∗-representation of C(X) on H, T is unitary, and

ρ(α(f)) = Tρ(f)T−1 for f ∈ C(X). Conversely, if ρ and T are given sat-

isfying these three properties, then there is a unique unital ∗-representation

π of ℓ1(Σ) on H such that its restriction to C(X) is ρ and T = π(δ).

We shall need the following result when studying the common eigenspaces for
C(X) that are associated with representations of ℓ1(Σ).

Lemma 3.2. Let π : ℓ1(Σ) → L(E) be a unital representation of ℓ1(Σ) on a vector

space E. For x ∈ X, let

(3.1) Ex = {e ∈ E : π(f)e = f(x)e for all f ∈ C(X)}.

Then:

(1) π(δn)Ex = Eσnx for all n ∈ Z;

(2) If {x} is an open subset of X and χx ∈ C(X) is its characteristic function,

then π(χx) is a projection, and π(χx)E = Ex.

(3) If x1, . . . , xk ∈ X are k different points, then the sum
∑k

i=1 Exi
is a direct

sum.

Proof. If f ∈ C(X) and e ∈ Ex, then

π(f)π(δ)e = π(δ)π(α−1(f))e = (α−1(f))(x)π(δ)e = f(σx)π(δe).

Hence π(δ)Ex ⊂ Eσx. Likewise, π(δ)−1Ex ⊂ Eσ−1x; hence Eσx ⊂ π(δ)Eσ−1σx =
π(δ)Ex. We conclude that π(δ)Ex = Eσx for all x ∈ X , and this easily implies (1).
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For (2), suppose that e ∈ π(χx)E. If f ∈ C(X), then

π(f)e = π(f)π(χx)e = π(fχx)e = π(f(x)χx)e = f(x)π(χe)e = f(x)e.

Hence π(χx)E ⊂ Ex. Conversely, if e ∈ Ex, then in particular π(χx)e = χx(x)e = e,

so that Ex ⊂ π(χx)E. Turning to (3), suppose that
∑k

i=1 ei = 0, where ei ∈ Exi

for i = 1, . . . , k. For each i0 such that 1 ≤ i0 ≤ k, there exists fi0 ∈ C(X) such
that f(xi0 ) = 1 and f(xi) = 0 for i 6= i0. Letting fi0 act shows that ei0 = 0.

�

3.2. Finite dimensional representations associated with periodic points.

The algebraic equivalence classes of finite dimensional algebraically irreducible rep-
resentations of ℓ1(Σ) can be described explicitly in terms of the space of finite orbits
and T (see Theorem 3.5). We shall now proceed towards this result.

One can associate a ∗-representation with x ∈ Per(σ) and a unimodular complex
number λ ∈ T, as follows. Let p be the period of x, and let Hx,λ be a Hilbert space
with orthonormal basis {e0, . . . , ep−1}. Let Tλ ∈ B(H) be represented with respect
to this basis by the matrix




0 0 . . . 0 λ
1 0 . . . 0 0
0 1 . . . 0 0
...

...
. . .

...
...

0 0 . . . 1 0




.

For f ∈ C(X), let ρx(f) be represented with respect to this basis by the matrix



f(x) 0 . . . 0
0 f(σx) . . . 0
...

...
. . .

...
0 0 . . . f(σp−1x)


 .

It is easily checked that ρ and T meet the boundedness and covariance requirements
in the second part of Lemma 3.1; hence there exists a unique ∗-representation
πx,λ : ℓ1(Σ) → B(Hx,λ) such that πx,λ↾C(X) = ρx and π(δ) = Tλ.

Proposition 3.3 (Irreducibility and equivalences). Let x ∈ Per(σ) and let λ ∈ T.

Then the ∗-representation πx,λ on Hx,λ is algebraically irreducible; the dimension

of Hx,λ is the cardinality of the orbit of x.
If x, y ∈ Per(σ) and λ, µ ∈ T, then the following are equivalent:

(1) πx,λ and πy,µ are algebraically equivalent;

(2) πx,λ and πy,µ are topologically equivalent;

(3) πx,λ and πy,µ are unitarily equivalent;

(4) The orbits of x and y coincide, and λ = µ.

Proof. Suppose that x has period p. If L ⊂ Hx,λ is a non-zero ℓ1(Σ)-invariant
subspace of Hx,λ, choose h =

∑p
i=1 ξiei ∈ L with ξi0 6= 0 for some i0 such that

1 ≤ i0 ≤ p. Since the points x, . . . , σp−1x are different, one can choose f ∈ C(X)
such that f(σi0x) = 1 and f vanishes at the other points of the orbit of x. Letting
f act on h, we see that ei0 ∈ L, and then the action of δ implies that L = H . Hence
πx,λ is algebraically irreducible.

We turn to the equivalences.
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Suppose that πx,λ and πy,µ are algebraically equivalent, where x has period p
and y has period n. Since the dimensions of the representation spaces are then
equal, we must have n = p. Furthermore, since (πx,λ(δ))

p = λ and (πx,µ(δ))
n = µ,

we can then also conclude that λ = µ. Since Hx,λ is the direct sum of common
eigenspaces of the elements of π(C(X)), with each summand corresponding to a
point of the orbit of x, this must also be the case for Hy,µ. Since there is an analo-
gous decomposition of Hy,µ in terms of the orbit of y, the third part of Lemma 3.2
implies that the orbit of x is included in the orbit of y. The converse inclusion
follows likewise, and hence the orbits are equal. This shows that (1) implies (4).

In order to show that (4) implies (3), it is sufficient to prove that πx,λ and
πσx,λ are unitarily equivalent for λ ∈ T and x ∈ Perp(σ) with p ≥ 2. For this,
let e0, . . . , ep−1 be the orthonormal basis of Hx,λ as described in the construction
of the representation πx,λ on Hx,λ, and let e′0, . . . , e

′
p−1 be the orthonormal basis

of Hσx,λ as described in the construction of the representations πσx,λ on Hσx,λ.
Define U : Hx,λ → Hσx,λ by Ue0 = e′p−1 and by Uej = λe′j−1 for j such that
1 ≤ j ≤ p− 1. Then it is easily checked that U implements a unitary equivalence
between πx,λ and πσx,λ. Hence (4) implies (3).

It is trivial that (3) implies (2), and that (2) implies (1). �

The picture for the finite dimensional algebraically irreducible representation of
ℓ1(Σ) is completed by the following result. We use the notation as in (3.1) in its
proof, that uses the second statement in Theorem 2.1.(2) in an essential way.

Proposition 3.4 (Exhaustion). Let π : ℓ1(Σ) → L(E) be an algebraically irre-

ducible representation of ℓ1(Σ) on a finite dimensional vector space E. Then there

exist x ∈ Per(σ) and λ ∈ T such that π and πx,λ are algebraically equivalent.

Proof. Since π(C(X)) is a commuting family of linear maps on the finite dimen-
sional complex vector space E, there exists a common eigenvector e0 for this fam-
ily. Consequently, there exists a point x ∈ X such that Ex 6= 0. If the points
x, . . . , σdim(E)x were all different, then the first and third parts of Lemma 3.2 would

imply that dim(E) ≥ dim
(∑dim(E)

i=0 Eσix

)
= dim

(⊕dim(E)
i=0 Eσix

)
≥ dim(E) + 1.

This contradiction implies that x is a periodic point. Let p ≥ 1 be such that
x ∈ Perp(σ). Then π(δ)pEx = Eσpx = Ex; hence there exist a non-zero e0 ∈ Ex

and λ ∈ C such that π(δ)pe0 = λe0. Since π is automatically unital, π(δ) is in-
vertible, and hence λ 6= 0. The second part of Theorem 2.1 allows us to introduce
a norm on E such that π is a continuous representation, and then Lemma 3.1 im-
plies that π(δ) is two-sided power bounded. In particular, ‖π(δ)kpe0‖ = |λ|k‖e0‖
is bounded as k ranges over Z. Hence λ ∈ T. To conclude the proof, we let
ej = π(δ)je0 ∈ Eσjx for j = 0, . . . , p − 1. It follows from Lemma 3.2 that the ej
are linearly independent. Furthermore, it is easy to see that they span a non-zero
subspace of E that is invariant under π(δ), π(δ−1), and π(C(X)). Since it is closed
in our topology and π is continuous, it is in fact invariant under ℓ1(Σ). Therefore it
equals E, and we conclude that the ej form a basis of E. It is immediate that, with
respect to this basis, the matrix of π(δ) and, for every f ∈ C(X), the matrix of π(f)
are as in the construction of πx,λ outlined above. The uniqueness statement in the
first part of Lemma 3.1 then implies that π and πx,λ are algebraically equivalent
representations of ℓ1(Σ). �
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The following description of the algebraic equivalence classes of finite dimensional
algebraically irreducible representations of ℓ1(Σ) in terms of an orbit space is now
clear from Propositions 3.3 and 3.4.

Theorem 3.5 (Finite dimensional representations). The Banach algebra ℓ1(Σ) has
finite dimensional algebraically irreducible representations if and only if Per(σ) 6= ∅.
In that case, let Per(σ)/Z be the space of finite orbits. If o ∈ Per(σ)/Z and λ ∈ T,

choose x ∈ o, and let Ξo,λ denote the algebraic equivalence class of πx,λ. Then this is

well defined, and Ξ is a bijection between Per(σ)/Z×T and the collection of algebraic

equivalence classes of finite dimensional algebraically irreducible representations of

ℓ1(Σ).
Each of the representation spaces can be supplied with a Hilbert space structure

such that the representation is a ∗-representations. In particular, all corresponding

primitive ideals are selfadjoint.

We conclude by showing that the algebraically irreducible representations of
ℓ1(Σ) are all finite dimensional when X is a finite set (see Theorem 3.7). This
will be used in the proof of Corollary 4.2, which, in turn, is necessary to establish
Proposition 4.5. The latter is a more general result than Theorem 3.7 on which it
partly builds. It is based on the following result, valid for general X .

Proposition 3.6. Let π : ℓ1(Σ) → L(E) be an algebraically irreducible represen-

tation of ℓ1(Σ) on the vector space E. Suppose that x ∈ Per(σ) is such that {x}
is open, and that π(χx) 6= 0, where χx ∈ C(X) denotes the characteristic function

of {x}. Then there exists λ ∈ T such that π is algebraically equivalent to the al-

gebraically irreducible representation πx,λ associated with the periodic point x and

λ ∈ T. In particular, E is finite dimensional.

Proof. By the second part of Theorem 2.1, we may assume that E is a normed space
and that π is a continuous representation. Let p be the period of x, and let χ ∈ C(X)

denote the characteristic function of the orbit of x. It follows from χ =
∑p−1

j=0 χσjx

and the second and third parts of Lemma 3.2 that π(χ)E =
⊕p−1

j=0 Eσjx. Then

clearly π(χ)E is invariant under C(X), and the first part of Lemma 3.2 implies
that it is invariant under δ and δ−1. Since π(χ) is a continuous projection, its
range is closed, and we can now conclude from the continuity of π that π(χ)E
is invariant under π(ℓ1(Σ)). Since π(χx) 6= 0, we have π(χ)E 6= {0}, and hence

E = π(χ)E =
⊕p−1

j=0 Eσjx.

We note that π(δ)p leaves each Eσjx invariant, as a consequence of the first part
of Lemma 3.2. This implies that π(δ)p commutes with π(C(X)). Since it obviously
commutes with π(δ) and π(δ)−1, it commutes with π(ℓ1(Σ)) by continuity. Hence
the first part of Theorem 2.1 implies that π(δ)p = λ for some λ ∈ C. Since π(δ)p

is double-sided power bounded, we must have λ ∈ T. If we take e ∈ Ex to be
non-zero, then, by Lemma 3.2, {e, π(δ)e, . . . , π(δ)p−1e} is independent. Its closed
linear span is clearly invariant under π(C(X)), π(δ), and π(δ)−1; by the continuity
of π it is then invariant under π(ℓ1(Σ)). Therefore it equals E. It is now clear
from the uniqueness statement in the first part of Lemma 3.1 that π and πx,λ are
algebraically equivalent. �

Now assume that X is finite and that π is an algebraically irreducible represen-
tation of ℓ1(Σ) on a vector space E. Since 1 =

∑
x∈X χx, and an algebraically

irreducible representation is non-zero and automatically unital, there exists x ∈ X
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such that π(χx) 6= 0. Hence Proposition 3.6 applies. In conclusion, we have the
following, as a precursor to and stepping stone for Proposition 4.5.

Theorem 3.7. Suppose that X is a finite set. Then all algebraically irreducible

representations of ℓ1(Σ) are finite dimensional, and the collection of algebraic equiv-

alence classes of algebraically irreducible representations of ℓ1(Σ) can be identified

with X/Z×T as in Theorem 3.5. Each of the representation spaces can be supplied

with a Hilbert space structure such that the representation is a ∗-representations.

In particular, all primitive ideals of ℓ1(Σ) are selfadjoint.

3.3. Infinite dimensional representations associated with aperiodic points.

In this section, starting from an aperiodic point, we shall define representations of
ℓ1(Σ) on the two-sided ℓp(Z)-spaces for all p ∈ [1,∞]. We shall determine the
algebraic, topological and isometrical equivalences (see Propositions 3.8 and 3.10),
and decide the algebraic and topological irreducibility (see Theorem 3.16). The
kernels of these representations are closed ideals that turn out to be selfadjoint.

The representations on ℓ1(Z) are algebraically irreducible. In contrast to the
finite dimensional case, we do not know all infinite dimensional algebraically irre-
ducible representations up to algebraic equivalence. Later, in Theorem 4.18, we
shall see that, if X is metrizable, we nevertheless know all primitive ideals corre-
sponding to such representations.

To construct these representations on ℓp(Z) for x ∈ Aper(σ), we first let p ∈
[1,∞) and, for k ∈ Z, we let ek denote the element of ℓp(Z) with 1 in the kth
coordinate and zero elsewhere. Let S ∈ B(ℓp(Z)) be the right shift, determined
by Sek = ek+1 for k ∈ Z. For f ∈ C(X), let πp

x(f) ∈ B(ℓp(Z)) be determined by
πp
x(f)ek = f(σkx)ek for all k ∈ Z. One can then easily see that πp

x and S satisfy
the requirements of Lemma 3.1. Hence there exists a unique unital continuous
representation πp

x : ℓ1(Σ) → B(ℓp(Z)) such that

(3.2) πp
x

(
∑

n∈Z

fnδ
n

)
=
∑

n∈Z

πp
x(f)S

n

for
∑

n∈Z
fnδ

n ∈ ℓ1(Σ). Furthermore, πp
x is contractive and, for p = 2, it is a

unital ∗-representation on the Hilbert space ℓ2(Z). For p = ∞, the construction is
similar. We let S denote the right shift on ℓ∞(Z), and, for f ∈ C(X), we let the
operator π∞

x (f) act on a two-sided sequence via multiplication with f(σkx) in the
kth coordinate for all k ∈ Z. Again Lemma 3.1 implies that there exists a unique
unital continuous representation π∞

x : ℓ1(Σ) → B(ℓp(Z)) such that (3.2) holds for
p = ∞. Then π∞

x is contractive.
The question concerning equivalence of these representations for fixed p is easily

answered.

Proposition 3.8 (Equivalences). Let x, y ∈ Aper(σ) and let p ∈ [1,∞]. Then the

following are equivalent:

(1) πp
x and πp

y are algebraically equivalent;

(2) πp
x and πp

y are topologically equivalent;

(3) πp
x and πp

y are isometrically equivalent;

(4) The orbits of x and y coincide.

Proof. We prove that (1) implies (4). If π : C(X) → L(E) is a representation of
C(X) on a vector space E, then a common eigenspace for the action of C(X) on
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E is equal to Ez = {e ∈ E : π(f)e = f(z)e} for a uniquely determined z ∈ X .
It is routine to check that, for the representation πp

x, these subspaces of ℓp(Z) are
non-zero—and in fact one dimensional and spanned by a standard vector ek—if and
only if z is in the orbit of x. Therefore, if πx,λ and πy,µ are algebraically equivalent,
then the orbits of x and y must coincide.

If (4) holds, say y = σjx for some unique j ∈ Z, then S−j is an isometric
equivalence between πp

x and πp
y . Hence (4) implies (3).

It is trivial that (3) implies (2), and that (2) implies (1). �

Remark 3.9. Let p ∈ [1,∞]. Using the one dimensionality of the common
eigenspaces for the action of C(X), and considering the action of δ and δ−1, one
sees easily that, for any T ∈ L(ℓp(Z)) commuting with the action of ℓ1(Σ), there
exists λ ∈ C such that Tek = λek for all k ∈ Z. If p ∈ [1,∞), this implies that the
bounded intertwining operators for πp

x are the multiples of the identity.

It is natural to ask, in addition, which algebraic equivalences exist between πp
x

and πr
y if p and r are such that 1 ≤ p < r ≤ ∞. As in the proof of Proposition 3.8,

the orbits of x and y must then coincide. Furthermore, as will become obvious from
Theorem 3.16, we must then have 1 < p < r ≤ ∞, but additional information is
not available at this moment. For topological equivalence, however, the picture is
clear.

Proposition 3.10. Let x, y ∈ Aper(σ) and let p, r ∈ [1,∞]. Then the following

are equivalent:

(1) πp
x and πr

y are topologically equivalent;

(2) πp
x and πr

y are isometrically equivalent;

(3) The orbits of x and y coincide, and p = r.

Proof. If (1) holds, then πp
x and πr

y are algebraically equivalent and, as remarked
preceding the proposition, the orbits of x and y must then coincide. Also, if (1)
holds, then ℓp(Z) and ℓr(Z) are topologically isomorphic. Since each of these spaces
is clearly topologically isomorphic to its one-sided version, it then follows from [1,
Corollary 2.1.6] and the non-reflexivity and non-separability of ℓ∞(N) that we must
have p = r. Hence (1) implies (3). From Proposition 3.8, we see that (3) implies
(2), and trivially (2) implies (1). �

We shall now investigate the algebraic and topological irreducibility of the rep-
resentations πp

x for x ∈ Aper(σ) and p ∈ [1,∞]. Theorem 3.16 gives a complete
answer.

The hardest part is the algebraic irreducibility of π1
x, which we now take up. For

the proof we need two lemmas, where the second builds on the first.

Lemma 3.11. Let x ∈ Aper(σ), and suppose that ρ =
∑

n∈Z
λnen ∈ ℓ1(Z) with

λ0 = 1. If τ ∈ ℓ1(Z) and ε > 0 are given, then there exists a ∈ ℓ1(Σ) such that∥∥τ − π1
x(a)ρ

∥∥ < ε and ‖a‖ ≤ ‖τ‖.

Proof. Let τ =
∑

n∈Z
µnen. For every integer N ≥ 0, let ρN =

∑
|n|≤N λnen and let

τN =
∑

|n|≤N µnen. If ε > 0 is given, choose N1, N2 ≥ 0 such that ‖τ‖‖ρ− ρN1‖+

‖τ − τN2‖ < ε. Next, choose f ∈ C(X) such that ‖f‖ = 1, f(x) = 1, and f(σjx) =
0 for all j such that 0 < |j| ≤ N1. Since the points σjx for j = 0, . . . , N1 are all
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different, this is indeed possible. We then have

π1
x(f)ρN1 =

∑

|n|≤N1

λnf(σ
nx)en = e0.

Let

a =


 ∑

|n|≤N2

µnδ
n


 · f ;

then

π1
x(a)ρN1 = π1

x




 ∑

|n|≤N2

µnδ
n


 · f


 ρN1 = π1

x


 ∑

|n|≤N2

µnδ
n


 e0 = τN2 .

Furthermore,

‖a‖ ≤

∥∥∥∥∥∥

∑

|n|≤N2

µnδ
n

∥∥∥∥∥∥
‖f‖ =

∑

|n|≤N2

|µn| ≤ ‖τ‖,

and

‖π1
x(a)ρ− τ‖ ≤ ‖π1

x(a)(ρ− ρN1)‖+ ‖π1
x(a)ρN1 − τN2‖+ ‖τN2 − τ‖

≤ ‖a‖‖ρ− ρN1‖+ ‖τN2 − τ‖ ≤ ‖τ‖‖ρ− ρN1‖+ ‖τN2 − τ‖

< ǫ.

Hence a meets all requirements. �

Lemma 3.12. Let x ∈ Aper(σ), and suppose that ρ =
∑

n∈Z
λnen ∈ ℓ1(Z) with

λ0 = 1. If τ ∈ ℓ1(Z) and ε > 0 are given, then there exists a ∈ ℓ1(Σ) such that

π1
x(a)ρ = τ and ‖a‖ ≤ (1 + ε)‖τ‖.

Proof. We may assume that τ 6= 0. Fix γ such that 0 < γ < 1. We claim that
there exist a1, a2, . . . ∈ ℓ1(Σ) such that

(3.3)

∥∥∥∥∥∥
τ − π1

x




N∑

j=1

aj


 ρ

∥∥∥∥∥∥
< γN‖τ‖

for all N ≥ 1 and ‖aj‖ ≤ γj−1‖τ‖ for all j ≥ 1. To see this, we use an inductive
construction. First apply Lemma 3.11 with ε = γ‖τ‖ > 0 to find a1 ∈ ℓ1(Σ) such
that

‖τ − π1
x(a1)ρ‖ < γ‖τ‖

and ‖a1‖ ≤ ‖τ‖. Let N ≥ 1, and assume that a1, a2, . . . , aN ∈ ℓ1(Σ) have already
been chosen such that ∥∥∥∥∥∥

τ − π1
x




n∑

j=1

aj


 ρ

∥∥∥∥∥∥
< γn‖τ‖

for all n such that 1 ≤ n ≤ N , and ‖aj‖ ≤ γj−1‖τ‖ for all j such that 1 ≤ j ≤ N .
We apply Lemma 3.11 again with ε = γN+1‖τ‖ > 0, and find aN+1 ∈ ℓ1(Σ) such
that ∥∥∥∥∥∥


τ − π1

x




N∑

j=1

aj


 ρ


− π1

x(aN+1)ρ

∥∥∥∥∥∥
< γN+1‖τ‖
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and

‖aN+1‖ ≤

∥∥∥∥∥∥
τ − π1

x




N∑

j=1

aj


 ρ

∥∥∥∥∥∥
< γN‖τ‖.

This completes the inductive step in the construction and establishes our claim.
If we let a =

∑∞
j=1 aj ∈ ℓ1(Σ), then

‖a‖ ≤
∞∑

j=1

γj−1‖τ‖ =
1

1− γ
‖τ‖.

Furthermore, if we let N → ∞ in (3.3), we see that

π1
x(a)ρ = τ.

Since this can be done for any γ such that 0 < γ < 1, the proof is complete. �

Proposition 3.13. Let x ∈ Aper(σ). Then the representation π1
x of ℓ1(Σ) on ℓ1(Z)

is algebraically irreducible. In fact, for any ρ =
∑

n∈Z
λnen ∈ ℓ1(Z) such that ρ 6= 0,

τ ∈ ℓ1(Z), and ε > 0, there exists a ∈ ℓ1(Σ) such that πx(a)ρ = τ and

‖a‖ ≤
(1 + ε)

maxn |λn|
‖τ‖.

Proof. Suppose that |λn0 | = maxn |λn| 6= 0. Then π1
x(λ

−1
n0

δ−n0)ρ satisfies the con-

dition for ρ in Lemma 3.12. Hence there exists a′ ∈ ℓ1(Σ) such that

π1
x(a

′)
(
π1
x(λ

−1
n0

δ−n0)
)
ρ = τ

and

‖a′‖ ≤ (1 + ε)‖τ‖.

Then a = a′ · λ−1
n0

δ−n0 has the required properties. �

The algebraic irreducibility for other cases is easily dealt with.

Lemma 3.14. Let x ∈ Aper(σ) and let p ∈ (1,∞]. Then the representation πp
x

of ℓ1(Σ) on ℓp(Z) is not algebraically irreducible. In fact, πp
x(ℓ

1(Σ))e0 is a proper

invariant subspace.

Proof. A moment’s thought shows that πp
x(ℓ

1(Σ))e0 = ℓ1(Z), viewed canonically as
a subspace of ℓp(Z). For p ∈ (1,∞] this is indeed a proper subspace. �

Topological irreducibility is settled as follows.

Proposition 3.15. Let x ∈ Aper(σ). For p ∈ [1,∞), the representation πp
x of ℓ1(Σ)

on ℓp(Z) is topologically irreducible. For p = ∞, it is not topologically irreducible.

In fact, π∞
x (ℓ1(Σ))e0 is a proper closed invariant subspace of ℓ∞(Z).

Proof. Assume that p ∈ [1,∞) and that L is a non-zero closed invariant subspace
of ℓp(Z). Let ρ =

∑
n∈Z

λnen ∈ L be non-zero. After applying πp
x(δ) or its inverse

a number of times, followed by scaling, we may assume that λ0 = 1. Let ε > 0, and
choose N such that

∑
|n|>N |λn|p < εp. Since the 2N+1 points σjx for |j| ≤ N are
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all different, we can choose f ∈ C(X) such that ‖f‖ = 1, f(x) = 1, and f(σjx) = 0
for all j such that 1 ≤ |j| ≤ N . Then

‖πp
x(f)ρ− e0‖ =

∥∥∥∥∥∥

∑

|n|>N

f(σnx)λnen

∥∥∥∥∥∥

=


 ∑

|n|>N

|f(σnx)λn|
p




1/p

≤


 ∑

|n|>N

|λn|
p




1/p

< ε.

Since L is closed, this implies that e0 ∈ L. But then also πp
x(ℓ

1(Σ))e0 ⊂ L. As
already observed earlier, πp

x(ℓ
1(Σ))e0 equals the canonical copy of ℓ1(Z) in ℓp(Z).

Since this copy is clearly dense in ℓp(Z) for p ∈ [1,∞), we must have L = ℓp(Z).
If p = ∞, then π∞

x (ℓ1(Σ))e0 is not dense in ℓ∞(Z). Indeed, this is the image
of ℓ1(Z) under the canonical inclusion map; since this inclusion is continuous and
ℓ1(Z) is separable, the density of the image of ℓ1(Z) would then imply that ℓ∞(Z)
is separable. �

We summarise our results on irreducibility in the following theorem, including
Remark 3.9.

Theorem 3.16 (Irreducibility). Let x ∈ Aper(σ) and let p ∈ [1,∞]. Then the

unital contractive representation πp
x : ℓ1(Σ) → B(ℓp(Z)) is:

(1) Algebraically irreducible if p = 1;
(2) Not algebraically irreducible, but still topologically irreducible, if p ∈ (1,∞);
(3) Not topologically irreducible if p = ∞.

If p ∈ [1,∞), then the commutant of πp
x(ℓ

1(Σ)) in B(ℓp(Z)) equals the multiples of

the identity operator.

Remark 3.17.

(1) In the algebraically irreducible case p = 1, the statement on bounded in-
tertwining operators is also clear from the first part of Theorem 2.1, since
then even the commutant of π1

x(ℓ
1(Σ)) in L(ℓ1(Z)) consists of the scalars.

For p = 2 it follows from topological irreducibility and Schur’s Lemma, but
for p such that 1 < p < 2 or 2 < p < ∞ there do not seem to be alternative
general approaches.

(2) As a consequence of (2) and (3) in Theorem 2.1, every algebraically irre-
ducible representation of a Banach algebra comes naturally with the topo-
logical isomorphism class of all Banach spaces in which the representation
can be realised as a normed representation. Therefore, even though the
corresponding primitive ideal is selfadjoint according to Lemma 4.9 below,
the algebraically irreducible representation π1

x for x ∈ Aper(σ) is not al-
gebraically equivalent to a normed representation on a Hilbert space—let
alone to a ∗-representation on such a space—since a reflexive space is not
topologically isomorphic to ℓ1(Z).
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Remark 3.18. The representations as associated with aperiodic points in this
section are members of a more general class of (usually) infinite dimensional repre-
sentations of ℓ1(Σ), namely the representations associated with invariant measures.
If µ is a σ-invariant Borel measure on X , then, for p ∈ [1,∞], there is a natural
representation πp

µ of ℓ1(Σ) on Lp(X,µ), in which C(X) acts as multiplication oper-

ators, and in which (πp
µ(δ)f)(x) = f(σ−1x) for f ∈ Lp(X,µ) and x ∈ X . If µ is the

counting measure corresponding to the orbit of an aperiodic point x ∈ X , then, for
p ∈ [1,∞], the representation πp

µ is isometrically equivalent to the representation
πp
x. Quite in contrast to Theorem 3.16, it is presently unknown under which nec-

essary and sufficient conditions these general representations πp
µ are topologically

or algebraically irreducible. If µ is finite and πp
µ is topologically irreducible, then

µ must be ergodic, but the converse is still open. The representations π1
x in the

present section are the only presently known examples of algebraically irreducible
representations of ℓ1(Σ).

For metrizable X , a thorough study of topologically irreducible ∗-representations
of ℓ1(Σ) on Hilbert spaces and their algebraic (ir)reducibility is made in [14], where
these representations are related to ergodic σ-quasi-invariant probability measures
on X . Here is a sample result: If µ is an ergodic σ-invariant non-atomic probability
measure on X , then π2

µ is a ∗-representation of ℓ1(Σ) on L2(X,µ) that is topologi-
cally irreducible, but not algebraically irreducible. The latter statement is a special
case of [14, Theorem 3.4]. We refer the reader to [14] for further material in this
direction.

4. Algebraically irreducible representations and primitive ideals

Section 3 provides a basic stockpile of algebraically irreducible representations
and corresponding primitive ideals, all related to the points of X . In this section,
we combine this information with the technique of induced dynamical systems from
Section 2, and obtain various results on general algebraically irreducible represen-
tations and primitive ideals of ℓ1(Σ). As a side result, we show that ℓ1(Σ) is a
Hermitian Banach algebra if all points are periodic. We also have a closer look
at the primitive ideals associated with the algebraically irreducible representations
from Section 3, and show how they can be parameterized (see Proposition 4.16).
Using these primitive ideals, it already follows that ℓ1(Σ) is semisimple.

As is to be expected, the primitive ideals are more accessible than the in general
more numerous (algebraic equivalence classes of) algebraically irreducible represen-
tations. The fact that, even though we have no explicit description, all primitive
ideals of ℓ1(Σ) can be shown to be selfadjoint (see Theorem 4.3) is an example of
this. Theorem 4.18 is an even clearer illustration: if X is metrizable, then we know
all primitive ideals—they all originate from Section 3—even though we do not know
all algebraically irreducible representations.

In some results, the enveloping C∗-algebra C∗(Σ) of ℓ1(Σ) makes an appearance.
The results for that algebra are not used to obtain results for ℓ1(Σ). They are
simply cited, and are included to show that some properties are in fact preserved
when making the non-trivial passage from ℓ1(Σ) to C∗(Σ).

Our first main task is to show that all primitive ideals are selfadjoint. For this,
we shall use the properties of induced dynamical systems as in Proposition 2.4,
Remark 2.5, Proposition 3.4, and the notation therein. We start with a lemma.
Recall from Section 2 that a topological dynamical system Σ = (X, σ) is said to
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be topologically transitive if
⋃

n∈Z
σn(V ) is dense in X for every non-empty open

subset V of X .

Lemma 4.1. Let π : ℓ1(Σ) → B(E) be a topologically irreducible continuous repre-

sentation of ℓ1(Σ) on a normed space E. Then the induced dynamical system Σπ

is topologically transitive.

Proof. The short proof of [25, Proposition 4.4] in a Hilbert context also works in
general, and we include it for the convenience of the reader. Suppose to the contrary
that there exists a non-empty open subset U such that S :=

⋃
n∈Z

σn
Xπ

(U) 6= Xπ,
so that S is a proper closed invariant subset of Xπ. Hence, if we let ker(S) =
{f ∈ C(Xπ) : f↾S = 0}, then ker(S) 6= {0}. Since π′ is injective by the third
part of Proposition 2.4, we have π′(ker(S))E 6= {0}. The invariance of S implies
that π′(ker(S))E is not only invariant under π′(C(Xπ)), but also under π′(δXπ

)

and π′(δ−1
Xπ

). Since π′ is continuous, the non-zero closed subspace π′(ker(S))E is

invariant under π′(ℓ1(Σπ)). We conclude that π′(ker(S))E = E. Now take a non-
zero f ∈ C(Xπ) such that supp (f) ⊂ U . Then f ker(S) = {0} since U ⊂ S, and
this implies that π′(f) = 0. But this contradicts the injectivity of π′ on C(Xπ). �

Before stating a consequence of the previous result, we recall from Section 2 that
a topological dynamical system Σ = (X, σ) is said to be topologically free if the
subset Aper(σ) of aperiodic points of σ is dense in X .

Corollary 4.2. Let π : ℓ1(Σ) → L(E) be an algebraically irreducible representation

of ℓ1(Σ) on a vector space E. Then the induced dynamical system Σπ is topologically

transitive. If E is infinite dimensional, then Xπ is an infinite set, and Σπ is

topologically free.

Proof. For the first part, we note that, by the second part of Theorem 2.1, we can
assume that E is normed and that π is continuous. Then π is certainly topologically
irreducible; hence the first statement follows from Lemma 4.1. For the second part,
we know from the fourth part of Proposition 2.4 that the induced representation
π′ of ℓ1(Σπ) on E is algebraically irreducible. If Xπ were finite, then Theorem 3.7
would imply that E is finite dimensional. This is not the case, so Xπ is infinite.
Since the proof of [27, Proposition 3.4] contains a proof of the statement that a
topologically transitive dynamical system on an infinite compact Hausdorff space
is topologically free—a fact that can also be deduced from [11, Corollary A.2]—the
proof is complete. �

We can now reach our desired conclusion.

Theorem 4.3. Every primitive ideal of ℓ1(Σ) is selfadjoint.

Proof. Let π be an algebraically irreducible representation of ℓ1(Σ). If π is finite
dimensional, then Ker (π) is selfadjoint by Theorem 3.5. If π is infinite dimensional,
then Corollary 4.2 shows that the induced system Σπ is topologically free. Using
once more that, by the second part of Theorem 2.1, we can assume that E is normed
and that π is continuous, Proposition 2.6 then implies that Ker (π) is selfadjoint. �

With Theorem 4.3 available, we can now establish the following result on spectral
synthesis. In order not to interrupt the line of argumentation, we shall already use
the fact that ℓ1(Σ) is semisimple (see Theorem 4.11). That result will follow by
direct computation on the algebraically irreducible representations of ℓ1(Σ), as
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constructed in Section 3, and does not depend on any other results in the present
section.

Theorem 4.4. The following are equivalent:

(1) Every closed ideal of ℓ1(Σ) is the intersection of primitive ideals;

(2) Σ is free;

(3) Every closed ideal of ℓ1(Σ) is selfadjoint.

Proof. The equivalence of (2) and (3) is the statement of [10, Theorem 4.4]. Since
we know from Theorem 4.3 that all primitive ideals of ℓ1(Σ) are selfadjoint, (1)
implies (3). We show that (2) implies (1). Let I be a closed ideal of ℓ1(Σ); we may
assume that I is proper. Consider the non-zero continuous quotient homomorphism
Q : ℓ1(Σ) → ℓ1(Σ)/I. If ΣQ is its induced dynamical system, then ΣQ is free, since
even Σ as a whole is free. Hence ΣQ is certainly topologically free, and then
Proposition 2.6 shows that I = Ker (Q) = Ker (RXπ

), where RXπ
: ℓ1(Σ) → ℓ1(Σπ)

is the surjective homomorphism in Proposition 2.4. Since ℓ1(Σπ) is semisimple by
Theorem 4.11, there is a collection of algebraically irreducible representations of
ℓ1(Σπ) that separates the points of ℓ1(Σπ). Pulling these back to ℓ1(Σ) via the
surjective homomorphism RXπ

, one obtains a collection of algebraically irreducible
representations of ℓ1(Σ) such that the intersection of the corresponding primitive
ideals equals Ker (RXπ

), i.e. such that this intersection equals I. �

Next, we have the following two exhaustion results at the level of algebraically
irreducible representations. The first one was already announced preceding Propo-
sition 3.6 and Theorem 3.7.

Proposition 4.5. The following are equivalent:

(1) Every algebraically irreducible representation of ℓ1(Σ) on a vector space is

finite dimensional;

(2) X = Per(σ);
(3) Every algebraically irreducible representation of C∗(Σ) is finite dimensional.

Proof. If x ∈ Aper(σ), then the infinite dimensional algebraically irreducible repre-
sentations π1

x in Section 3 exist. This shows that (1) implies (2). If π is an infinite
dimensional algebraically irreducible representation of ℓ1(Σ), then Corollary 4.2
shows that its induced system Σπ is topologically free. In particular, there is at
least one aperiodic point in Xπ, and we see that (2) implies (1).

The equivalence of (2) and (3) follows from [25, Theorem 4.6.(1)], taken together
with Theorem 2.2. �

Its counterpart is the following. It is more elaborate than Proposition 4.5, be-
cause for finite dimensional spaces the notions of algebraic irreducibility and topo-
logical irreducibility coincide.

Proposition 4.6. The following are equivalent:

(1) Every algebraically irreducible representation of ℓ1(Σ) on a vector space is

infinite dimensional;

(2) Every topologically irreducible continuous representation of ℓ1(Σ) on a Ba-

nach space is infinite dimensional;

(3) Every topologically irreducible representation of ℓ1(Σ) on a normed space is

infinite dimensional;

(4) X = Aper(σ);
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(5) Every algebraically irreducible representation of C∗(Σ) is infinite dimen-

sional.

Proof. If x ∈ Per(σ), then the finite dimensional algebraically irreducible represen-
tations πx,λ for λ ∈ T from Section 3 exist. This shows that (1) implies (4). Since
a finite dimensional topologically irreducible representation on a normed space is
a finite dimensional algebraically irreducible representation, the existence of such
a representation would imply the existence of a periodic point by Theorem 3.5.
Hence (4) implies (3), and trivially (3) implies (2). Since, by the second part of
Theorem 2.1, every algebraically irreducible representation yields an algebraically
(in particular: topologically) irreducible continuous representation on a Banach
space, (2) implies (1).

The equivalence of (4) and (5) follows from [25, Proposition 4.5], taken together
with Theorem 2.2. �

Before proceeding with the main line, we give an application of what has been
obtained so far. In [10, Theorem 4.6], it was established that ℓ1(Σ) is a Hermitian
algebra (i.e. that the spectrum of every selfadjoint element is a subset of the real
numbers) whenever X is a finite set. We can now improve this.

Theorem 4.7. If all points of X are periodic, then ℓ1(Σ) is a Hermitian algebra.

Proof. As a consequence of [16], ℓ1(Σ) being Hermitian is equivalent to the following:
If π : ℓ1(Σ) → L(E) is an algebraically irreducible representation of ℓ1(Σ) on a
vector space E and e ∈ E is non-zero, then there exist a topologically irreducible
∗-representation π′ : ℓ1(Σ) → B(H) on a Hilbert space and a non-zero h ∈ H such
that {a ∈ ℓ1(Σ) : π(a)e = 0} = {a ∈ ℓ1(Σ) : π′(a)h = 0}. But this is obvious, since
Proposition 4.5 shows that every algebraically irreducible representation is finite
dimensional, and, by Theorem 3.5, every such representation can be realised as a
topologically irreducible ∗-representation on a Hilbert space. �

As an example, we know from Theorem 4.7 that ℓ1(Σ) is Hermitian for rational
rotations of T. Later, we shall also determine the structure space of these algebras
(see Example 5.13).

After this sidestep, we return to main line. In order to get further, we need to
have more detailed information about the primitive ideals originating from Section 3.
While presenting this, we also introduce some terminology and notation that will
be even more prominent in Section 5.

The algebraically irreducible representations in Section 3 are associated with
points, but algebraically equivalent representations yield the same primitive ideal.
We shall now take this into account, and describe the primitive ideals originating
from Section 3 in a bijective fashion (see Proposition 4.16). It turns out to be more
natural to work with closures of orbits than with orbits, so, to establish notation,
we let O denote the set of all closures of orbits in X . Note that, as irrational
rotations of T show, it may well be that different orbits have equal closure. The
subset of (closures of) orbits of periodic points is denoted byOPer(σ), and the subset

of closures of orbits of aperiodic points by OAper(σ). Then O = OPer(σ) ⊔OAper(σ)

is a disjoint union.
Let x ∈ Per(σ) and let λ ∈ T. If y is in the orbit of x, then, by Proposition 3.3, the

algebraically irreducible representations πx,λ and πy,λ are algebraically equivalent.
Hence we can associate a well defined primitive ideal Po,λ with λ ∈ T and the closure
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o of the orbit o of x, by putting Po,λ = Ker (πx,λ). Of course, o = o here, but, when
we consider primitive ideals originating from aperiodic points, we shall see why the
closure of an orbit is more natural than the orbit itself, and for consistency and
ease of argumentation we employ this notation for finite orbits as well.

We have the following description of such Po,λ.

Proposition 4.8. Let o ∈ OPer(σ) be (the closure of ) an orbit consisting of p-

periodic points. If a =
∑

n∈Z
fnδ

n ∈ ℓ1(Σ), then for the primitive ideals associated

with o we have:

(1) If λ ∈ T, then a ∈ Po,λ if and only if
∑

l∈Z

λlflp+j(x) = 0

for all j = 0, . . . , p− 1 and all x ∈ o.

(2) a ∈
⋂

λ∈T
Po,λ if and only if fn↾o = 0 for all n ∈ Z.

For the proof we refer to [12, Proposition 2.10]. It involves a straightforward
computation for the first part, and then the second part follows easily from the
injectivity of the Fourier transform on ℓ1(Z).

We now turn to the closure of an infinite orbit. The following is immediately
clear from the description of the corresponding representations πp

x from Section 3.3
and the algebraic irreducibility of π1

x, as asserted by Proposition 3.13. For the
selfadjointness one need not resort to Theorem 4.3, as this is clear by inspection.

Lemma 4.9. Let x ∈ Aper(σ), let p ∈ [1,∞], and let a =
∑

n∈Z
fnδ

n ∈ ℓ1(Σ).
Then πp

x(a) = 0 if and only fn vanishes on the closure of the orbit of x for all

n ∈ Z. Hence Ker (πp
x) does not depend on p, and it is a selfadjoint primitive ideal

of ℓ1(Σ).

The description of this common kernel in terms of the coefficients fn was already
noted for π2

x in [12, Proposition 2.10]. As a consequence of Lemma 4.9, if o ∈
OAper(σ), then we can take any x ∈ X such that Z · x = o, and obtain a well

defined primitive ideal by putting Po = Ker (π1
x). We include the above description

in this notation for reference purposes.

Proposition 4.10. Let o ∈ OAper(σ) be the closure of an infinite orbit. Then for

the primitive ideal associated with o we have

Po =

{
∑

n∈Z

fnδ
n ∈ ℓ1(Σ) : fn↾o = 0 for all n ∈ Z

}
.

Since X is the union of all orbit closures, the following result (already used in
the proof of Theorem 4.4) is now clear from Proposition 4.8 and Proposition 4.10.

Theorem 4.11. ⋂

o∈OPer(σ)

λ∈T

Po,λ

⋂

o∈OAper(σ)

Po = {0}.

In particular, the Banach algebra ℓ1(Σ) is semisimple.

We can now establish two separation results at the level of primitive ideals.
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Proposition 4.12. The following are equivalent:

(1) The algebraically irreducible representations of ℓ1(Σ) on finite dimensional

vector spaces separate the elements of ℓ1(Σ);
(2) The algebraically irreducible representations of ℓ1(Σ) on finite dimensional

vector spaces separate the elements of C(X);
(3) Per(σ) is dense in X;

(4) The algebraically irreducible representations of C∗(Σ) on finite dimensional

vector spaces separate the elements of C∗(Σ).

In view of the second part of Theorem 2.1, one could also have considered the
topologically irreducible continuous (or even contractive) representations on finite
dimensional Banach spaces in (1) and (2).

Proof. From Theorem 3.5, we know that the algebraically irreducible finite dimen-
sional representations are precisely the πx,λ from Section 3.2, and, from Proposi-
tion 4.8, we have

⋂
o∈OPer(σ),λ∈T

Po,λ = {
∑

n∈Z
fnδ

n ∈ ℓ1(Σ) : fn↾Per(σ) = 0 for all n ∈

Z}. It is now clear that (1), (2), and (3) are equivalent.
The equivalence of (3) and (4) follows from [25, Theorem 4.6.(2)], taken together

with Theorem 2.2.
�

Proposition 4.13. The following are equivalent:

(1) The algebraically irreducible representations {π1
x : x ∈ Aper(σ)} of ℓ1(Σ)

on infinite dimensional vector spaces separate the elements of ℓ1(Σ);
(2) The algebraically irreducible representations of ℓ1(Σ) on infinite dimen-

sional vector spaces separate the elements of ℓ1(Σ);
(3) The algebraically irreducible representations {π1

x : x ∈ Aper(σ)} of ℓ1(Σ)
on infinite dimensional vector spaces separate the elements of C(X);

(4) The algebraically irreducible representations of ℓ1(Σ) on infinite dimen-

sional vector spaces separate the elements of C(X);
(5) Σ is topologically free;

(6) The algebraically irreducible representations of C∗(Σ) on infinite dimen-

sional vector spaces separate the elements of C∗(Σ).

Proof. From Proposition 4.10, we see that
⋂

o∈OAper(σ)
Po = {

∑
n∈Z

fnδ
n ∈ ℓ1(Σ) :

fn↾Aper(σ) = 0 for all n ∈ Z}. Hence (5) implies (1). Trivially (1) implies (2), and

(2) implies (4). Assume that (4) holds, and that {πi}i∈I is a family of infinite
dimensional algebraically irreducible representations that separates the points of
C(X). Each of these has an induced dynamical system Xπi,σπi

and an associated

representation π′
i of ℓ1(Σπi

) such that πi(f) = π′
i(f↾Xπi

) for f ∈ C(X). The

separation property of {πi}i∈I implies that
⋃

i∈I Xπi
is dense in X . Since the

aperiodic points are dense in each Xπi
by Corollary 4.2, we can now conclude that

Aper(σ) is dense in X , i.e. that (5) holds. It is trivial that (1) implies (3) and that
(3) implies (4).

The equivalence of (3) and (4) follows from [26, Proposition 4], taken together
with Theorem 2.2. �

Part (1), (3), and (4) of the following result on inclusions between primitive ideals
are from [12, Proposition 2.15]; we include the short proofs for the convenience of
the reader.
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Lemma 4.14.

(1) Let o1, o2 ∈ OPer(σ) and let λ1, λ2 ∈ T. If Po1,λ1
⊂ Po2,λ2

, then o1 = o2

and λ1 = λ2. In particular, Po,λ1
= Po,λ2

.

(2) If o ∈ OPer(σ), λ ∈ T, x ∈ o, and π is an algebraically irreducible represen-

tation of ℓ1(Σ) such that Po,λ ⊂ Ker (π), then π is algebraically equivalent

to πx,λ. In particular, Po,λ = Ker (π).

(3) Let o1, o2 ∈ OAper(σ). Then Po1
⊂ Po2

if and only if o1 ⊃ o2.

(4) Let o1 ∈ OAper(σ), let o2 ∈ OPer(σ), and let λ ∈ T. Then Po1
⊂ Po2,λ if and

only if o1 ⊃ o2.

Proof. For (1), we recall that Po,λ = Ker (πx,λ), where x ∈ X is such that o =

Z · x. If Po1,λ1
⊂ Po2,λ2

, then in particular Ker (πx1,λ1↾C(X)) ⊂ Ker (πx2,λ2↾C(X)).
This implies that (and is equivalent to) o1 ⊃ o2; hence o1 = o2. Then also the
representation spaces have the same dimension p. Since πx1,λ1(1 − δp/λ1) = 0, we
have πx2,λ2(1− δp/λ1) = 0, and therefore λ1 = λ2.

Turning to (2), we first note that ℓ1(Σ)/Ker (π) is a quotient of ℓ1(Σ)/Po,λ.
Hence we have an algebraically irreducible representation of ℓ1(Σ)/Po,λ on the
representation space of π. Since ℓ1(Σ)/Po,λ is a finite dimensional algebra, π is
finite dimensional. Proposition 3.4 then shows that π is algebraically equivalent to
πy,µ for some y ∈ Per(σ) and µ ∈ T. An appeal to part (1) and Proposition 3.3
then concludes the proof of part (2).

Part (3) is clear from Proposition 4.10.
Turning to part (4), if o1 ⊃ o2, then Proposition 4.8 and Proposition 4.10 show

that Po1
⊂ Po2,λ. If o1 6⊃ o2, then o1 ∩ o2 = ∅, so that there exists f ∈ C(X) such

that f↾o1
= 0 and f↾o2 6= 0. Then f ∈ Po1

, but f /∈ Po2,λ; hence Po1
6⊂ Po2,λ. �

Remark 4.15. The argument used in the proof of the second part of Lemma 4.14
shows that the kernel of a finite dimensional algebraically irreducible representation
of ℓ1(Σ) (or any other associative algebra) is never contained in (and, in particu-
lar, never equal to) the kernel of an infinite dimensional algebraically irreducible
representation. This elementary observation is needed in the proof of Theorem 5.1.

We let Πℓ1(Σ) denote the set of all primitive ideals of ℓ1(Σ). The following is now
clear from Lemma 4.14.

Proposition 4.16.

(1) Consider the natural map

Ψ :
(
OPer(σ) × T

)
⊔OAper(σ) → Πℓ1(Σ),

defined by Ψ((o, λ)) = Po,λ for o ∈ OPer(σ) and λ ∈ T, and by Ψ(o) = Po

for o ∈ OAper(σ). Then Ψ is injective.

(2) For all o ∈ OPer(σ) and λ ∈ T, the primitive ideal Po,λ is a maximal

primitive ideal.

(3) For all o ∈ OAper(σ), the primitive ideal Po is a maximal element of the

range of Ψ if and only if o is a minimal orbit closure.

Thus Ψ parameterizes the part of Πℓ1(Σ) that is naturally associated with the
points of X , and we shall denote this part by Πℓ1(Σ) (X). It is always large
in Πℓ1(Σ) in the sense that, as a consequence of Theorem 4.11, it is dense in
the hull-kernel topology of Πℓ1(Σ) to be studied in Section 5. The subset of
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Πℓ1(Σ) (X) that consists of the primitive ideals Po,λ for all o ∈ OPer(σ) and λ ∈ T is
denoted by Πℓ1(Σ) (Per(σ)), and the subset that consists of the primitive ideals

Po for all o ∈ OAper(σ) is denoted by Πℓ1(Σ) (Aper(σ)), so that Πℓ1(Σ) (X) =
Πℓ1(Σ) (Per(σ)) ⊔ Πℓ1(Σ) (Aper(σ)) is a disjoint union. We let Πℓ1(Σ) (∞) denote
the subset of Πℓ1(Σ) consisting of the kernels of all infinite dimensional algebraically
irreducible representations, so that Πℓ1(Σ) = Πℓ1(Σ) (Per(σ)) ⊔ Πℓ1(Σ) (∞) is a dis-
joint union.

It is remarkable that we can prove that Πℓ1(Σ) (X) actually equals Πℓ1(Σ) if
X is metrizable, even though we do not generally know all equivalence classes of
algebraically irreducible representations. This is a consequence of the following
result, the proof of which once more illustrates the relevance of the technique of
induced dynamical systems.

Proposition 4.17. Let π be an algebraically irreducible representation of ℓ1(Σ)
on an infinite dimensional vector space. If the topological space Xπ is metrizable,

then there exists an aperiodic point x ∈ Xπ such that its orbit is dense in Xπ.

Consequently, Ker (π) = Po, where o is the closure of the orbit of x.

Proof. Let Σπ be the induced dynamical system. Since π is infinite dimensional,
Corollary 4.2 shows that Σπ is topologically free, and hence Proposition 2.6 implies
that Ker (π) is the closed ideal generated by {f ∈ C(X) : f↾Xπ

= 0}.
Since Corollary 4.2 asserts that Xπ is topologically transitive, the metrizability

of Xπ then implies, by [24, Theorem 1.1.3], that there exists a point x ∈ Xπ such
that its orbit is dense in Xπ. Since Corollary 4.2 also asserts that Xπ is an infinite
set, x must be aperiodic. If we note that Xπ is closed, we see that Xπ is the closure
in X of the orbit of x. The rest is clear. �

When observing that finite orbits are clearly minimal orbit closures, the following
is now obvious from Propositions 4.16 and 4.17; note that Proposition 4.5 asserts
that there are no infinite dimensional algebraically irreducible representations of
ℓ1(Σ) at all if X = Per(σ).

Theorem 4.18. If, for every infinite dimensional algebraically irreducible repre-

sentation π of ℓ1(Σ), the closed subset Xπ of X is metrizable (this is certainly the

case if X is metrizable or X = Per(σ)), then:

(1) Πℓ1(Σ) (∞) = Πℓ1(Σ) (Aper(σ)), and hence Πℓ1(Σ) = Πℓ1(Σ) (X);
(2) A primitive ideal is a maximal primitive ideal if and only if it is associated

with a minimal orbit closure.

Remark 4.19. To each algebraic equivalence class of algebraically irreducible rep-
resentations of ℓ1(Σ) one can assign the primitive ideal that is the common kernel of
these representations. It follows from part (1) of Lemma 4.14 and Proposition 3.3
that this map is injective on the collection of algebraic equivalence classes of finite
dimensional algebraically irreducible representations of ℓ1(Σ).

On the collection of algebraic equivalence classes of infinite dimensional alge-
braically irreducible representations, however, this map can be very far from injec-
tive. For example, for the irrational rotations of T, where every orbit is infinite
and dense, Πℓ1(Σ) consists only of the zero ideal. Even though Theorem 3.8 shows
that different orbits provide different equivalence classes of algebraically irreducible
representations, the associated primitive ideals are always equal to the zero ideal.
Proposition 5.2 below describes when this happens for general systems.
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5. The structure space

We shall now consider the structure space of ℓ1(Σ), i.e. Πℓ1(Σ) in its hull-kernel
topology. The main goal is Theorem 5.10, asserting that, under suitable conditions,
parts of Πℓ1(Σ) are homeomorphic to products of spaces of finite orbits and T.

We recall from [2, §26] that, for E ⊂ Πℓ1(Σ), the closure of E in this topology

is the hull hk (E) of the kernel k (E), where k (E) =
⋂

P∈E P , and hk (E) = {P ∈
Πℓ1(Σ) : P ⊃ k (E)}. Clearly, E is dense in Πℓ1(Σ) if and only if k (E) equals the

Jacobson radical
⋂

P∈Π
ℓ1(Σ)

P of ℓ1(Σ). Since this is the zero ideal by Theorem 4.11,

E is dense if and only if k (E) = {0}. Thus, for example, if there exists an aperiodic
point with dense orbit, then the associated singleton {Po} = {{0}} is a dense subset
of Πℓ1(Σ).

We shall now rephrase some of the results in Section 4 in terms of Πℓ1(Σ) and
its topology. Here, and elsewhere, subsets of Πℓ1(Σ) are supplied with the induced
topologies from Πℓ1(Σ) unless otherwise stated. Proposition 5.6 contains two more
results in this vein.

Theorem 5.1.

(1) Πℓ1(Σ) is compact.

(2) Πℓ1(Σ) (X) is dense in Πℓ1(Σ).

(3) The following are equivalent:

(a) Πℓ1(Σ) (Per(σ)) = Πℓ1(Σ);

(b) Per(σ) = X.

(4) The following are equivalent:

(a) Πℓ1(Σ) (Per(σ)) is dense in Πℓ1(Σ);

(b) Per(σ) is dense in X.

(5) The following are equivalent:

(a) Πℓ1(Σ) (∞) = Πℓ1(Σ);

(b) Aper(σ) = X.

(6) The following are equivalent:

(a) Πℓ1(Σ) (Aper(σ)) is dense in Πℓ1(Σ);

(b) Πℓ1(Σ) (∞) is dense in Πℓ1(Σ);

(c) Aper(σ) is dense in X.

(7) (a) For all o ∈ OPer(σ) and λ ∈ T, the singleton {Po,λ} is closed in Πℓ1(Σ).

(b) For all o ∈ OAper(σ), the singleton {Po} is closed in Πℓ1(Σ) (X) if and
only if o is a minimal orbit closure.

(8) If, for every infinite dimensional algebraically irreducible representation π
of ℓ1(Σ), the closed subset Xπ of X is metrizable (this is certainly the case

if X is metrizable or X = Per(σ)), then:
(a) Πℓ1(Σ) (X) = Πℓ1(Σ), and Πℓ1(Σ) (X) is compact;

(b) If P ∈ Πℓ1(Σ), then the singleton {P} is closed in Πℓ1(Σ) if and only if

P is associated with a minimal orbit closure.

Proof. Part (1) follows from the fact that ℓ1(Σ) is a unital algebra (see [2, Corol-
lary 26.5]). Part (2) through (7) follow from Theorem 4.11, Proposition 4.5, Propo-
sition 4.12, Proposition 4.6, Proposition 4.13, Proposition 4.16, and Theorem 4.18,
respectively, taking Remark 4.15 and Theorem 3.5 into account where necessary.
Part (8)(a) follows from Theorem 4.18.(1) and part (1). Noting that finite orbits are
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minimal orbit closures, part (8)(b) follows from the fact that Πℓ1(Σ) (X) = Πℓ1(Σ),
combined with part (7). �

Before we proceed, we note that we can determine when Πℓ1(Σ) (X) degenerates
to its minimal size of one point: this occurs precisely for infinite minimal systems.
Note that, for metrizable X , this is equivalent to the degeneracy of the whole
primitive ideal space Πℓ1(Σ) = Πℓ1(Σ) (X).

Proposition 5.2. The following are equivalent:

(1) Πℓ1(Σ) (X) consists of one point;

(2) Πℓ1(Σ) (X) = {{0}};
(3) X = Aper(σ), and every orbit is dense.

Proof. It follows from Theorem 4.11 that (1) implies (2). If (2) holds, then all
points must be aperiodic, since a periodic point yields non-zero primitive ideals; it
is then clear that every orbit must be dense. Hence (2) implies (3), and it is obvious
that (3) implies (1). �

Continuing with the main line, we consider natural subsets of Πℓ1(Σ) that are
associated with more general invariant subsets of X than X , Per(σ), or Aper(σ),
as we have done so far. With notation consistent with that already introduced, we
define, for invariant S ⊂ X ,

Πℓ1(Σ) (S) = {Po,λ : o ∈ OPer(σ), λ ∈ T, o ⊂ S} ∪ {Po : o ∈ OAper(σ), o ⊂ S}.

Hence Πℓ1(Σ) (S) consists of all primitive ideals associated with the closures of all
orbits contained in S; note that these closures themselves need not be contained in
S.

For further investigation of such subsets of Πℓ1(Σ), the following lemma is conve-
nient.

Lemma 5.3. Let S ⊂ X be invariant. Then:

(1) If o ∈ OPer(σ) and λ ∈ T, then {
∑

n∈Z
fnδ

n ∈ ℓ1(Σ) : fn↾S = 0 for all n ∈

Z} ⊂ Po,λ if and only if o ⊂ S.

(2) If o ∈ OAper(σ), then {
∑

n∈Z
fnδ

n ∈ ℓ1(Σ) : fn↾S = 0 for all n ∈ Z} ⊂ Po

if and only if o ⊂ S.

Proof. For (1), if o 6⊂ S, then the invariance of S and the finiteness of o imply
that o ∩ S = ∅. Hence there exists f ∈ C(X) such that f↾S = 0 and f↾o 6= 0.
Then f ∈ {

∑
n∈Z

fnδ
n ∈ ℓ1(Σ) : fn↾S = 0 for all n ∈ Z}, but f /∈ Po,λ. Hence

{
∑

n∈Z
fnδ

n ∈ ℓ1(Σ) : fn↾S = 0 for all n ∈ Z} 6⊂ Po. The converse implication in
(1) is clear. Part (2) is obvious. �

For invariant S ⊂ X , we can now describe the closure of Πℓ1(Σ) (S) in Πℓ1(Σ) (X).

Proposition 5.4.

(1) Let S ⊂ X be invariant. Then the closure of Πℓ1(Σ) (S) in Πℓ1(Σ) (X) is

Πℓ1(Σ)

(
S
)
.

(2) Let S1 ⊂ S2 ⊂ Per(σ) be two invariant subsets. Then:

(a) The closure of Πℓ1(Σ) (S1) in Πℓ1(Σ) (S2) is Πℓ1(Σ)

(
S1

S2
)
, where S1

S2

is the closure of S1 in S2.

(b) Πℓ1(Σ) (S1) is closed in Πℓ1(Σ) (S2) if and only if S1 is closed in S2.
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Proof. For the first statement, we note that it follows from the second part of
Proposition 4.8, Proposition 4.10, and continuity, that

k (Πℓ1(Σ) (S)) = k
({

Po,λ : o ∈ OPer(σ), λ ∈ T, o ⊂ S
}
∪
{
Po : o ∈ OAper(σ), o ⊂ S

})

=

{
∑

n∈Z

fnδ
n ∈ ℓ1(Σ) : fn↾⋃

o⊂S
o
= 0 for all n ∈ Z

}
.

But
⋃

o⊂S o = S, and hence Lemma 5.3 shows that

hk (Πℓ1(Σ) (S)) ∩ Πℓ1(Σ) (X) =
{
Po,λ : o ∈ OPer(σ), λ ∈ T, o ⊂ S

}

∪
{
Po : o ∈ OAper(σ), o ⊂ S

}
.

Since S is closed, an orbit is contained in S precisely when its closure is contained
in S; hence the right hand side equals Πℓ1(Σ)

(
S
)
, as claimed.

For the second part, we note that, if S1 ⊂ S2 ⊂ Per(σ) are two invariant subsets,
then

hk (Πℓ1(Σ) (S1)) ∩ Πℓ1(Σ) (S2) = hk (Πℓ1(Σ) (S1)) ∩ Πℓ1(Σ) (X) ∩Πℓ1(Σ) (S2)

=
{
Po,λ : o ∈ OPer(σ), λ ∈ T, o ⊂ S1

}
∩ Πℓ1(Σ) (S2)

=
{
Po,λ : o ∈ OPer(σ), λ ∈ T, o ⊂ S1

}

∩
{
Po,λ : o ∈ OPer(σ), λ ∈ T, o ⊂ S2

}

=
{
Po,λ : o ∈ OPer(σ), λ ∈ T, o ⊂ S1 ∩ S2

}

= Πℓ1(Σ)

(
S1

S2
)
.

This proves the first statement in the second part. For the second statement we
need then merely note that the map S 7→ Πℓ1(Σ) (S) is injective on the collection of
invariant subsets of Per(σ), as a direct consequence of the first part of Lemma 4.14.
(Note, for the sake of completeness, that—as irrational rotations of T show—this is
not generally true for the collection of invariant subsets of Aper(σ).) �

Corollary 5.5. Let S ⊂ Per(σ) be invariant. Then the following are equivalent:

(1) Πℓ1(Σ) (S) is closed in Πℓ1(Σ) (X);
(2) S is closed in X.

Proof. Assume that (1) holds. If S is not closed in X , then there is an orbit o in
S such that o 6⊂ S. If this is an infinite orbit, then trivially Po /∈ Πℓ1(Σ) (S). The
first part of Proposition 5.4, however, implies that Po is in the closure of Πℓ1(Σ) (S)
in Πℓ1(Σ) (X). This contradicts the fact that Πℓ1(Σ) (S) is closed in Πℓ1(Σ) (X). If
o is a finite orbit, then o = o 6⊂ S, and hence, by the first part of Lemma 4.14,
Po,λ /∈ Πℓ1(Σ) (S) for all λ ∈ T. The first part of Proposition 5.4 implies again that
Po,λ is in the closure of Πℓ1(Σ) (S) in Πℓ1(Σ) (X), which is again a contradiction.
Hence S must be closed in S, and (1) implies (2). It is immediate from the first
part of Proposition 5.4 that (2) implies (1). �

We can now establish the following two additions to the results listed in Theo-
rem 5.1.

Proposition 5.6.

(1) The following are equivalent:

(a) Πℓ1(Σ) (Per(σ)) is closed in Πℓ1(Σ) (X);



28 MARCEL DE JEU AND JUN TOMIYAMA

(b) Per(σ) is closed in X.

(2) The following are equivalent:

(a) Πℓ1(Σ) (Aper(σ)) is closed in Πℓ1(Σ) (X);
(b) Aper(σ) is closed in X.

Proof. Part (1) is a special case of Corollary 5.5. For part (2), it is clear from
the first part of Proposition 5.4 that (b) implies (a). If (a) holds, but Aper(σ) is

not closed in X , choose a finite orbit o in Per(σ) ∩ Aper(σ). Trivially, for λ ∈ T,
Po,λ /∈ Πℓ1(Σ) (Aper(σ)), but the first part of Proposition 5.4 shows that, for λ ∈ T,
Po,λ is in the closure of Πℓ1(Σ) (Aper(σ)) in Πℓ1(Σ) (X) . This contradicts the fact
that Πℓ1(Σ) (Aper(σ)) is closed in Πℓ1(Σ) (X). �

If S ⊂ Per(σ) is invariant, we let S/Z be the associated orbit space, supplied
with the quotient topology. For the remainder of this section, we shall concentrate,
for suitable invariant subsets S of Per(σ), on describing the topology of Πℓ1(Σ) (S)
in terms of the topological product S/Z×T (see Theorem 5.10). If o = o ⊂ S is an
orbit, we shall write o for the subset of S as well as for the corresponding element
of S/Z.

The following result on a restriction of the inverse of Ψ in Proposition 4.16 (that
can be defined on the whole of Πℓ1(Σ) (X)) relies on a non-trivial result in Fourier
analysis.

Lemma 5.7. Let p ≥ 1 be an integer, and suppose that S ⊂ Perp(σ) is invariant.

Then the restricted inverse map Ψ−1 : Πℓ1(Σ) (S) → S/Z × T, sending Po,λ ∈
Πℓ1(Σ) (S) to (o, λ) ∈ S/Z× T, is a continuous bijection.

Proof. It is clear that the map is a bijection, and it remains to show that it is
continuous. Let q1, q2 be the canonical projections from S/Z × T onto the first
and second factor, respectively. We are to show that q1 ◦ Ψ−1 and q2 ◦ Ψ−1 are
continuous.

If F ⊂ S/Z is closed, then there exists an invariant SF ⊂ S that is closed in S,
and such that F = {o : o ⊂ SF }. Hence

(q1 ◦Ψ
−1)−1(F ) = {Po,λ : λ ∈ T, o ⊂ S} = Πℓ1(Σ) (SF ) .

Since SF is closed in S, part (2)(b) of Proposition 5.4 implies that Πℓ1(Σ) (SF ) is

closed in Πℓ1(Σ) (S). Hence q1 ◦Ψ−1 is continuous.

If F ′ ⊂ T, then
(
q2 ◦Ψ−1

)−1
(F ′) = {Po,λ : λ ∈ F ′, o ⊂ S}. If F ′ = ∅ or F ′ = T,

then this equals ∅ or Πℓ1(Σ) (S), respectively; hence it is closed in Πℓ1(Σ) (S). If
F ′ ⊂ T is a non-trivial closed subset, we argue as follows. Proposition 4.8 shows
that

k ({Po,λ : λ ∈ F ′, o ⊂ S}) =

=

{
∑

n∈Z

fnδ
n ∈ ℓ1(Σ) :

∑

l∈Z

λlflp+j(x) = 0 for j = 0, . . . , p− 1, x ∈ S, andλ ∈ F ′

}
.

Suppose that λ0 /∈ F ′. Then, as a consequence of [15, Theorem 7.1.2.(iii)], the
regularity of the Banach algebra ℓ1(Z), and the well known fact that the maxi-
mal ideal space of ℓ1(Z) is T with the usual topology, there exists (cn) ∈ ℓ1(Z)
such that

∑
n∈Z

λncn = 0 for all λ ∈ F ′ and
∑

n∈Z
λn
0 cn = 1. Let alp+j =

cl for j = 0, . . . , p − 1 and l ∈ Z, and put a =
∑

n∈Z
anδ

n ∈ ℓ1(Σ). Then
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a ∈ k ({Po,λ : λ ∈ F ′, o ⊂ S}), but a /∈ Po,λ0
for all o ⊂ Perp(σ), and in partic-

ular for all o ⊂ S. Hence k ({Po,λ : λ ∈ F ′, o ⊂ S}) 6⊂ Po,λ0
for all o ⊂ S, i.e.

Po,λ0
/∈ hk ({Po,λ : λ ∈ F ′, o ⊂ S}) for all o ⊂ S. Since λ0 /∈ F ′ was arbitrary,

we conclude that hk (
(
q2 ◦Ψ−1

)−1
(F ′)) ∩ Πℓ1(Σ) (S) =

(
q2 ◦Ψ−1

)−1
(F ′), i.e. that(

q2 ◦Ψ−1
)−1

(F ′) is closed in Πℓ1(Σ) (S). Hence q2 ◦Ψ−1 is continuous. �

Corollary 5.8. Let p ≥ 1 be an integer. Suppose that S ⊂ Perp(σ) is invariant and
that Πℓ1(Σ) (S) is compact. Then the restricted map Ψ−1 : Πℓ1(Σ) (S) → S/Z × T,

sending Po,λ ∈ Πℓ1(Σ) (S) to (o, λ) ∈ S/Z×T, is a homeomorphism between compact

Hausdorff spaces.

Proof. The space S/Z is Hausdorff. Indeed, if o1, o2 are two different orbits in S,
then there exist disjoint (relatively) open subsets U1 and U2 of S such that U1 ⊃ o1

and U2 ⊃ o2. Then
⋂

n∈Z
σn(U1) =

⋂p−1
n=0 σ

n(U1) and
⋂

n∈Z
σn(U2) =

⋂p−1
n=0 σ

n(U2)
are two disjoint invariant open subsets of S separating o1 and o2. The images under
the (open) quotient map then provide two open disjoint subsets of S/Z separating
o1 and o2, as required.

By Lemma 5.7, we see that Ψ−1 : Πℓ1(Σ) (S) → S/Z×T is a continuous bijection
between a compact space and a Hausdorff space. Hence it is a homeomorphism. �

We can now describe the topology of Πℓ1(Σ) (S) for certain invariant S ⊂ Per(σ).

Theorem 5.9. Suppose that S1, . . . , Sn ⊂ Per(σ) are mutually disjoint invariant

subsets, such that Si ⊂ Perpi
(σ) for not necessarily different integers p1, . . . , pn ≥ 1.

Let S =
⋃n

i=1 Si, so that Πℓ1(Σ) (S) =
⋃n

i=1 Πℓ1(Σ) (Si) as a disjoint union of

sets. If each Si is closed in S, and Πℓ1(Σ) (S) is compact, then the map Ψ :⊔n
i=1 (Si/Z× T) → Πℓ1(Σ) (S), sending (o, λ) to Po,λ, is a homeomorphism between

compact Hausdorff spaces. Here
⊔n

i=1 (Si/Z× T) is the disjoint union of the topo-

logical spaces Si/Z× T.

Proof. Since each Si is closed in S, part (2)(b) of Proposition 5.4 shows that each
Πℓ1(Σ) (Si) is closed in Πℓ1(Σ) (S). Since the latter space is compact by assumption,
each Πℓ1(Σ) (Si) is compact. Hence Corollary 5.8 applies, and it shows that each
Πℓ1(Σ) (Si) is a compact Hausdorff space. We are now in the situation of part (1) of

Lemma 2.7, where Πℓ1(Σ) (S) =
⋃n

i=1 Πℓ1(Σ) (Si) is the finite disjoint union of the
subsets Πℓ1(Σ) (Si) of Πℓ1(Σ) (S), and each Πℓ1(Σ) (Si) is a closed subset of Πℓ1(Σ) (S)
that is a compact Hausdorff space in the induced topology. Hence Πℓ1(Σ) (S) is a
compact Hausdorff space, and it is the disjoint union of the topological spaces
Πℓ1(Σ) (Si). Since Corollary 5.8 shows that each Πℓ1(Σ) (Si) is homeomorphic to
Si/Z× T, the proof is complete. �

An application of the second and then the third part of Lemma 2.7 shows that
Πℓ1(Σ) (S) is homeomorphic to (

⊔n
i=1 Si) /Z × T, where

⊔n
i=1 Si is the topological

disjoint union of the Si. This will be used in the proof of the following main result
on the topological structure of a part of Πℓ1(Σ).

Theorem 5.10. Suppose that Πℓ1(Σ) (X) is compact; this is certainly the case if

X is metrizable or X = Per(σ). Furthermore, assume that S1, . . . , Sn are mutually

disjoint invariant closed subsets of X such that Si ⊂ Perpi
(σ) for not necessarily

different integers p1, . . . , pn ≥ 1. Let S =
⋃n

i=1 Si. Then the map Ψ : S/Z × T →
Πℓ1(Σ) (S), sending (o, λ) to Po,λ, is a homeomorphism between compact Hausdorff
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spaces. As a topological space, the codomain is also homeomorphic to the disjoint

union of the topological spaces Πℓ1(Σ) (Si), and each such space is homeomorphic to

Si/Z× T.

Proof. The sufficiency of the conditions in the first sentence for Πℓ1(Σ) (X) to be
compact follows from part (8) of Theorem 5.1. We turn to the remaining state-
ments. Since the Si are now closed, S is closed, and then Corollary 5.5 shows
that Πℓ1(Σ) (S) is closed in Πℓ1(Σ) (X). The latter space is compact by assumption,
so that Πℓ1(Σ) (S) is compact. Therefore Theorem 5.9 applies. Combining this
with the remark following that theorem, we see that Πℓ1(Σ) (S) is homeomorphic

to (
⊔n

i=1 Si) /Z× T, where
⊔n

i=1 Si is the topological disjoint union of the Si. An
application of the first part of Lemma 2.7 shows that

⊔n
i=1 Si is homeomorphic to

S. This completes the proof. �

We conclude with two special cases in which there are homeomorphisms as in
Theorem 5.10. With Remark 4.19 in mind, the first one can be regarded as an
improved version (with topology added) of part of Theorem 3.7.

Corollary 5.11. Suppose that X is a finite set. Then the structure space Πℓ1(Σ)

of ℓ1(Σ) is homeomorphic to the topological disjoint union of copies of T, one for

each orbit in X.

Corollary 5.12. Suppose that all orbits in X are of the same finite order. Then

the structure space Πℓ1(Σ) of ℓ1(Σ) is homeomorphic to X/Z× T.

Example 5.13 (Rotations of T). Let X = T and let σ be the rotation by 2πp/q,
where p, q are integers such that q 6= 0 and having greatest common divisor equal to
1. Corollary 5.12 shows that Πℓ1(Σ) is homeomorphic to T/Z×T. For each z0 ∈ T,
the orbit of z0 consists of all z ∈ T such that zq = zq0 . The latter implies that the
map z 7→ zq from T onto T induces a homeomorphism between T/Z and T. We
conclude that Πℓ1(Σ) is homeomorphic to T2.

For irrational rotations we had already seen in Remark 4.19 that Πℓ1(Σ) = {{0}}.

Remark 5.14. We are not aware of results for the structure space of C∗(Σ) that
are the analogues of those for ℓ1(Σ) in the present section. The algebra ℓ1(Σ) is very
concretely given, and this makes it more accessible to explicit computations than
C∗(Σ). For C∗(Σ), one could conceivably use the generalized Fourier coefficients
of its elements as substitutes for the coefficients of the elements of ℓ1(Σ) to work
with.

As first evidence that such an approach might be successful, we mention that, for
rational rotations of T, the structure space of C∗(Σ) is known to be homeomorphic
to T

2, as would also follow from the C∗(Σ)-analogue of Corollary 5.12. Indeed,
C∗(Σ) is strongly Morita equivalent to C(T2) (see [23]), and therefore its structure
space is homeomorphic to that of the latter algebra by [22, Corollary 3.30], i.e.
to T2.

Furthermore, the product of a space of orbits and T occurs in the following con-
text. Let p ≥ 1 be an integer, and let Irrp(Σ) be the set of all irreducible unitary
representations of C∗(Σ) on a fixed Hilbert space of dimension p, supplied with

the topology of pointwise strong convergence. Let Âp(Σ) be the set of unitary
equivalence classes of irreducible unitary representations of C∗(Σ) of dimension p,
supplied with the quotient topology originating from Irrp(Σ). Then, as in Theo-

rem 3.5, there is natural bijection Ξp between Perp(σ)/Z×T and Âp(Σ). According
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to [24, Theorem 4.2.1], this map is a homeomorphism. This result is in the same
spirit as Theorem 5.10, but it does not involve the hull-kernel topology of a part of
the primitive ideal space as such.

We leave the hull-kernel topology on the primitive ideal space of C∗(Σ) for further
research.
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