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1 Introduction

Ingredients of a recipe for disaster

Drylands are regions with little precipitatiorﬂ that cover about 41% of
earth’s land surface, with a human population of over 2 billion |10] (Fig-
ure . Climate change and population growth impose increased amounts
of stress on vegetation in drylands. Human population in drylands grew by
18.5% between 1990 and 2000 [10] and is continuing to increase. Together
with increased aspirations for raised standards of living this results in, e.g.,
the proliferation of livestock [10].

The United Nations Convention to Combat Desertification (UNCCD, es-
tablished in 1994) defines desertification as land degradation in arid, semi-
arid and dry sub-humid areas resulting from various factors, including cli-
matic variation and human activities. In the absence of vegetation, nu-
trients in the soil are swept away in the event of rain: the disappearance
of vegetation triggers soil erosion processes, leaving behind an inhospitable
environment unable to offer the services to build a livelihood.

Desertification can be expressed as the ineffective use of the scarce water
resource [84], which is lost through evaporation and runoff instead of being
used by plants (through transpiration) [142]. In case vegetation has disap-
peared, all of the water is lost (none is used by plants) and the desertification
process is complete.

Clearly, the disappearance of vegetation is something to be avoided. Much
is at stake to predict and prevent the formation and expansion of bare
deserts. For this, the dynamics of the vegetation need to be understood,
at least on a qualitative level.

LA measure of aridity is defined by dividing the Precipitation by the Potential Evapo-
ration and Transpiration (P/PET). Drylands can be defined by an aridity index less
than 0.65, with a subdivision ranging from hyper-arid (< 0.05) to arid (0.05 — 0.2) to
semi-arid (0.2 — 0.5) to dry subhumid (0.5 — 0.65).
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Figure 1.1: Map of the distribution of the four types of dryland over the world .

Desertification and climate

In drylands, water is a crucial ingredient for sustenance of vegetation and
soil quality. The 2013 report by the Intergovernmental Panel on Climate
Change (IPCC) states a “high confidence that the contrast of annual mean
precipitation between dry and wet regions (...) will increase over most of the
globe as temperatures increase” , meaning that wet areas become wetter
and dry areas become dryer. Under the scenario with a radiative forcing
of 7.6 Wm™2, which is an imposed net change in the energy balance of the
Earth system, in the year 2100 “many mid-latitude and subtropical arid and
semi-arid regions will likely experience less precipitation” . A drop in
the annual precipitation increases environmental stress and is an important
driver of desertification. As a side note, increased levels of CO5 do lead to a
higher water use efficiency by plants through decreased transpiration .

Rather than only acting as input, desertification also feeds back to the
climate, which is another reason for it having attracted global attention.
Desertification changes the albedo (reflectance coefficient of sunlight), both
local through changes in plant cover and nonlocal through deposition
of desert dust . Additionally, desertification implies reduced carbon se-
questration within vegetation and soil .
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Figure 1.2: Catastrophic transition from a vegetated state n4 to a degraded bare state mpgre,
as rainfall reaches the tipping point ageg,. The intermediate vegetated state n_ is
unstable. (a) The system suffers from hysteresis since the rainfall level required for
restoration arest > Adegr- (b) In this system the degradation is not reversible by a
rainfall increase.

Vegetation on the verge of collapse

Vegetation improves the infiltration characteristics of the soil [150], which
increases the water supply to the vegetation itself. So the presence of veg-
etation reasserts itself. If environmental conditions deteriorate, the amount
of vegetation may become critical. Beyond the tipping point, too little veg-
etation may lead to a smaller water supply: a positive feedback loop that
initiates the total collapse of the vegetation (Figure|1.2). Restoration of the
ecosystem is difficult because of soil erosion and the infiltration feedback
loop, leading to hysteresis or irreversibility.

Brief overview of arid ecosystem models

Various low-dimensional models have been proposed to help explain deser-
tification and vegetation patterns. Early on, in 1997 a scalar (1-component)
model for the vegetation was set up [108], with kernel functions with varying
ranges built to represent long range inhibition, medium range reproduction
and short range toxic interactions. The modeling gained momentum with
the publication of the 2-component Klausmeier model [97] in 1999, where a
surface water component interacts with the vegetation component. In [202]
(2001) the second component is utilized for soil water. Multiple 3-component
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models have been studied, where both surface and soil water take part, as
in [79] (2001) or [148] (2002) and [70] (2004). In [70] (2004) long range
inhibition is present due to extended root systems and soil water diffusion.

These models can of course be further expanded, e.g. by explicitly incor-
porating herbivores [196] or distinguishing functional groups of vegetation
with different traits [69]. Incorporation of additional mechanisms makes the
analysis more challenging, which often necessitates subsequent simplifying
assumptions. In this thesis, attention is mostly restricted to extensions of the
Klausmeier model that maintain the 2-component structure of this model.
A more complete overview of arid ecosystem models is presented in [19].

Desertification scenarios with increasing complexity

Disregarding differences between plant species and temporarily disregarding
spatial heterogeneity, vegetation can be represented by a single scalar. In
this case, desertification may be understood as the tipping of a vegetated
state. In regions where water is scarce, vegetation growth is limited by water
supply and is basically modeled by

water change = rainfall — evaporation — uptake,

plant change = —plant death + uptake.

The rainfall can change seasonally and tends to be intermittent in time
[98,[179], but here we view rainfall as a climatic parameter that may slowly
change over time and is constant in the absence of climate change. The
water evaporation is modeled by a linear term. Water is regarded as surface
water, and the process of infiltration and subsequent uptake of soil water are
combined in the surface water uptake terms. Since both the infiltration and
the soil water uptake are assumed to be linear in the vegetation, the surface
water uptake terms are quadratic in the vegetation [97]. Plant death is, for
simplicity, modeled by a linear term.

After rescaling [180], representing water by w and vegetation by n and
their change in time by the derivatives w; and n;, the model is given by

wy =a — w — wn?,

2

(1.1)
ng = —mn + wn”,

the nonspatial Klausmeier model [97]. For a > 2m (and m < 2) it has
a stable vegetated state (w4,ny) that disappears in a fold bifurcation at
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Figure 1.3: Desertification diagram for nonspatial models. The transition from the desert to the
vegetated state is represented by a dashed arrow to signify irreversibility.

Adegr = 2m, as in Figure [L.2(b). If rainfall drops below agegr, the system
falls down to the degraded bare desert state and recovery to (wy,n4) is
troublesome. This is graphically represented by the transition diagram in

Figure

We will now see that allowing for spatially heterogeneous solutions adds
complexity to the desertification scenario. The aforementioned infiltration
feedback loop has a short range, since only nearby vegetation benefits from
the improved infiltration characteristics of the soil. Overall, vegetation is in
competition for water, which may flow relatively long distances over bare soil
before infiltrating at a vegetation patch. The short range facilitation and
long range competition together drive the formation of periodic vegetation
patterns [150].

The widespread appearance of these vegetation patterns in all tropical
and subtropical arid areas has been evidenced. They are ubiquitous at the
interface between arid and semi-arid regions [36]. These patterns include
gapped, labyrinthine, banded and spot patterns (Figure . The patterns
are found on flat or constant-slope terrain without spatial heterogeneities
other than those that can be attributed to the vegetation itself |[156]. Field
observations of vegetation patterns necessitate the development of spatially
extended models.

To spatially extend , we need to take into account processes that dis-
place the surface water and vegetation. We start out in one space dimension
x. We allow for the possibility of the terrain having a constant slope, in the
Klausmeier model [97] the downslope advection is assumed to be dominant
and displacement is modeled by 2cw,;. We extend the Klausmeier model by
adding a (possibly nonlinear) diffusion dyjw? .5 [199]. This form with v = 2
can be derived from the shallow water equations [70]. The dispersal of plants
is modeled by diffusion dong,, with dy < dy. This gives

wy =d1w g + 2cwpt+a — w — an,

ng =doNgy —mn + wn?.

(1.2)
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Figure 1.4: Periodic vegetation patterns. Aerial photograph of (a) pattern of gaps, (b) labyrinth,
(c) banded pattern [149|. (d) Satellite image of a spot pattern over Sudan.
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Figure 1.5: Desertification diagram for the extended Klausmeier model in one space dimension.

Because vegetation patterns extend over large areas, the model domain is
taken to be unbounded, so without boundary conditions. Since the model-
ing equations are strikingly similar to the Gray-Scott model [74], this puts
vegetation patterns in the same framework as patterns in chemical reactions.

In the spatially extended model, for decreasing rainfall the fold bifurca-
tion of the spatially homogeneous solution (w4, n.y) is preceded by a Turing
bifurcation . At the Turing bifurcation periodic patterns form. In Chap-
ter [2] we show that a further decrease of the rainfall parameter leads to a
coarsening cascade of patterns with larger and larger wavelength (or equiva-
lently smaller and smaller wavenumber (= 27 /wavelength)). Eventually, for
sufficiently small rainfall, the bare desert state is reached (Figure .

The occurrence of vegetation patterns can thus be regarded as a rough
early warning signal for the final transition to the bare desert state, with
larger wavelengths signalling a more imminent danger of complete collapse.
This is in accordance with one of Ni’s conjectures , which states that
the last patterns to destabilize have large wavelengths.

We now add a second space dimension by replacing the second derivatives
to x by second derivatives to both x and y, denoted by the Laplace operator
A = 92492. Restricting to the case with linear water diffusion, the extended
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Figure 1.6: Desertification diagram for the extended Klausmeier model in two space dimensions.

Klausmeier model becomes

wy =d1 Aw + 2cwy+a — w — wn?,

2

(1.3)
ny =doAn —mn + wn”.

The slope is assumed to be in the z-direction, so that the advection term
remains the same.

The restriction to one space dimension overestimates stability of the vege-
tation patterns, which correspond to vegetation bands (Figure[L.4|(c)) when
viewed as solutions of the two-dimensional extended Klausmeier model. Sta-
bility of vegetation bands in two space dimensions implies stability of the
patterns in one space dimension but not the other way around: stable 1D
patterns may be unstable against perturbations with a nontrivial transverse
component.

In Chapter [3| we show that vegetation patterns indeed can be transversely
unstable. The extent in which this occurs depends strongly on the slope of
the terrain, which was modeled by the advective term. The smaller the slope,
the more the banded patterns tend to be transversally unstable. Banded
vegetation patterns on steeper slopes remain stable for a wider range of
values of the rainfall parameter, thus are ecologically more resilient. In
this case the desertification process only diverges from the one-dimensional
case after the coarsening cascade of banded patterns with longer and longer
wavelengths has progressed.

As a result of the breakup of banded vegetation patterns at low rainfall
values, dashed patterns are formed. This way we have identified a possi-
ble natural next step in the desertification process, as depicted in Figure
The appearance of dashed patterns could be a warning signal that the
transition to the bare desert state is imminent.
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Dramatic sudden loss of productivity or gradual decline?

The current consensus is that in the final step of the desertification process,
like in Figure (b), the ecosystem occupies a vegetated state with a rea-
sonable amount of biomass but then undergoes a critical transition where
all biomass is lost [149,|163]. This is what happens in the nonspatial Klaus-
meier model . How does this relate to the desertification scenarios for
the spatially extended Klausmeier model we described?

As mentioned previously, the spatially extended Klausmeier model is in
accordance with Ni’s conjecture: the last patterns to destabilize have large
wavelengths. These patterns form out of patterns with a smaller wavelength
through a coarsening cascade. Large wavelength patterns have vegetation
patches that are few and far between, summing up to a small amount of
biomass. This means that the final transition to the bare desert state com-
prises only a minor loss of biomass. Thus, adhering to Ni’s conjecture op-
poses the popular view that desertification entails a sudden large final jump
in biomass.

In Chapter 4] we present a model refinement for capturing grazing, as
an addition to the linear local vegetation death term already present in
most arid ecosystem models. For this we employ nonlocal terms, so that
the grazing pressure at one location depends on the presence of vegetation
elsewhere. Because the grazing pressure on isolated vegetation patches may
increase since there are no alternative foraging sites, the large wavelength
patterns may become inadmissible in the presence of grazers.

We make a distinction between sustained and natural grazing. In sus-
tained grazing systems, we assume that the number of herbivores is constant.
In this case we indeed see dramatic transitions from vegetated states to the
bare desert state, since none of the states with low biomass are admissible.
Thus the situation is conceptually like Figure b). In natural grazing
systems, herbivore numbers drop if biomass decreases. If the number of her-
bivores drops fast enough, a transition from a high productivity (with a large
herbivore number) to a low productivity (with a small herbivore number)
system state occurs. Since in principle recovery to high productivity states
is possible, the situation is similar to Figure [1.2{(a).

The spatially extended Klausmeier model without nonlocal grazing ad-
heres to Ni’s conjecture and generally doesn’t show a dramatic sudden loss
of productivity. Only after introducing nonlocal grazing terms, do these dra-
matic regime shifts occur. In sustained grazing systems, Ni’s conjecture does



not hold. In systems with natural grazing, a dramatic loss of productivity
may lead to a low productivity state, after which Ni’s conjecture may still
hold.

Outline

In Chapter [2| which is based on [180], we numerically study the extended
Klausmeier model in one space dimension . We show model dynamics
with a slowly decreasing rainfall parameter that leads the system from a
homogeneously vegetated quasi steady equilibrium state through a Turing
instability to a periodic pattern. A further decrease of the rainfall parameter
leads to a coarsening cascade of patterns with larger and larger wavelength
(or equivalently smaller and smaller wavenumber (= 27 /wavelength)). Even-
tually, for sufficiently small rainfall, the bare desert state is reached (Figure
1.4).

An important conceptual tool is the Busse balloon, first used in fluid me-
chanics [21], which represents all stable periodic vegetation patterns of the
autonomous system (where the parameters are time independent). These
patterns are represented by (rainfall, wavenumber)-pairs. By performing
simulations with a slowly changing rainfall parameter, the system traces
out a trajectory in (parameter, wavenumber)-space when it resides in a pe-
riodic system state. For small rates of change the length of the trajectory
outside the Busse balloon is small, so destabilization can be predicted accu-
rately. For large rates of change the discrepancy can become considerable, to
the point that the system directly transitions from a state with the Turing
wavenumber to the bare desert state, omitting the coarsening cascade.

The trajectories also depend on the application of noise. A higher noise
level introduces heterogeneity in the population of vegetation patches, so
that a larger share of the patches survive destabilization, leading to a coars-
ening cascade with smaller (and thus more) jumps in wavenumber and
smaller trajectories outside the Busse balloon. Period doubling (wavenum-
ber halving) occurs often, except in the regime with high wavenumbers/high
rainfall, high noise levels and small rates of change.

Chapter [3] is based on [176]. We begin by presenting a general linear
stability analysis of homogeneous steady states of inhibitor-activator type in
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Figure 1.7: Sketch of real parts of curves of spectrum Re(\) of the linearization about the homo-
geneous steady state (us«, v«), as a function of the linear wavenumber k. The spectrum
can only cross the imaginary axis Re(\) = 0 in between the grey line segments.

a reaction-advection-diffusion system. These systems are of the form

up =d1 Au + cruz+f(u,v),
vy =do Av + covy +g(u, v).

A homogeneous steady state (u.,v.) is of inhibitor-activator type if both
%(u*, ve) < 0and aq := %(u*, vx) > 0. This setup allows for the simultane-
ous treatment of both a diffusion driven Turing instability and a differential
flow driven instability, and mixtures of both, with differential flow being the
difference between the advection coefficients |c; — ca|. We unravel the role of
the differential flow in the selection of striped patterns at pattern formation
in two space dimensions.

The analysis starts out in one space dimension. Here a pivotal upper
estimate on destabilizing wavenumbers (Figure allows for the removal
of the wavenumber in the analysis. Thus all requirements can be set on the
linearization of the kinetics and the spatiality of the problem is put to the
background. This paves the way to results on the:

e monotonicity of the destabilization locus;
e direction of motion of emerging patterns.

Subsequently we employ a Squire transformation, which extends appli-
cability of the previous results to two space dimensions and shows that
destabilization of the homogeneous steady state occurs through perturba-
tions perpendicular to the advection. The Squire transformation was, like
the Busse balloon, first used in fluid mechanics [183].

10



All results are shown to apply to the extended Klausmeier model. This
means that the Turing instability monotonically moves to larger rainfall val-
ues for increasing slope (advection), destabilization occurs by perturbations
perpendicular to the slope and the emerging vegetation patterns move uphill.

Numerical analysis for the arid ecosystem model in two space dimensions
shows that vegetation bands are (ecologically) more resilient in a regime with
a steeper slope (advection). Under increasing environmental stress, banded
vegetation eventually breaks up in a dashed vegetation pattern, which iden-
tifies dashed vegetation patterns as a next step in the desertification process.
Observational studies back up that vegetation bands are rarely found at low
precipitation, at low wavenumber, and in the absence of a slope. In accor-
dance with this last finding, we prove, in an asymptotic scaling regime, that
long wavelength striped patterns are transversely unstable on flat terrain.

In Chapter [d which contains unpublished material, we extend the Klaus-
meier model with nonlocal grazing terms. For this we use well-established
theory concerning herbivore distribution and responses to available biomass
distributions. We make a distinction between sustained grazing - where the
number of herbivores is assumed to be kept constant, and natural grazing -
where herbivores are themselves responsible for acquiring a sufficient forage
intake.

Through a linear analysis we investigate how the destabilization of the
homogeneously vegetated state is affected by the introduction of grazing
terms. The formation of vegetation patterns may be suppressed if the effec-
tive foraging potential is a superlinear function of the vegetation, meaning
that herbivores are strongly attracted to locations with much vegetation.

As already discussed, we show how sustained grazing systems do not ad-
here to Ni’s conjecture, since in this case long wavelength patterns are not
the last patterns to destabilize. Whereas natural grazing has the potential
to make a divide between high productivity and low productivity system
states.

In Chapter [5 based on [127], we change gears and study the question of
well-posedness in the context of quasilinear systems of partial differential
equations (PDEs). Quasilinear PDEs are a class of PDEs that are ‘less
linear’ than semi-linear but ‘more linear’ than fully nonlinear PDEs. A
PDE is semi-linear if its highest order derivative terms have coefficients that
are independent of the dependent variable, it is quasilinear if its highest

11
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order derivative terms have coefficients that may depend on the dependent
variable but not on its derivatives.

In arid ecosystem modeling, the quasilinearity stems from a water-depen-
dent diffusion coefficient of the water component, that results from the mod-
eling of surface water flow through the shallow water equations [70]. This
corresponds to v = 2 in , where w?,; = Wwyg + 2w,2, so that the coeffi-
cient of the highest order derivative w,, indeed depends on w. These types
of differential equations also arise in the modeling of flow through porous
media and are therefore often referred to as porous medium equations [200].

For illustration, let’s consider a real life example. Since everyone has (had)
a mother, it makes sense to ask “What’s the name of your mother?” to any-
one. But since not everyone has a child, it may be ill-posed to ask “What’s
the name of your child?”. Depending on the context, the question “What’s
the name of your child?” can be well-posed or ill-posed. For instance, when
posed to a man pushing a stroller this question should work well, but not
when posed to the child inside. Only after affirming that the person in
question has a child, it makes sense to ask for properties of the child.

Likewise, when analyzing a model, the most fundamental question to ask
is whether the model makes any sense: under what conditions does a solution
exist? Thus we look for functional analytic settings where the existence of
a solution can be established. Only then it makes sense to wonder if the
model makes the right sense in relation to the (natural) system that is being
modeled: does the model solution behave in accordance with observations
or experiments?

For systems of quasilinear PDEs on unbounded domains the issue of well-
posedness and stability of nonlinear waves was not straightforward to recon-
cile based on the existing quite abstract literature. We settle well-posedness
by presenting various suitable function spaces in which (unique) solutions
to systems of PDEs exist, using various results from the theory of maximal
regularity. To assess stability of a nonlinear wave, it is necessary to choose
a function space of perturbations in which the evolution problem of the per-
turbations is well-posed. In addition we prove an orbital instability result for
spectrum invading the half plane with positive real part, without assuming
a spectral gap or the existence of an unstable eigenvalue.

We apply the results to the GKGS model [199], which is a slight variation
of the extended Klausmeier model where a — w is replaced by a(1 — w). In
this context the vegetation bands are the nonlinear waves.
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Chapter [6] contains a brief outlook on future research possibilities.
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2 Beyond Turing: the response of
patterned ecosystems to
environmental change.

Spatially periodic patterns can be observed in a vari-
ety of ecosystems. Model studies revealed that pat-
terned ecosystems may respond in a nonlinear way to
environmental change, meaning that gradual changes
result in rapid degradation. We analyze this response
through stability analysis of patterned states of an
arid ecosystem model. This analysis goes one step
further than the frequently applied Turing analysis,
which only considers stability of uniform states. We
found that patterned arid ecosystems systematically
respond in two ways to changes in rainfall: 1) by
changing vegetation patch biomass or 2) by adapt-
ing pattern wavelength. Minor adaptations of pat-
tern wavelength are constrained to conditions of slow
change within a high rainfall regime, and high lev-
els of stochastic variation in biomass (noise). Ma-
jor changes in pattern wavelength occur under condi-
tions of either low rainfall, rapid change or low levels
of noise. Such conditions facilitate strong interac-
tions between vegetation patches, which can trigger
a sudden loss of half the patches or a transition to
a degraded bare state. These results highlight that
ecosystem responses may critically depend on rates,
rather than magnitudes, of environmental change.
Our study shows how models can increase our un-
derstanding of these dynamics, provided that analy-
ses go beyond the conventional Turing analysis.

Appeared in Ecological Complexity in 2014 [180].



2 Beyond Turing: the response of patterned ecosystems

2.1 Introduction

Spatially periodic patterning of sessile biota can be observed in a variety of
ecosystems including arid ecosystems [116], mussel beds [195], boreal peat-
lands [118] and tropical peatlands [11]. Such spatially periodic patterns
can typically not be explained by underlying heterogeneity in the environ-
ment, which suggests that they are self-organized. Self-organization into
periodic patterns is the result of positive feedbacks that act locally (short
range activation) in combination with distal negative feedbacks (long range
inhibition; [68]). This combination of feedbacks is also referred to as scale-
dependent feedbacks [151]. In arid ecosystems, the combination of locally re-
duced evaporation through shading and water uptake by laterally extended
roots is known to induce such scale-dependent feedbacks [70,/124]. Scale-
dependent feedbacks can also result from the fact that in arid ecosystems
plants tend to improve soil structure which allows more water to infiltrate
during rain events [150}|186]. This results in increased water availability
and increased plant growth, meaning that locally a positive feedback loop
is active. However, water availability farther away is negatively affected by
this facilitative effect: surface water accumulates on bare soils during in-
tense rain events and moves towards vegetated areas due to a gentle slope
or due to infiltration differences on flat terrain [97,148]. In arid ecosystems,
local positive feedbacks are therefore linked to a flux of resource that re-
sults in long range inhibition and consequently in pattern formation. This
type of scale-dependent feedback is referred to as the resource-concentration
mechanism [149]. The positive feedbacks that are often involved in pattern
formation |151] are associated with nonlinear ecosystem response to environ-
mental change [34,149]. This means that gradual changes in environmental
conditions may result in sudden significant losses in productivity and in
degradation of patterned ecosystems.

Reaction-(advection-)diffusion models have been developed to understand
the mechanisms responsible for pattern formation, to study the conditions
under which scale-dependent feedbacks are strong enough for patterning to
occur and to get more insight in the possible nonlinear behavior of patterned
ecosystems, e.g. [70,97,(148,202]. In these models, patterns typically arise
from a uniform system state that becomes unstable to heterogeneous per-
turbations. This type of instability is referred to as Turing instability (after
A.M. Turing, 1912-1954; [190]) and is thought to be involved in for exam-
ple the formation of patterns on animal coats |[120], on sea shells [121] and
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2.1 Introduction

in chemical systems [74}/139]. Using linear stability analysis, it is possible
to find the parameter ranges for which a uniform system state is Turing
unstable.

At present, Turing analysis is used as a relatively simple way to study the
environmental conditions under which one would expect periodic patterns
to be observed, e.g. [61,70,79,95,97,|125]. However, since Turing analysis
only considers the stability of uniform system states, it provides very little
information about the behavior of ecosystems that are in a patterned state.
Therefore, previous studies have been exploring this behavior using numeri-
cal approaches. These studies revealed a number of interesting properties of
patterned ecosystems. Various model studies suggest that patterns can be
expected under conditions where uniform system states are still stable and
under conditions too harsh for uniform cover to be sustained, e.g. [148.202].
These findings imply that stable uniform and stable patterned states can co-
exist for a range of environmental conditions [149]. The coexistence of alter-
native stable ecosystem states can result in so-called critical transitions [162]
if environmental conditions change, which are associated with sudden losses
of productivity and ecosystem degradation [164]. Numerical studies that
looked in more detail to the dynamics of patterned ecosystem states suggest
that multiple stable patterned states, with different wavelength or spatial
configurations, can coexist and that this can result in hysteresis and more
gradual ecosystem adaptation if environmental conditions change [16,/174].

Although studies with numerical approaches uncovered some interesting
characteristics of patterned ecosystems, recent studies have been explor-
ing whether the use of analytically based methods provides more detailed
insights [172,]199]. These approaches go one step further than Turing anal-
ysis as they consider the stability of patterned rather than uniform ecosys-
tem states. By combining stability analysis on patterned states with model
runs, [172] demonstrated that hysteresis can be explained by the coexis-
tence of multiple stable states. His study also suggests that the rate at
which environmental conditions change may affect system response. This
is of particular importance as current human activities induce anomalous
rates of environmental change, e.g. [89]. Although these results suggest
that information about the stability of patterned states is essential in un-
derstanding ecosystem response to changing environmental conditions, the
application of stability analysis on patterned states in the field of ecology
has been limited so far and various ecologically relevant questions remain to
be answered [198| pp. 95-100].
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2 Beyond Turing: the response of patterned ecosystems

One of the processes that are not well understood is the process of pattern
wavelength adaptation. Patterned ecosystems can respond to environmental
change by adapting pattern wavelength and the study by [172] showed that
this process is affected by the rate of environmental change. It is, however,
unknown why and how patterned ecosystems adapt and why this depends
on the rate of change. In this study we therefore aim to provide a mecha-
nistic understanding of how patterned ecosystems respond to environmental
change, considering both the magnitude of change as well as the rate of
change. By applying stability analysis on patterned system states, we first
show that the use of Turing analysis can yield false negatives and false pos-
itives with regard to predicting the existence of observable (i.e. stable) pat-
terns. Based on the mechanisms that are involved in pattern destabilization,
we then discuss possible types of pattern adaptation. Using model runs, we
demonstrate that knowledge about the stability of patterned states is cru-
cial in understanding the response of ecosystems subject to environmental
change and show how the rate of change in environmental conditions and the
level of imposed spatio-temporal noise affect system response. Finally, we
propose that competition for resources between patches of vegetation pro-
vides a possible ecological explanation for the obtained results. In this study
we use an extended version of an arid ecosystem model by [97] as introduced
by [199], which we will discuss in the next section.

2.2 Model description and analyses

2.2.1 Model description

The extended version of the Klausmeier model is a reaction-advection-dif-
fusion model in which the formation of spatial vegetation patterns is the
result of competition for surface water. The model has two state variables
that are functions of both time ¢ and space = (z € R): plant biomass n and
surface water w. Notice that we will consider only one spatial dimension (z),
following |199] and [172]. The model is given by equation and (2.2).
We use a non-dimensional version the model in order to reduce the number
of parameters. For a dimensional version of the model and the physical
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2.2 Model description and analyses

meaning of the parameters, see appendix [2.A]

ow y  Ow 0%
E = a—w-—wn +'U87+6W (21)
on 9 0*n

The change in surface water w (equation ) is controlled by rainfall a,
surface water losses (second term) and uptake by plants through infiltration
and transpiration (third term). As in the original model by [97], the move-
ment of surface water due to gradients in the terrain is captured with an
advection term (fourth term). We extended the model by adding diffusion of
surface water (fifth term). We did this for three reasons. First, the diffusion
term has a physical basis as it can be derived from the shallow water equa-
tions [70]. Second, it allows us to capture the movement of surface water
induced by spatial differences in infiltration rate |[148|]. Third, it enables us
to demonstrate that the type stability analysis we use to study the system’s
response to change can be applied to both reaction-advection-diffusion and
reaction-diffusion model (v # 0 and v = 0 respectively).

The dynamics in plant biomass n (equation ([2.2))) are determined by plant
growth which is linearly related to water uptake (first term) and by plant
mortality (second term). As in the original model, plant dispersion is mod-
eled with a diffusion term (third term).

The non-dimensional version of the model has five parameters. We chose
parameter values that are valid for grass as reported by [97]. Plant mortality
was set to m = 0.45 and for flat and sloped terrain v = 0 and v = 182.5
respectively. As we are interested in the response of the system to changes
in rainfall, we use rainfall a as bifurcation parameter and let it vary between
a = 0 to a = 3.5. For simplicity we chose v = 1. [199] showed that the
value of 7 does not qualitatively affect the structure of stability regions.
Therefore the results presented in the following sections are not expected to
differ qualitatively for other values of . Finally, e was calibrated to obtain
patterns in a realistic rainfall range according to studies listed by [37], which
appeared to be for e = 500. For conversion of these dimensionless parameters
to dimensional parameters, see appendix

The extended Klausmeier model falls in the broader class of reaction-
advection-diffusion models referred to as activator-depleted substrate sys-
tems [59] with vegetation being the activator and surface water being the
substrate. In addition, it shows strong similarities with other well studied
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2 Beyond Turing: the response of patterned ecosystems

models, depending on parameter choice. Naturally, if e = 0 we return to the
original (one dimensional) Klausmeier model [97]. With v = 0 and 7 = 1 the
model is equal to the model studied by [94] and the well studied chemical
model by [74]. Finally, the model has been studied by [199] for constant
rainfall a.

It should be mentioned that apart from the model by [97] and derivations
thereof [94,/199] a large body of model studies have been published that
dedicate pattern formation in arid ecosystems to a variety of mechanisms,
including competition for surface water [57,79,148|, competition through soil
water uptake by roots [125,202], a combination of these mechanisms [70]
or plant-plant interactions only [108H111]. These models may be suitable
depending on system characteristics such as climate, soil and plant properties
and can be used to answer specific research questions. However, here we limit
our study to the analysis of the more generic extended Klausmeier model as
it captures pattern formation in a relatively parsimonious way.

2.2.2 Analyses

In order to study the response of the system to changes in rainfall a, knowl-
edge is required about the rainfall ranges for which stable spatially uniform
and patterned states of equations and exist. We derived the
existence of system states and assessed their stability by performing linear
stability analysis. This type of analysis, together with the obtained sta-
bility regions in parameter space, will be discussed in detail in the next
section. The boundaries of the stability regions were obtained by tracking
the marginally stable patterned system states [51,171] using AUTO contin-
uation software [41, AUTO-07p].

As the rainfall a changes stable states may lose their stability. The sta-
bility regions, as obtained using stability analysis, provide insight in when a
system state destabilizes. However, the behavior of the system after desta-
bilization (e.g. re-stabilization) is a priori unknown. To study this, we
performed runs of the model with linearly increasing and decreasing rainfall
a. The model runs were performed in MATLAB (version 2012a - 7.14.0.739;
The MathWorks, Inc.) using a vector of 1024 elements that represent a
domain with a size of 1000 (500 meters). Periodic boundary conditions
were used to diminish boundary effects and to mimic an infinite domain.
We studied the response of the system under different rates of change in

a (‘2—‘; = —1077, —107* and —1072). We added spatially and temporally
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2.3 Stability of uniform and patterned states

uncorrelated multiplicative uniformly distributed noise to both components
of the model every % year (noise amplitude = 0, 5107°% and 0.05%). The
noise was added to diminish numerical artifacts, such as the system residing
in unstable system states, and represents potential sources of noise that are
not captured by the deterministic equations.

The state of the system can be expressed in terms of pattern wavenumber
Kk (= #@gth) To enable comparison between the model runs and the
stability regions, we assessed the wavenumber of the patterns as generated

by the model by applying discrete Fourier transformations. This is explained
in detail in appendix

2.3 Stability of uniform and patterned states: from
Turing instability to the Busse balloon

In this section we discuss the stability of uniform and patterned states of
the extended Klausmeier model. In subsection we briefly review well-
known linear stability analysis (Turing analysis) as applied to uniform system
states. We then continue by discussing the mathematically more challenging
stability analysis of patterned states in subsection Finally we compare
the stability regions obtained in both subsections and discuss the ecologically
relevant results in subsection

2.3.1 Existence and stability of uniform system states

Determining the stability of uniform steady states to uniform perturbations
is a fairly easy task: first one derives the steady states of the system, and
then one perturbs the steady states. The stability of the system state is then
defined by the sign of the exponential growth rate of the perturbation: the
maximum real part of eigenvalues A. Solely negative real parts of eigenvalues
imply a (asymptotically) stable state, whereas a positive real part means that
the system state is unstable. A bifurcation occurs when due to a parameter
change the growth rate of a perturbation max(Re(\)) becomes positive (here
max() refers to the maximum of a set values and Re() takes the real part
of a complex number). The system is marginally stable at such an onset of
instability. Marginal stability marks the boundaries of stability regions in
parameter space.

Uniform system states can be derived by setting equations ([2.1)) and (2.2))
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2 Beyond Turing: the response of patterned ecosystems

to zero while neglecting advection and diffusion fluxes. The extended Klaus-
meier model presented in the previous section has three uniform steady states
for a > 2m (see appendix for a derivation). Two of the steady states
are vegetated (so n > 0), of which one is stable to uniform perturbations
for ecologically relevant parameter values (m < 2) and one is unstable (see
appendix for stability analysis). A stable bare desert state (7 = 0) ex-
ists for all values of a. At @ = agy := 2m a saddle-node bifurcation occurs.
Here the vegetated states cease to exist, meaning that for a < agy only a
stable bare state exists.

Perturbations in natural systems are generally heterogeneous. To account
for this in the stability analysis, spatially heterogeneous perturbations can
be added to the uniform states [59,190]. Heterogeneous perturbations can
be represented as sinusoids with wavenumber x (= Wg@th) of which the
amplitude grows (or decays) with a rate of max(Re(A(k))).

When perturbing the stable uniformly vegetated state of the extended
Klausmeier model with such sinusoids (appendix, a range of values for
a can be found for which the state is Turing unstable. Here the amplitude of
a perturbing sinusoid grows over time (max(Re(A(k,a))) > 0). Whether this
occurs does not only depend on intrinsic model parameters, such as a, but
also on the wavenumber of the sinusoid . The solid red line in figure 2.Th,b
borders the region in (a, k)-space for which the uniformly vegetated state is
Turing unstable. Assuming that the amplitude of the imposed perturbations
grow while their wavenumber is preserved, one would expect patterns to
exist in this region. Therefore this can be seen as a Turing prediction region.
If rainfall decreases over time, patterns will form directly after the Turing
bifurcation 7' [199, or Turing-Hopf bifurcation TH if v # 0] as here the
uniform state becomes unstable. These patterns will have a wavenumber
close to kp (or krp): the wavenumber of the perturbation that initializes
the Turing bifurcation. Model runs show that when randomly perturbing
uniform states that are Turing unstable, the system tends to evolve to a state
with a pattern wavenumber close to the wavenumber of the perturbation with
the largest growth rate, also referred to as most unstable mode (dashed red
line in figure 2.1h,b; [174]). As we will show in section however, pattern
wavenumber can strongly deviate from the this wavenumber if environmental
conditions change.
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2.3 Stability of uniform and patterned states

2.3.2 Existence and stability of patterned system states

So far we have discussed the stability of uniform system states. The pat-
terned states that arise from a Turing unstable uniform state are, however,
not necessarily stable themselves. Unlike uniform steady states, it is gener-
ally not possible to find explicit expressions for patterned states by hand.
For this and subsequent determination of stability we rely on numerics.

Patterns may exist in the form of so-called wavetrains: vegetation bands
that slowly migrate in uphill direction. In fact for v = 182.5 this is the case
for all patterns. To deal with this a comoving frame £ = x — st is introduced.
Here s is equal to the migration speed: a pattern dependent property that
is assumed to be constant in space and time. This results in additional
advection terms in both equations. A pattern (wp,n,) with wavenumber s
exists for rainfall ¢ if and only if it is a solution to the system

w d?wy)
Oza—wp—wpn§+(v+s)d—;+ed£2p (2.3)
dn d?n.
0= ’LUpTL;Z — mnp + ST; + d£2p (24)

on the domain [0, 2?“] with periodic boundary conditions. See appendixm
for a derivation of these equations. Notice that, besides the parameters of
the extended Klausmeier model (equations and ), migration speed
s and wavenumber x now appear as additional parameters. Parameters s
and x can be used to express the state of the system.

Since the existence of unstable patterned states is not of immediate inter-
est we also require stability. To determine this we need to linearize about
(wp,np) leading to ordinary differential equations with a dependency on w,
and n, (appendix . The perturbations are no longer represented by si-
nusoidals. Instead they are given by products of two functions: a sinusoidal
e (with wavenumber v) and an a priori unknown periodic function with the
same wavenumber k as the pattern. The eigenvalues of the corresponding
perturbations are complex and depend on v.

Stable patterns exist in what is referred to as the Busse balloon (after F.H.
Busse; [21]): the region in (parameter,x)-space for which at least one stable
periodic solution exists [199]. If a patterned state is stable, it is said to be
in the Busse balloon. Busse balloons for the extended Klausmeier model are
depicted in figure ,b (bordered by the black solid line). Apart from the
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2 Beyond Turing: the response of patterned ecosystems

patterned states, a stable uniform bare state (x = 0) exists for all rainfall
values.

Stability regions are bordered by marginally stable solutions. Therefore
a Busse balloon can be constructed by finding marginally stable solutions.
If one marginally stable solution is known it is possible to track marginal
stability while changing a parameter (with the use of continuation software
AUTO; [41]). A precise description of this procedure can be found in the
article by [147]. The Busse balloon is obtained by plotting the wavenumbers
k of the marginally stable solutions against the changing parameter. In order
to track marginal stability we also need to know exactly how the eigenvalues
obtain a positive real part: what is the destabilization mechanism?

In |199] it is rigorously proven through the derivation of amplitude equa-
tions (Ginzburg-Landau analysis) that stable patterns exist close to the
Turing(-Hopf) bifurcation: it is derived that the bifurcation is supercriti-
cal (for the scalings considered). Close to the Turing(-Hopf) bifurcation the
region in (a, k)-space where stable patterns exist is bounded by a parabola
of marginally stable patterns [199]. Also, the destabilization mechanism is
identified as being a sideband instability or Eckhaus instability.

The sideband instability is characterized by a change in sign of the curva-
ture of the eigenvalues attached to the origin (v = 0), as depicted in figure
. For marginally stable patterns, which separate stable from unstable
patterns, there is no curvature at ¥ = 0. This corresponds to a second
derivative at v = 0 that equals zero. If, due to changing rainfall, patterns
lose their stability, perturbations with v close (but unequal) to zero become
able to destabilize patterned states.

With the current parameter combination the sideband is the dominant
destabilization mechanism for the extended Klausmeier model [199]. Only
for very small wavenumbers k it is superseded by intertwining Hopf insta-
bilities [51]. In this case, onset of instability occurs away from v = 0, but
continuation with AUTO is still possible [51}147].

The perturbations, which consist of products of e and functions with
the same wavenumber as the pattern x, need not be periodic, but can be for
particular values of v. For example, perturbations with v = 0 are periodic
with pattern wavenumber x, since e® = 1. As shown in figure , pertur-
bations with wavenumber x (v = 0) are not able to destabilize a patterned
state: due to translation symmetry the growth rates of these perturbations
remain zero. Perturbations with v = 7 are periodic with wavenumber /2
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since €™ = —1. If perturbations with wavenumber x/2 (v = 7) become
able to destabilize a patterned state, a so-called spatial period doubling bi-
furcation occurs. Growth of these perturbations results in a halving of the
pattern wavenumber. Recall that the wavelength is inversely proportional to
the wavenumber, so the wavelength (spatial period) doubles. According to
figure 2.1k, perturbations of this kind are the last to destabilize a patterned
state as rainfall a decreases, however they do attain the largest growth rate
soon after. The black dashed line in figure[2.1a,b depicts the period doubling
instability.

In summary, we discussed that the stability of patterned states can be
assessed by tracking marginal stability. To do this, knowledge about the
destabilization mechanisms is required. For the extended Klausmeier model
the sideband instability is the dominant destabilization mechanism, meaning
the curvature (second derivative) of the curve of eigenvalues (figure2.1f) can
be used to trace the boundary of the stable pattern region.

2.3.3 Ecological implications

We determined the stability of patterned ecosystem states and discussed
some important destabilization mechanisms, but what ecologically relevant
information can we extract from figure [2.1f

First, we observe that the Turing prediction region and the Busse balloon
only partly overlap. A large part of the patterns in the Turing predic-
tion region turn out to be unstable, and are therefore unlikely to observed.
Furthermore, stable patterns exist outside the Turing prediction region for
a < agy and if v # 0, also for a > agy. These patterns cannot form directly
from a Turing unstable uniform state. Although stable patterns do no ap-
pear at rainfall values above the Turing(-Hopf) bifurcation for the extended
Klausmeier model, this may be different for other models, e.g. |[148]. The dif-
ferences between the Turing prediction region and the Busse balloon suggest
that a relatively simple Turing analysis gives very limited information about
the parameter regimes for which one can expect patterns to be observed.

Second, figure shows that for a given rainfall value a range of stable
patterned states exists. Since the system has many stable states, it can
be considered multistable. The current state, in terms of wavenumber &,
consequently depends on history, meaning that hysteresis can be expected.

Third, a pattern with a given wavenumber s is stable for a range of a.
This means that the same pattern wavenumber can in theory be observed for
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flat terrain sloped terrain

cigenvalues

(c)

Figure 2.1: Stability regions of the non-dimensional extended Klausmeier model (equations ([2.1)

26

and (2:2)) in (a, x)-space for flat (a; v = 0) and sloped terrain (b; v = 182.5). In (a) and
(b) a represents rainfall and x is the wavenumber of the patterned state. The black
solid curve indicates the location of the sideband instability and borders the stable
pattern region or Busse balloon (shaded area). A period doubling bifurcation occurs
on the black dashed line. The grey curves in (b) show the contours of constant uphill
pattern migration speed s. The red solid line borders the Turing prediction region
where perturbations of the uniformly vegetated state grow in amplitude. On the right
hand border of the Turing prediction region uniform states are marginally stable to
spatial perturbations. On the left hand border of this region the Turing unstable
uniform state ceases to exist (saddle-node bifurcation SN; a = agny := 2m). The
wavenumber of the perturbation with the largest growth rate is indicated by the red
dashed line. The highest rainfall value at which the uniformly vegetated state is Turing
unstable is marked as the Turing bifurcation point 7" (or Turing-Hopf bifurcation point
TH if v # 0). (¢) The maximum real part of eigenvalues for perturbations of patterned
states plotted against Floquet wavenumber v. The perturbed patterned states have a
wavenumber of k = 0.43009 (= k7). Notice that the perturbed states are marked with
crosses in (a). At a &~ 1.5521 a sideband bifurcation (SB) occurs. Here the curvature
at v = 0 changes sign. At a ~ 1.4099 a period doubling bifurcation (PD) occurs. Here
max(Re(A(v))) at v = m &~ 3.14 becomes positive.



2.4 System response to changing environmental conditions

a range of external conditions. Furthermore, if external conditions change,
one would expect the wavenumber of a pattern to remain constant as long
as it is stable, i.e. as long as the external conditions remain within the range
for which the pattern is stable.

Fourth, the shape of the Busse balloon allows high wavenumbers to be
stable only at high values of a. The opposite is true for low wavenumbers.
The presence of a slope affects the shape of the Busse balloon. Pattern for-
mation occurs at higher rainfall rates and patterned states can sustain under
more arid conditions on sloped terrains. The absence of a slope allows high
wavenumber patterns to be stable, while the rainfall range for which stable
low wavenumber patterns exist is narrow. On sloped terrains in contrast
low wavenumber patterns can be expected to be observed for a wide rainfall
range.

Finally, we observe that the period doubling instability approaches the
boundary of the Busse balloon as rainfall a decreases. Meaning that at low
rainfall values, period doubling takes place almost simultaneously with the
destabilization of a pattern. In addition, the boundary of the Busse balloon
is steeper at low rainfall values. This means that at low rainfall values an
incremental decline in rainfall could result in desertification if the system is
close to the boundary of the Busse balloon.

2.4 System response to changing environmental
conditions

The obtained information about the stability and destabilization of pat-
terned states is not enough to fully understand the behavior of patterned
ecosystems when subject to changing environmental conditions. This is be-
cause the linearization we implicitly apply only enables us to describe the
behavior of the system close to the steady state. Consequently, if the system
is pushed away from a steady state (during pattern destabilization) it is a
priori unknown to which state it will evolve (restabilization). In this section
we study the behavior of the system while gradually changing the rainfall
parameter and relate this behavior to the findings presented in the previous
section. First we describe history dependence within the system resulting
from multistability in subsection In subsection we then study in
more detail the restabilization of the system and its dependence on the rate
with which rainfall changes and on the level of noise imposed on the system.
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2 Beyond Turing: the response of patterned ecosystems

Finally, in subsection [2.4.3] we propose an ecological mechanism that controls
system restabilization.

2.4.1 Bouncing through the Busse balloon

The non-dimensional extended Klausmeier model (equations and (2.2))
was run with the rainfall a changing over time with a rate of % = 41074,
This rate of change corresponds to a change in annual rainfall of about 0.1
mm year~!.

Figure shows how the system responds to changing rainfall on flat
terrain (v = 0). When rainfall decreases, patterns in plant biomass emerge
shortly after the uniformly vegetated state becomes Turing unstable (figure
2.2h). The mean plant biomass of the patterned state does not differ much
from that of the Turing unstable uniform system state (figure ) The
wavenumber of the pattern does not change as long as the pattern is stable.
The pattern amplitude in contrast increases during pattern formation after
which it slowly decreases with declining a. At some point, the decreasing
rainfall forces the system outside the Busse balloon and the pattern destabi-
lizes (figure ) This results in a pattern with a lower wavenumber and a
larger amplitude. These transitions are not distinguishable in mean biomass
(figure ) The adaptation of the wavenumber is accompanied by the
extinction of what can be considered as vegetation patches. When a reaches
a value for which no stable patterned state exists, desertification occurs and
all remaining patches go extinct simultaneously.

If rainfall increases over time similar behavior can be observed (figure
2.2b), however now patterns destabilize at the lower border of the Busse
balloon and the wavenumber increases until eventually a uniformly vegetated
state is reached (figure ) During wavenumber adaptation vegetation
patches split up. Since the trajectories for decreasing and increasing rainfall
differ, hysteresis occurs [172].

On sloped terrain (figure , patterns emerge in the form of vegeta-
tion bands that migrate in uphill direction (traveling waves). As the Busse
balloon is wider in terms of wavenumber x the hysteresis effect is more
pronounced when compared to flat terrain. As shown by figure the mi-
gration speed of the vegetation bands gets lower as rainfall decreases. How-
ever, during wavenumber adaptation vegetation bands accelerate leading to
slightly elevated migration speeds directly after transition.

Although wavenumber adaptation occurs some time after patterned states
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destabilize, as discussed earlier by [172], figures [2.2|and [2.3|indicate that the
Busse balloon helps in understanding how patterned ecosystems respond to
changes: 1) as long as the system is in the Busse balloon it responds by
changing the amplitude (and migration speed) of the patterns, 2) if, due to
changing rainfall a, the system is forced outside the Busse balloon it responds
by changing its pattern wavenumber.

At first sight, the Busse balloon does not seem to provide insight in what
determines the selection of a new wavenumber after pattern destabilization.
In the next section we show how wavenumber selection is affected by the rate
at which the rainfall changes and by the amount of spatio-temporal noise to
which the system is exposed.

2.4.2 Wavenumber selection: the role of rate of change and noise

The model was run for v = 0 with different rates of change in rainfall }%
(with % < 0) and different noise levels. As shown in figure E wavenumber
adaptation occurs with increasing step size (in terms of wavenumber k) for
increasing rates of change. At high rates of change, desertification can take
place at rainfall levels for which stable patterned states still exist. For the
level of noise imposed on the system, the opposite is true: higher noise levels
result in smaller step size. At sufficiently high noise levels, patches go extinct
one-by-one and the system tends to closely follow the boundary of the Busse
balloon.

We observe that during some wavenumber adaptations period doubling
occurs, meaning that half of the vegetation patches go extinct simultane-
ously [207]. The occurrence of period doubling is related to the position of
the system in (a, k)-space at which the wavenumber adaptation is initiated,
which is in turn determined by rate of change and noise level. If wavenumber
adaptation takes place close to the boundary of the Busse balloon, which is
the case for low rates of change or high noise levels, period doubling does not
occur. If wavenumber adaptation is initiated farther away from the bound-
ary of the Busse balloon, period doubling occurs, provided that the system
surpassed the period doubling instability PD and that period doubling re-
sults in a stable patterned solution.

At low rainfall values we find that period doubling occurs more frequently
(even at high noise levels). Here the period doubling instability PD ap-
proaches the sideband instability SB (boundary of the Busse balloon). As
a result the period doubling instability PD is surpassed even at low rates of
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and 9¢ = 10=% (b). The former run
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with v = 0 (flat terrain), for
starts from the homogeneously vegetated steady state.

da

dt

= —10"* (a)

dt

The latter is initiated with

the patterned solution of the first at a = 0.45. Spatially and temporally uncorrelated
multiplicative uniformly distributed noise with an amplitude of 5:107°% is added to
the plant density every % year. The trajectories through the Busse balloon in (c) were
obtained by applying a discrete Fourier transformation with respect to x (see appendix
. In (d), the mean biomass is plotted for both runs. The solid and dashed black
lines are the uniform steady states.
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Figure 2.3: See the caption of ﬁgure but now v = 182.5 (sloped terrain). The grey curves show
the contours of constant uphill pattern migration speed.

change.

2.4.3 Competition between and rearrangement of patches

In the previous subsections we showed that wavenumber adaptation driven
by changing environmental conditions can be a discontinuous process: many
patches can go extinct simultaneously if a pattern destabilizes. In addition,
we found that rainfall, the rate of change in rainfall and the level of noise
on the system affect the number of patches that go extinct. Here we provide
an interpretation of the observed system responses by taking a closer look
to what happens during wavenumber adaptation.

Figure [2.5] shows plant biomass and surface water for part of the modeled
domain during one of the wavenumber adaptations in a model run with de-
clining rainfall. The figure shows that the extinction of one vegetation patch
results in growth of its neighboring patches, which in turn negatively affects
their neighbors. This triggers a cascade, eventually resulting in extinction
of half of the patches.

The interaction between neighboring patches in the extended Klausmeier

model can be explained by the competition for water. Vegetation patches

harvest water from an area bordered by water divides where % = 0. The

uptake of water by patches that share a water divide, which is controlled
by patch biomass, determines the position of the water divide. An increase
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Figure 2.4: Trajectories through the Busse balloon for runs with decreasing rainfall and with dif-
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ferent rates of change in a and different noise levels. The trajectories were obtained by
applying a discrete Fourier transformation with respect to = (see appendix . The
runs were initiated with a stable pattern solution at x =~ k7 and a = 1.6 and end in
the desert state Kk = 0. The solid line depicts the sideband instability SB, the dashed
line is the period doubling instability PD. The area bordered by the dotted curves
was extrapolated from the Busse balloon and depicts the area in which period doubling
would result in a stable patterned solution. The top panel plus the two panels on the

da

left have no noise, the rate of change in rainfall ‘— changes respectively from 10~7 to

dt
10~* to 10~2. The two panels on the right have noise amplitude 5-10~°% (upper) and
0.05% (lower) while the rate of change of a is equal to that of the top panel (10~7).




2.5 Discussion and conclusions

in patch biomass with respect to neighboring patches will widen the water
harvesting area of a patch. The opposite occurs if a patch is weaker than
its neighbors. Since the water harvesting area affects water availability, it
feeds back to patch biomass eventually resulting in growth or extinction of
a patch.

We observe (figure that wavenumber adaptations during which less
than half of the vegetation patches goes extinct are accompanied by rapid
spatial rearrangement of patches, while no movement of patches can be
observed if half (period doubling) or all patches go extinct (desertifica-
tion). The movement of neighboring patches during rearrangement seems to
weaken the feedbacks described above: if one patch goes extinct its neigh-
boring patches fill up the created space, thereby diminishing the stress on
remaining patches.

Patch rearrangement generally occurs if wavenumber adaptation is initi-
ated between the sideband instability and the period doubling instability.
At low rainfall values, the period doubling instability approaches the side-
band instability. At these rainfall values rearrangement of patches becomes
less likely, as pattern destabilization almost coincides with the period dou-
bling instability PD. High rates of change in rainfall also do not allow for
patch rearrangement. High noise levels in contrast can trigger wavenumber
adaptation before the system crosses the period doubling instability PD,
resulting in patch rearrangement and one-by-one extinction of vegetation
patches.

2.5 Discussion and conclusions

In this study we showed that patterned ecosystems systematically respond
in two ways to changing environmental conditions: 1) by adjusting patch
biomass (pattern amplitude) or 2) by changing pattern wavelength (wave-
number). In the latter case patches go extinct or split up and may rearrange.
In arid ecosystems, gradual wavelength adaptation is constrained to condi-
tions of high rainfall, slow changes in rainfall and high levels of stochastic
spatial variation in biomass (noise). The adaptation process is less gradual
under conditions of either low rainfall, rapid change or low levels of noise.
Such conditions do not allow vegetation patches to rearrange, and facilitate
the simultaneous extinction of half the patches or even a transition to a
degraded state without any patches.
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Figure 2.6: Plant density n in space = against rainfall a during different wavenumber adaptations
in a model run with declining rainfall. Rearrangement of patches during a transition
only occurs at high rainfall values. At low rainfall patches do not rearrange promptly
and period doubling or desertification occurs.
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2.5 Discussion and conclusions

We found that an overview of stable patterned states, the Busse balloon,
is a powerful tool in understanding the response of patterned ecosystems
to changing environmental conditions. If a system is in a stable patterned
state (i.e. in the Busse balloon), a pattern tends to solely adapt its am-
plitude, while if the system leaves the Busse balloon, a pattern adapts its
wavenumber. The ability of patches to rearrange is determined by the period
doubling instability. Once the system surpasses this instability, patches do
not rearrange, leading to extinction of half or all the patches.

Our findings suggest that the response of patterned ecosystems to environ-
mental change does not only depend on the magnitude of change, but also
on the rate with which conditions change: patterned ecosystems may not
be able to respond in a gradual way to rapid environmental change. Similar
behavior can be observed in a number of non-spatial models, e.g. [113,|165].
Nonlinear response to rapid environmental change may as well occur in more
comprehensive models that are used for policy making. This may imply that
merely setting targets for tolerable change may not be sufficient to prevent
ecosystem degradation and that to ensure gradual ecosystem adaptation,
identification of critical rates of change is required as well.

Besides the rate of change in environmental conditions, the level of noise
to which the system is exposed seems to play an essential role in ecosystem
response. Our study shows that relatively small amplitude noise brings het-
erogeneity in the population of patches which leads to more gradual ecosys-
tem adaptation to environmental change. Larger amplitude noise, on the
other hand, is known to be a cause of critical transitions [83].

Our findings are in agreement with a recent study by [39] based on areal
images of patterned vegetation in Sudan. Like [39] we found that pattern
wavenumber declines with increasing aridity and that, when compared to
flat terrain, a wider range of pattern wavenumbers can be found on sloped
terrain. Although our stability analysis suggest that low wavenumber pat-
terns are stable (and thus can be observed in theory), [39] did not find such
patterns. This might be explained by the fact that, at least for flat ter-
rain, low wavenumber patterns are stable only for a relatively small rainfall
range (figure ) A second explanation can be found in the steepness
of the boundary of the Busse balloon. Wavenumber adaptation forced by
environmental changes generally results in increased ecosystem resilience as
it increases the distance to critical thresholds (the boundary of the Busse
balloon). However, if the boundary of the Busse balloon is steep, as is the
case for low wavenumber patterns at low rainfall values (figure 2.1h), the
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system remains close to the boundary of the Busse balloon meaning that
the increase in ecosystem resilience is relatively small. As a result patterned
arid ecosystems are relatively fragile in this parameter region. Variations in
seasonal and annual precipitation, to which all arid ecosystems are exposed,
can easily trigger desertification. Consequently, low wavenumber patterns
are less likely to be observed.

By assessing the existence and stability of patterned system states we
went one step further than Turing analysis, frequently applied in previous
studies, e.g. [61},70L|79L(05,97,/125]. In a wide range of ecosystems, scale-
dependent feedbacks are thought to involve local positive feedbacks [151].
Such local positive feedbacks allow stable patterned states to exist under
conditions where uniform cover can no longer be sustained. Analysis of
patterns in these parameter regions is of importance because of proximity
to critical thresholds. Using conventional Turing analysis, however, it is
fundamentally impossible to do so. The novel approach we presented in this
paper is a promising way forward in understanding the behavior of spatially
explicit ecosystem models under these conditions.

The findings presented in this paper are in accordance with previous model
studies. Analysis of the original Klausmeier model by [174] and [172] already
suggested the existence of patterned states in parameter regions where Tur-
ing unstable states are absent, see also [148], and that hysteresis can oc-
cur in pattern wavenumber and migration speed. In contrast to the study
by [172] we used wavenumber as state variable instead of migration speed.
In practice, wavenumber is a property that is easier to assess than migra-
tion speed [30,38]. In addition, migration speed cannot be used as state
variable if all patterns are stationary. This is the case on flat terrain in the
extended Klausmeier model, but on sloped terrain patterns can be fixed as
well [58],/185]. The existence of a multitude of stable patterned states has
been demonstrated in other models as well [16}/124,172,208|. In this paper
we showed that transitions between stable patterned states can be forced by
changing environmental conditions. Previous studies show that such tran-
sitions can also be triggered by disturbances in the form of the uniform
biomass removal [124] or patch removal [208].

Although our findings seem to be in line with observations [39], most find-
ings remain to be tested using areal images and field data. Empirical proof
for a Busse balloon requires a constant pattern wavelength to be observed
for a range of environmental conditions or, alternatively, a range of pattern
wavelengths to be observed for a fixed set of environmental conditions. It
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2.5 Discussion and conclusions

would also be interesting to see if competition between neighboring patches
indeed occurs and how the competition strength depends on environmental
stress. If time series of areal images are available, it may also be possible to
observe hysteresis in pattern wavelength.

To get more insight in the behavior of real ecosystems we propose that
future studies apply stability analysis on patterned system states of other
(more realistic) models. Constructing Busse balloons for other models will
allow to relate findings to measurable parameters. Stability analysis of mod-
els in which multiple pattern forming mechanisms are captured, such as
the model by [70], would allow studying how the relative strength of these
mechanisms affects the global behavior of patterned ecosystems [96]. In
addition, future studies could consider two spatial dimensions as this may
qualitatively affect the model behavior described in this paper. Accounting
for more than one spatial dimension in stability analysis is mathematically
challenging, since more complex spatial patterns can evolve (gaps, labyrinths
and spots; [139|148]) and more destabilization mechanisms may potentially
destabilize a patterned system state [85]. Finally, as soon as bare ground
forms between patches, the movement and stability of patches can be de-
scribed by pulse interaction, see [48,/184] and references therein. This may
provide insight in the ecologically relevant process of wavenumber adaptation
forced by environmental change.

The changes in climate projected for the coming decades [86] are likely to
affect the functioning of patterned ecosystems worldwide. We showed that in
order to understand the behavior of patterned ecosystems that are subject to
change, mathematical techniques are required that go beyond conventional
Turing analysis. By assessing the stability of patterned ecosystem states and
by studying the relevant destabilization mechanisms we were able to explain
when and how arid ecosystems may adapt their pattern wavelength. Identi-
fication of the Busse balloon, together with the period doubling instability,
provides a theoretical framework for future theoretical and empirical stud-
ies. These studies may provide enhanced insights in the response of other
ecological models to change, the response of real ecosystems to change, and
the ecological mechanisms responsible for this response.
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2.A A non-dimensional extended Klausmeier model.

The extended Klausmeier model is given by equation (2.A.1)) and (2.A.2)). In
table the values of the parameters are listed for both grass and trees, as
estimated by [97]. The diffusion term was calibrated to obtain patterns in a
realistic parameter range. A non-dimensional version of the model (equation
(2.A.3]) and ) is used throughout the paper. Table shows how the
dimensionless parameters can be obtained.

ow ow o*wr

- — — — 2 - -

5T A—LW — RWN* + V@X +FE X2 (2.A.1)

ON 9 0?’N

T = RJWN*— MN + DW (2.A.2)
ow s  Ow 0w
5 = o-w-wn + Vo T .2 (2.A.3)
on 9 9’n
Ak — i 2.A4
BN wn” —mn + 922 ( )

2.B Wavenumber plotting by fast Fourier transform

In this appendix we explain how we compute the trajectories through (para-
meter,k)-space, as depicted in the main text, by using the discrete or fast
Fourier transform.

In the model runs the plant biomass n(x) is represented by a vector n(j),
7=1,2,..., N, of N = 1024 elements and the spatial domain size is L = 1000.

. . . . 2mil
The vector can be expressed as a linear combination of vectors v;(j) = e~ 7,

where [ = 0,1,2,..., N — 1. The v; represent sinusoidals with wavenumber
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2.B Wavenumber plotting by fast Fourier transform

Table 2.1: Values and units for the variables and parameters of the extended Klausmeier model
(equation (2.A.1) and (2.A.2)). Values adopted from [97]. E was calibrated to obtain

patterns in a realistic parameter range, according to |37].

Parameter/Variable Value (grass) Value (tree) Unit

w kg m~2(=mm)
N kg m~?
X m
T year
A 0- 950 0 - 950 kg m~2 year—!
(= mm year—1)
L 4 4 year—!
R 100 1.5 kg m~? year~! kg2
(=mm year—! kg~?)
|4 0 or 365 0 or 365 m year~!
E 500 500 m? year ' mm!~T
r 1 1 -
J 0.003 0.002 kg kg~!
(=kg L)
M 1.8 0.18 year ™!
D 1 1 m? year—!

Table 2.2: Physical meaning and values for the variables and parameters of the non-dimensional

extended Klausmeier model (equation (2.A.3) and (2.A.4))

Parameter/Variable Physical meaning Value (grass) Value (tree)

w WRYZL=1/2 ] 0.015W 0.0012W

n NRY2[1/2 5N 0.61N

T XLY2p-1/2 2X 2X

t TL AT AT

a ARY2L=3/2 7 0.00375A4 0.0003062A
m ML! 0.25M 0.25M

v VL 1/2p-1/2 0.5V 0.5V

e ED™! E E

y r r r
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Figure 2.7: Plant biomass n against space z before, during and after wavenumber adaptation in
the model run with declining rainfall of figure and the Fourier transform of the
corresponding vectors.

K = QT”l The weight of v; in n can be computed by the discrete Fourier
transform

N
k) =Y n(i)u(=j). (2.B.1)

j=1

The absolute value of Y (k) is a measure of how much n resembles a si-
nusoidal with wavenumber k. If a single Y (k) has a large absolute value
compared to all other Y (k # 0), then the state is (nearly) periodic with
wavenumber k.

The trajectories through (parameter,x)-space, as depicted in the main
text, were obtained by picking the wavenumber where |Y'| attained its maxi-
mum, x = 0 excluded. The wavenumber is only plotted when the maximum
is relatively large, which suppresses plotting during transient dynamics.

Figure shows that during wavenumber adaptation the spread in
increases. After wavenumber adaptation the spread decreases slowly. As
the pattern settles, the maximum wavenumber can still change. As [ is
an integer, k can only attain certain values. Therefore the settling of the
pattern can result in small jumps in pattern wavenumber.
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2.C General equations for perturbations.

2.C General equations for perturbations.

We derive equations for perturbations of a general system state in the ex-
tended Klausmeier model. These equations will be of use in appendix
2.D.3 and 2.E.2] For ease of the computations we restrict to the linear dif-
fusion case v = 1. Let (w, n) be a system state that is perturbed by (w’,n’).
We obtain an expression for the governing equations of the perturbation by
the following calculations:

ow'  d(w+w') Ow

o ot at
82(w+w/) a(w+w/) / ! AY
=e— 53 +v 9 +a—(w+w)—(w+w)(n+n')
- 662—w+va—w+a—w—wn2
Oz? Oz
& ouw' / 2 / 11 2 ’, 12
=20 2 w1 — on/wn — 2 -~ ~
R w' (1 +n%) —2n'wn — 2w'n'n —n“w —w'n
o*w'  ow' , 9 ,
Nes +va—x—w(1+n)—2nwn (2.C.1)
on' _O(n+n') on
ot ot ot
O*(n+n')

=—gmr T (w+w')(n+n')> —m(n +n)

0*n 9
- W%—wn —mn

32 /
=5 T; +w'n? + ' (2wn —m) + 2w'n'n + n'*w + w'n
T
5n’
= T; + w'n? 4 n'(2wn — m) (2.C.2)
T

The final approximate equalities are equalities in a linear approximation: for
small perturbations (w’,n’) the products w'n’ and n’ 2 are negligible.

In an abstract formulation equations (2.C.1|) and (2.C.2)) can be rewritten

D () ea(¥) scs

where the so-called spectrum, a generalization of the concept of eigenvalues,
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of the differential operator

2

fod 9 2
Doy 1 —2
A= | €92 TV Mo T (2.C.4)
n 5.2 T 2wn —m

determines the stability of (w,n).

2.D Analysis of the homogeneous steady states.

For completeness we will give a thorough analysis of the homogeneous steady
states of the extended Klausmeier model. This also serves the purpose of
showing how easily results can be obtained by hand in this case, compared
to the restricted possibilities for the analysis of patterns in appendix
The results of section 2.D.1] and 2.D.2] also hold for v = 2.

2.D.1 Existence of spatially homogeneous steady states

If w and n are spatially homogeneous, gradients in w and n are absent,
and the advection-diffusion terms of and vanish. Since only a
single type of derivative remains, the partial differential equations become
ordinary differential equations. The steady uniform states can then be found
by solving (2.D.1)) and (2.D.2).

dw

% = wn?—mn= (wn —m)n =20 (2.D.2)

Clearly np = 0 solves (2.D.2) and consequently wp = a. This is a bare
desert state, as plant biomass equals zero. Alternatively (2.D.2) is solved if
n = M. Substituting this in (2.D.1)) and multiplying with —w we obtain the
quadratic equation w? —aw+m? = 0. This quadratic equation can be solved
to obtain two solutions for w and from n = 7' the corresponding solution
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2.D Analysis of the homogeneous steady states.

iy
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Figure 2.8: Homogeneous steady states of the (extended) Klausmeier model expressed in plant
biomass n as function of rainfall a for m = 0.45.

for n can be computed. The outcome is given by:

2m?2
Wa = 2.D.3
s a — Va2 —4m? ( )

a — Va2 —4m?

o (2.D.4)

7 2m” (2.D.5)

WN = .D.
N a+ Va2 —4m?

_a+Va? —4m?

2m

ny (2.D.6)

Here the argument of the square root needs to be positive, so these states
only exist for a > 2m. Note that the two states coincide at a = 2m, in
fact here a so-called saddle-node bifurcation takes place. In the following
subsection we will show that (wg,ng) has a stable and an unstable direction
(saddle, unstable) and (wy, ny) either has two stable or unstable directions
(node). Note that we have covered all possible cases of and thus no
other homogeneous steady states can exist. Moreover, all the steady states
are non-negative. We will continue by studying their stability.
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2.D.2 Stability of the homogeneous steady states against
homogeneous perturbations

By perturbing the steady states obtained in appendix their stability
can be determined. If a perturbation grows over time, the steady state is
unstable. The steady state is stable, if all perturbations decay. In this
appendix, we show how linear stability analysis can be used to assess the
stability of uniform system states to homogeneous perturbations. We will
do this by using the equations derived for perturbations in appendix

Since perturbations are assumed to be homogeneous (2.C.1)) and (2.C.2))
simplify to:

ow’

5 = w' (14 7?) — 27'wh (2.D.7)
/
% =w'n? + n'(2wn — m) (2.D.8)

This can be compactly written as:

dw’ _9 . )
—-1-n —2wn w
ar ) —
( & > < n?  2wn—m ) ( o ) (2.D.9)

where the matrix is readily identified as the Jacobian matrix J of the reaction
terms. As is well-known, the stability can be determined by looking at the
real parts of the eigenvalues of the Jacobian.

For the bare state plugging in np = 0 in the Jacobian matrix yields
-1 0
J = < 0 —m ) (2.D.10)
The eigenvalues can now be read of from the diagonal (A\; = —1, Ao = —m)
so the bare state is always stable (for m > 0).

In case of the saddle-node states we recall that nw = m (appendix [2.D.1]).
So the Jacobian matrix becomes

—1-n%, -2
J= < IR ) . (2.D.11)
ng N m

The eigenvalues can be computed directly by solving the characteristic equa-
tion involving the determinant det:

—1-a2-)\ —2m >

det(J — AI) =det ( 22 ——

=N 4 AN14+72%—m)—m+mn®=0 (2.D.12)
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Solving this we obtain:

1
A = D) (1+ n? —m) \/m 1—n2?)+ (1—|—n2—m)2 (2.D.13)

Which has the form:

Ar = at+ /B +a? (2.D.14)

For this general form it holds:

B>O 5 <0
a>0|Re(A4) > (A+) >0
Re(A_) < 0 | Re(A_) (2.D.15)
a<0|Re(A\y) > e(Ay) <0
Re(A\-) < 0 Re(A2)

We first show that (wg,ng) has both a stable and an unstable direction
(saddle, unstable), as was claimed in appendix For this it suffices to
show that g =m(1 — ﬁ%) > 0. Since a > 2m (appendix [2.D.1])

2 /=3 2
2 2 2m <CL+ a —4m> 1
m = :a+f\/a2—4m2>m

a—VaZ—4m2Z a? —a? 4+ 4m?2 22
(2.D.16)

ws =

Now ng = Z+ <1so > 0.

Second we show that (wy,ny) is a node (i.e. is either stable or unstable in
both directions), as was claimed in appendix but we will not directly
determine the stability. This is equivalent to 8 = m(1 — %) < 0. Since
a > 2m we have

Va2 — 4m?2 1
ay = AEVE AT @ L g s (2.D.17)

2m 2m  2m

So indeed 8 < 0.

Finally the eigenvalues belonging to the node can have positive (unstable)
or negative (stable) real parts. Both eigenvalues are negative if and only if
o= —7(1 + 7% — m) < 0, this is automatically satisfied if m < 1, so in
particular if m = 0.45. For general m it can be calculated that the stability
boundary is given by pairs (m,a) that satisfy:

m2

vm—1
This boundary is plotted in figure

and m >2 (2.D.18)

a =
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Figure 2.9: Region in parameter space where (wy, i) is stable, unstable or does not exist.
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Figure 2.10: The maximum real part of A for the spatially uniform steady states plotted against
a. Perturbations are assumed to be spatially homogeneous and m = 0.45.
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2.D Analysis of the homogeneous steady states.

2.D.3 Turing analysis of the steady states

In the full model the steady states are also subject to heterogeneous pertur-
bations. States that were thought of as being stable against homogeneous
perturbation may be unstable against a wider class of perturbations. For
simplicity we restrict to v = 1.

The usual approach is to assume that the spatial dependence of the pertur-
bation has the form of a sinusoid: we represent it by a complex exponential

. . . . . . . 2 . .
e“‘“ This is convenient because %e“‘“ = jke"™™® and dCi—Qem = —gZeihT,

Substituting
( z/’((f’,;c)) > _ gine ( ;D((f)) ) (2.D.19)

in (2.C.1) and (2.C.2) and dividing by e*** yields:

O
S = = el 4 invid — d(1+ n?) = 2hwn (2.D.20)
on 9. 9

i k“n + wn® + n(2wn — m) (2.D.21)

This can be written in a single matrix equation:

dw 2 . —92 __ ~
i _ —Kk°e+1itkv—1—n —2wn W
< % ) ( n? —K2 + 200 —m 7 (2.D.22)

The justification of the assumption that the perturbation is sinusoidal is
given by the Fourier transform, which links the spectrum of the operator A
in the abstract formulation (2.C.3)) to the eigenvalues of the above matrix.

For the bare state ng = 0, so the matrix simplifies to

—KkZ2e+ikv—1 0
(~Ferim=t 0 ) o0

so A\ = —k%e +ikv — 1 and Ay = —x% — m. Since the real parts Re(\) =

—k%e — 1 and Re(\2) = —x% — m both remain negative for any &, the bare
state is also stable against heterogeneous perturbations. Because the saddle
is already unstable against homogeneous perturbations we focus our atten-
tion on the node. Since wyny = m the matrix becomes

2 ik — 1 — n2 _
< wretiny =Ly am ) : (2.D.24)
ny —K”+ma

'If there are only second order spatial derivatives present, assuming the form cos(kz) or
sin(kz) is equivalent.
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Figure 2.11: The maximum real part of A for heterogeneous perturbations of (W, 5x), plotted as
function of &, for different values of a and for v = 0 (solid lines) and v = 182.5 (dotted
lines), m = 0.45. The boundary of the Turing prediction region depicted in ﬁgure
is located at the intersection points of the curves with the z-axis. The maxima of the
curves correspond to the most unstable wavenumber.

from which we can obtain the eigenvalues by solving the dispersion relation:

2 . 1 52 —
det ( K°e + mviz 1—ny —A ) 2m > =0 (2.D.25)
nN —K+m — A

This again yields a quadratic equation in A, which can be solved for A.
The eigenvalues A are now not only a function of model parameters, but also
a function of wavenumber x. Figure shows solutions of (which
depends on a through ny) for several values of a for m = 0.45. The curves
pass through the real axis between a = 4 and a = 2.5 in both the case v =0
and v = 182.5, the node becomes Turing unstable somewhere in between
(precise values are given in the caption of figure .

2.E Analysis of patterns
In the previous appendix all of the analysis could be done by hand. This is

very much in contrast to the analysis of patterns. Here we give some results
that can be obtained analytically for the extended Klausmeier model.
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2.E Analysis of patterns

2.E.1 Existence of patterns

Here we derive that patterns are solutions of the equations and .
These equations are solved numerically.

In general, patterned states may migrate uphill (if v # 0). We will de-
note the migration speed (in the direction of increasing x) of these so-called
wavetrains by s. Allowing for s = 0, any pattern can be written in the form
(w(t,x),n(t,x)) = (wp(x - St)7np(x - St)) = (wp(€)7np(§))v where Wp and
n, are periodic functions describing the wave profile and { = = — st is a
comoving frame coordinate. By using the chain rule, e.g.

Ow(e,t) _ duwy(€) 9 __ du,

= — = 2.E.1
at e ot de (2E.1)
after substituting the forms in (2.1)) and (2.2)) we obtain
dw d>wy)
0=a—w,— wpnf, + (v + S)T; +e d§2p (2.E.2)
dn d’*n
0 :wpn?, —mny + sd—gp + d§2p (2.E.3)

which are the equations we set out to find.

2.E.2 Stability of patterns

We will study the stability of a pattern (w(¢,x),n(t,z)) in the case v = 1, so

the equations for the perturbation (2.C.1)) and (2.C.2)) hold. We show these
equations again, now with explicit dependence on the coordinates:

ow'(t,x) 0% (t, ) ow'(t, x)

ot = o Ty W) (Ln(ta))
—2n/(t, x)w(t, x)n(t, ) (2.E.4)
on'(t,x)  0*n'(t,x) p
% - a2 + ' (t, x)n(t, z)?
+n'(t,z) 2Qw(t, z)n(t,z) —m) (2.E.5)

Here w and n are not constant, which prevents us from applying a sinusoidal
substitution as in Turing analysis (appendix. As in appendix we
write (w(t, z), n(t, z)) = (wp(§), np(§)) with £ = z—st. To make optimal use
of this form we apply a change of coordinates (¢, z) — (¢,£). Simultaneously
we substitute (w’,n) = e (w(€),n(€)) and after division by e* we obtain:
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AW d2w+( + )d (1+n2) — 27 (2.E.6)
W=e——7+W+s)— —w n;) — 2nwyn E.
dg? d¢ PP
_d*n dn
An = +5— + wn + n(2wpn, — m) (2.E.7)
dez T de
This is a system of two second order ordinary differential equations. After
.. dw _ n . )
defining § = dif and 7 = dif it can be rewritten as a first order system of
four ordinary differential equations:
w 0 1 0 0 i
~ A-14n2 2 ~
LN B - e T 0 g (2.E.8)
ag | n 0 0 0 1 n
T —nf, 0 m— wpny, —S8 T

Since the matrix of coefficients is periodic, we are ready to use Floquet
theory. Through Floquet theory it is possible to express the spectrum as the
union of curves of eigenvalues of a related problem. The spatial part of the
perturbations that act as eigenfunctions satisfy:

w <§ + 2%; 1/) =e"w(&;v) (2.E.9)
n <§ + 2%; 1/> =R (&; ) (2.E.10)

where k is now the pattern wavenumber and v € (—m,7]. Note that 2?”
is the wavelength of the pattern. A corresponding curve of eigenvalues was
exhibited as a function of v in figure 2.1, for different values of a. Regarding
the stability we will not go into more details but note that the procedure for
assessing stability is explained further in [147].

A special case is when v = 7. Then e? = —1. It follows that @({+27; 1) =
—w(€ + 2?”; ) = w(&; ), and similarly for 72, so the perturbation has twice
the wavelength of the pattern. When the real part of the corresponding
eigenvalue becomes positive, the pattern can be destabilized by such a per-
turbation and the period will be doubled (period doubling instability).
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3 Striped pattern selection by
advective reaction-diffusion
systems: Resilience of banded
vegetation on slopes

For water-limited arid ecosystems, where wa-
ter distribution and infiltration play a vital
role, various models have been set up to ex-
plain vegetation patterning. On sloped terrains,
vegetation aligned in bands has been observed
ubiquitously. In this paper, we consider the
appearance, stability, and bifurcations of 2D
striped or banded patterns in an arid ecosys-
tem model. We numerically show that the re-
silience of the vegetation bands is larger on
steeper slopes by computing the stability re-
gions (Busse balloons) of striped patterns with
respect to 1D and transverse 2D perturbations.
This is corroborated by numerical simulations
with a slowly decreasing water input param-
eter. Here, long wavelength striped patterns
are unstable against transverse perturbations,
which we also rigorously prove on flat ground
through an Evans function approach. In ad-
dition, we prove a Squire theorem for a class
of two-component reaction-advection-diffusion
systems that includes our model, showing that
the onset of pattern formation in 2D is due to
1D instabilities in the direction of advection,
which naturally leads to striped patterns.

Appeared in Chaos in 2015 [176].



3 Striped pattern selection by advective reaction-diffusion systems

This paper has been motivated by studies in one space dimen-
sion of a scaled phenomenological model for vegetation on possi-
bly sloped planes in arid ecosystems [180, 199].EI One-dimensional
patterns ideally represent striped patterns in two space dimen-
sions by trivially extending them into a transversal direction. Such
patterns are referred to as banded vegetation and have received
considerable attention after reports of widespread observations
[38,193]. Understanding the appearance and disappearance of veg-
etation bands may ultimately help prevent land degradation. The
restriction to one space dimension may overestimate stability: pat-
terns that are stable against 1D perturbations are not necessarily
stable against all 2D perturbations. Natural questions to pose are:

o Which of the 1D stable patterns extend to 2D stable striped
patterns?

o In case of destabilization by 2D perturbations, which mecha-
nisms are responsible?

In this paper we answer these questions for the arid ecosystem
model and determine the impact of slope induced advection of
water. The influence of advection on striped pattern formation
is studied in a more general setting. This approach provides a
clear argumentation that is unobscured by model-specific details.
Equally important, the results will be applicable to a wide range
of models. Applicability to the arid ecosystem model is carefully
checked though, assuring that the abstract requirements can in
fact be met in practice.

3.1 Introduction

The original Klausmeier model [97] is an ecohydrological model for modeling
vegetation patterns on sloped terrain in arid ecosystems, with a (surface)
water component w and a plant biomass or vegetation component n. The
flow of water is modeled by downhill advection only. By adding a water
diffusion term to the model we arrive at the extended Klausmeier model |180]

With [180] corresponding to Chapter
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3.1 Introduction

studied in this article. In dimensionless form it is given by

wy =dAw + 2cwy + a — w — wn?

5 (3.1)

ny =An — mn + wn

where A = 8%22 + g—;, posed on the plane. Generally the diffusion coefficient
d > 1, since water diffuses much faster than vegetation. The parameter ¢
measures the advection of water down a hillslope, a > 0 models precipitation
and m > 0 an effective death rate. The terms +wn? model water uptake by
the vegetation and —w evaporation.

The model with ¢ = 0 and a—w replaced by the term a(1—w) is called
the Gray-Scott model, introduced in [74]. The generalized form of with
the term a(1 — w) has been referred to as the generalized Klausmeier-Gray-
Scott model, in [127, 199]E| also the impact of nonlinear diffusion of the water
component has been studied.

Both the Klausmeier model and the Gray-Scott model exhibit patterns
[97,139]. We will study the influence of the advection parameter c on striped
patterns. For fixed ¢ we view the rainfall parameter a as the primary pa-
rameter to vary, as done in previous studies [180,/199).

The choice of parameter values in will correspond to choices in |180]
which are themselves based on [97]. Since we are considering a scaled model,
some of the parameters are a mix of parameters from the original Klausmeier
model [97]. For instance, what we refer to as slope driven advection ¢ in
is influenced by the evaporation rate from the original model, which has been
scaled to 1 in (3.1)), see [180]. So determining which values of ¢ are realistic
is non-trivial. This is resolved by choosing ¢ over a wide range, giving an
overview of the different possibilities. Unless stated otherwise, m = 0.45 and

d = 500.

The Busse balloon [21] is a representation of spatially periodic stable pat-
terns that exist in a system, each pattern is represented by its wavenumber
k := 2w /wavelength. Uniting the stable patterns for a range of parameter
values creates a planar region. For on flat ground (no advection, ¢ = 0),
the Busse balloon of 1D stable patterns is illustrated by the union of the two
colored regions in Figure as already presented in [180]. The extensions
of these 1D patterns to 2D striped patterns, which are represented by the
same single wavenumber, are only 2D stable in the dark-green (teal) region
near the Turing bifurcation 7. In Section the nature and construction

*With [127] corresponding to Chapter
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0.4

03 -

0.1 -

Figure 3.1: Busse balloon representation of striped patterns on flat ground (¢ = 0) for the extended
Klausmeier model (with d = 500, m = 0.45). Here each pattern is represented by
a point in (a, k)-space, where k = 27 /wavelength is the wavenumber. A Turing bifur-
cation occurs at T'. The union of the two colored regions consists of one-dimensional
(spatially periodic) patterns that are 1D stable [180|. The dark-green (teal) colored
region consists of those patterns that extend to 2D stable striped patterns, patterns in
grey extend to 2D unstable patterns.

of these two types of Busse balloons will be considered. Moreover, we will
study the influence of slope induced advection of water ¢ and compare the
stability results with simulations with a slowly decreasing rainfall parameter
a.

In 1D, in simulations with decreasing rainfall a, the dynamics (after pat-
tern formation) is essentially restricted to transitions from one pattern to
another, before reaching the bare desert state [180]. In 2D these transitions
correspond to stripe-to-stripe pattern transitions. Regarding striped pat-
terns in 2D, the additional instabilities we find always induce an amplitude
modulation in the transverse direction along the stripes so that the bifur-
cating solutions decompose into spots, in analogy to findings focussing on a
single (homoclinic) stripe [53,/100,(103]. We find that destabilizing modes re-
late neighboring stripes either synchronously, leading to a stripe-to-rectangle
pattern transition, or phase shifted by half a period, leading to a stripe-to-
rhomb pattern transition. For this reason, and as a convenient terminology,
we refer to these as (transverse) stripe-rectangle and stripe-rhomb breakup,
respectively. Details are given in Section [3.3.1], where we will moreover trace
the 2D patterns that bifurcate from the striped patterns numerically, using
software from [54,192].

The main numerical result for (3.1]), framed in the terminology that is ap-
propriate in this context, concerns the influence of the slope (advection, ¢) on
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3.1 Introduction

banded (or striped) vegetation resilience. Ecological resilience is measured
by the magnitude of disturbance that can be absorbed before the system
redefines its structure [76,81]. For (3.1) it holds that

1. Increased resilience: the ecological resilience of banded vegetation is
larger on steep slopes than on gentle slopes (Section [3.3.3)).

Figure [3.1] shows numerically that for ¢ = 0 and small wavenumbers &,
none of the 1D patterns extend to 2D stable striped patterns. In accordance
we prove through the use of geometric singular perturbation theory and an
Evans function approach, that

2. Transverse instability: in absence of advection (no slope, ¢ = 0) long
wavelength striped patterns of (3.1) are unstable w.r.t. transverse

instabilities (Corollary Section [3.3.2)).

Next to striped pattern (in)stability it is also relevant to study the onset
of striped pattern formation, and the influence of the advection c. The
analytical results of Section [3.2.1] and [3.2.2] are obtained in the setting of
general two-component reaction-advection-diffusion systems. Specifically,
we study systems posed on the plane,

uy =d1Au + crug + f(p7 u, U)

3.2
K% :d2A0+027)x+g(pa U,U), ( )

where p is an abstract parameter and u(t, z,y), v(t, z,y) € R. The advection
coefficients ¢, co € R are arbitrary, and we assume that d; > 0 and dy > 0;
compare Lemma (Appendix . We refer to the difference between the
coefficients of the advection terms, |c¢; — cal, as differential flow |154].

We consider the linear stability of a homogeneous steady state (uy,vy) of
inhibitor-activator type that is stable against homogeneous perturbations.
We define

a'*g(u v)a'*%(u v)a'*@(u v)a*@(u Vy)
1-—au *y Ux )y 2'_81) *9 Ux )y 3-—au *9 Ux )y 4_81) Ky Ux
(3.3)
and A := (g} a2), then these assumptions are abbreviated by
Al: tr(A) <0 and det(A4) >0
() (4 o

A2: a1 <0 and ag > 0,

the latter meaning that u acts as inhibitor (or depleted substrate) and v acts
as activator.

95



3 Striped pattern selection by advective reaction-diffusion systems

In Section [3:2] we perform a thorough linear stability analysis near critical-
ity. In case of no differential flow, ¢c; = co, destabilization of the homogeneous
steady state occurs through a Turing instability leading to the emergence of
stationary periodic patterns. In case of nonzero differential flow, ¢; # co,
the instability is referred to as Turing-Hopf (or oscillatory Turing) since the
patterns that emerge are moving. The initial steps are as in [141], which
starts out from the same setting. We derive the following novel results:

3. Direction of motion: if ¢; > ¢y and co < 0, then patterns emerg-
ing from the Turing-Hopf bifurcation move in the positive z-direction

(Section [3.2.1)).

4. Locus monotonicity: the parameter location of the instability mono-
tonically changes if the differential flow increases, assuming sign con-

ditions on 0A/dp (Theorem Section [3.2.1)).

5. Range monotonicity: the range of destabilizing perturbations of the
homogeneous steady state monotonically increases as the differential

flow increases (Lemma Section |3.2.2)).

6. Stripe formation dominance: for nonzero differential flow, perturba-
tions independent of y are responsible for the primary destabilization:
at the Turing-Hopf bifurcation striped patterns perpendicular to the
direction of the advection appear (Section .

These general results are applicable to the arid ecosystem model ,
where the parameter a takes on the role of the abstract parameter p. In-
terpreting the results in this context we conclude that (within the model)
small amplitude vegetation patterns move uphill. Secondly, under decreas-
ing rainfall a pattern formation first occurs on steeper slopes (Corollary
Section . As soon as the homogeneously vegetated state has become
unstable against a specific perturbation, this will remain the case if the rain-
fall a decreases more. And finally, banded vegetation perpendicular to the
slope naturally forms on slopes. The paper ends with a discussion on eco-
logical implications of the results regarding , links to observations and
comparison with other model studies in Section

Remark 3.1. In [19] a listing of ecohydrological models with and without
differential flow is given. The general results can be applied to various other
disciplines, in particular to differential flow models where the reactants have
different advection coefficients. In chemical reactions between differently
charged particle species, differential flow can be created by applying an ex-
terior electric field [22,(122,187,(201]. Similarly, a differential flow induced
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3.2 Striped pattern formation

chemical instability (‘DIFICI’) may be produced within a differential flow
reactor with one particle species immobilized, see (123,154,155, 161|]. F'-
nally, also mussels that feed on algae where (only) the algae flow with tidal

currents [203)], fit the abstract framework (3.2]).

Remark 3.2. The present insights induce (novel) connections with fluid
mechanics. The representation of stable patterns by Busse balloons origi-
nates from this field (21)]. Although fundamentally different, similar patterns
exist e.g. in this context striped patterns are commonly called roll-waves and
the transverse instabilities of striped patterns we find correspond to certain
‘oblique-roll’ instabilities [85]. In both fields the onset of pattern formation
can be studied by weakly monlinear stability theory, for instance on preim-
posed lattices [71,72]. The transformation presented in the proof of Lemma
that lifts the 1D results from Section to 2D, has a counterpart
in fluid mechanics: the ‘Squire’s transformation’. It leads to the ‘Squire’s
theorem’ [56,,185] which is still an active topic of research [8§]. Originally
it refers to the fact that for shear flow instability of the Orr-Sommerfeld
equation the critical Rayleigh number for a three-dimensional parallel flow is
determined by two-dimensional perturbations, which links to the restriction
to y-independent perturbations in our striped pattern formation dominance
result in Section [3.2.2.

3.2 Striped pattern formation

We choose to first avoid model specific considerations and study pattern for-
mation in the setting of the general system . We present a comprehen-
sive linear analysis about a homogeneous steady state of inhibitor-activator
type near onset of pattern formation. We start our analysis in one spatial
dimension in Section but lift the results to two spatial dimensions in
Section

In Section [3.2.1| we establish the direction of motion of emerging patterns
of depending on the advection coefficients ci, cs. In Section we

prove a result on the monotonic change of the parameter locus of the Turing-
Hopf instability as the differential flow 2¢ = |¢1 — 2| increases, Theorem
One of the results leading up to this monotonicity result, Lemma (3.1} on the
destabilizing impact of increasing ¢, plays an important role in carrying over
the results from 1D to 2D.

In Section we show that for ¢ > 0 destabilization in 2D can be

o7



3 Striped pattern selection by advective reaction-diffusion systems

reduced to destabilization in 1D in the advection direction. We prove that
the destabilization locus in 2D coincides with the locus in 1D and we show
that the set of destabilizing perturbations is strictly monotonically increasing
with the advection c. It is shown that striped patterns naturally arise from
a Turing-Hopf instability in 2D.

We subsequently apply the general insights to the extended Klausmeier
model in Section The abstract results in this context imply that
on slopes vegetation bands form that migrate uphill.

3.2.1 Linear analysis of pattern formation for the general system
in 1D

The reduction of (3.2)) to one dimension in the direction of the advection is

U =d1Ugg + C1UL + f(p7 u, U) (3 5)
vy =doVgsz + C2V; + g(p7 u, U)- .

The linear stability of a homogeneous steady state of (3.5 can be determined
by computing the linearization. Subsequently applying a Fourier transform
yields the matrix

—dik? +icik 4+ aq ao
M — 2 .
as —dok* + icok + ay

where £ is the wavenumber of the perturbation and the a; are the derivatives
relevant for determining stability against homogeneous perturbations (see
(3-3)). The linear dispersion relation is given by

d(\ k,p,c) :=det(M — M) = X2 + aj\; + a9 = 0, (3.6)

where oy = —tr(M) and agp = det(M). The eigenvalues A of M, which are
solutions to (3.6]), determine (in)stability.

We are free to choose a suitable frame of reference, as the (in)stability of
the homogeneous steady state does not depend on it. By changing the ref-
erence frame we can manipulate the coefficients a; and «ag in the dispersion
relation. When changing to a moving reference frame with speed ¢, i.e. by
the substitution x — x — ¢t, only the time derivative in transforms, e.g.
ur — up — Cuz. When reflecting space x — —x, only the single derivatives
to space are affected, e.g. u, — —u,. So the equations can be transformed
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3.2 Striped pattern formation

into the equivalent

Up =d1Ugy £ (Cl + é)um + f<p7 u, U)

3.7
vy =doUgy = (02 + E)Ux + g(pa u, U) ( )

where the negative sign applies in case of reflection.

A reference frame that will show to be suitable for stability analysis is
obtained by choosing ¢ = —(¢1 + ¢2)/2, so that both advection coefficients
have equal absolute value ¢ = |c; — ¢2|/2 but opposite sign. By means
of spatial reflection, we can arrange that the first component (inhibitor)
advection coefficient has positive sign. So we arrive at the form

ug =dy Au + cuy + f(p,u,v)

3.8
vy =do Av — cvg + g(p, u,v) (38)
with a larger ¢ meaning a larger differential flow.
In this reference frame o1 and «q are given by
a1 =(di + da) K — a1 —ay (3.9)

ap = (~dik® +ick + a1) (~dak® — ick + as) — azas.

Under assumption Al, tr(A) < 0 which implies ay > 0. The real and
imaginary part of ag are given by:

Re (Oéo) = (—dlkz + al) (—d2k2 + a4) + k% — as0as3
=dydok* — Tk? + ?k? + det(A) (3.10)
Im (Oéo) =ck ((dl — dg) ]{2 + a4 — al)

where we introduced I' := dyjaq + d2a;.

For the purpose of self-containment we briefly treat the well-known Turing
instability (¢ = 0) first. In this case the dispersion relation (3.6]) reduces to

A+ ((di + d2)k® — tr(A)) A + didok® — Tk? + det(A) = 0

and implicit differentiation with respect to k yields

2\ <g; + (dy + dQ)k> + ((dy + do)k* — tr(A)) 32 + 4dydok® — 2Tk = 0.
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3 Striped pattern selection by advective reaction-diffusion systems

Imposing stationary criticality (A = 0) and that the spectrum is tangential
(% = 0) gives
dydak® — Tk? + det(A) =0

Adydyk? — 2Tk = 0.

It follows from the last equation that I' = 2d;d2k? > 0 and insertion into the
former equation gives I'? = 4djdadet(A), thus a Turing instability occurs if

and only if
I'= 2\/ dldgdet(A). (3.11)

Concerning general ¢, we now develop some useful reference material for
critical cases where Re(A\) = 0. Here the dispersion relation ({3.6)) reduces to
an expression that will prove to be insightful.

Isolating the imaginary part of (3.6) and imposing Re(\) = 0 yields
Re(aq) Im(A) 4+ Im(ag) = 0. (3.12)

In the reference frame of (3.8) it holds that Im(a;) = 0 so that Im(\) =
~1Im(@0) " 1f we now combine this with the real part of (3.6) we obtain:

[

o2 Re(ag) — Im(ap)? = 0. (3.13)

Upon substituting equalities from (3.9), (3.10) into (3.13) and some rewrit-

ing, we obtain the following polynomial equation in k?:

((di + do)k? — tr(A))? ((didak? — T) k2 + det(A)) (3.14)
—1—462 ((dldng — F) k2 + a1a4) E =0 '

First note that all terms in are positive except ajas < 0 and pos-
sibly didak?® — T' which appears twice. For ¢ = 0 this confirms the well-
known fact that I' > 0 is a necessary condition for a Turing instability,
see . On the other hand this shows that the instability can also be
purely driven by ramping up the advection ¢ since the only c-dependent
term 4c? ((d1d2k2 - F) k2 + a1a4) is negative for k2 small, relating to differ-
ential flow instabilities mentioned in the introduction.

We continue with some useful estimates that can be derived from .
We first note an upper bound for the wavenumbers that can become critical
given by

k2 < ==, (3.15)
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3.2 Striped pattern formation

Suppose on the contrary that k% > g—;l, then dijdak?® —T' > —dsay > 0. Thus
also
(dldsz — F) k‘g + aja4 > —d2a1k2 + ajay > 0.

Now all terms of ([3.14)) are positive for k? € [42,00), so these wavenumbers
cannot be critical.

Hence there exists an upper bound on the wavenumber of destabilizing
perturbations, independent of ¢ [141], determined by the activator only. For
future reference we note that as a consequence of (3.15)) it holds that

Im(ayp)
tap > R0
ck 4= ck a

= (dl — d2)k‘2 + a4 — a3 — ((d1 + dg)kﬁ2 — a1 — a4) (3'16)
= 2(ay — daok