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1

Introduction

In this thesis, we will cover some of the latest advances in Magnetic Resonance Force Mi-

croscopy, a technique that detects the tiny forces exerted by electrons or nuclei to obtain

information about the structure or properties of a wide variety of samples. In this chapter,

we give a coarse overview of the history of MRFM, followed by the motivation of the strategy

followed by the Oosterkamp group to improve upon the existing technique. We end by giving

an outline for the rest of this work.
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1 Introduction

1.1 Development and applications of MRFM

The concept of Magnetic Resonance Force Microscopy was first described by Sidles,

who envisioned MRFM as a technique that might resolve the structure of biological

samples, such as proteins or virus particles [1]. Traditionally, these kinds of samples

were studied using X-ray crystallography or Nuclear Magnetic Resonance (NMR) [2].

However, these techniques suffer from a number of drawbacks that limit the number

of structures that can be resolved. As an example, NMR and the related Magnetic

Resonance Imaging (MRI) use a radio-frequency magnetic field to excite the nuclear

spins in a sample and measure their properties. The weak interactions between these

fields and spins allow the samples to be investigated in a non-invasive way. However,

the weak interaction also means that these techniques are inherently insensitive, and

therefore require a large number of spins to generate a sufficiently large signal to be

detected. Sidles suggested that the sensitivity of NMR could be enhanced by uniting

it with Atomic Force Microscopy (AFM). This combined technique would use spin

manipulation protocols from NMR, but the resulting state of the spins in the proteins

would be detected by measuring forces using a mechanical resonator.

From this original conception in 1991, progress was quick. In 1992, the first

Electron Spin Resonance (ESR) signal was detected by Rugar et al. [3], soon to be

followed by the first successful imaging of a sample of the organic chemical compound

DPPH with a lateral resolution of 5 µm [4]. Even though the signal from nuclear spins

is almost three orders of magnitude smaller than that from electrons, the first nuclear

MRFM experiment on protons was achieved in 1994, once again by Dan Rugar and

colleagues at IBM [5]. Via the development of ever more sensitive cantilevers for the

detection of the force signals [6, 7] and more sophisticated protocols to manipulate the

spins [8–11], in 2004 single electron spin sensitivity was demonstrated [12]. With the

goal of single electron spin resolution achieved, more effort was invested in optimizing

the sensitivity for nuclear experiments [13, 14], including isotope-selective imaging

[15]. The experiment that came closest to Sidles’ original idea was performed in

2009, when Degen et al. managed to create a three-dimensional reconstruction of the

Tobacco Mosaic Virus (TMV) with a spatial resolution better than 5 nm [16]. At the

moment, the record for the spatial resolution (in one dimension) is set at 2 nm using

a polystyrene-coated silicon nanowire [17]. Between 1992 and 2018, the sensitivity of

MRFM has been improved by seven orders of magnitude, equivalent to a doubling of

the sensitivity on average every 21 months during this period.

Note that during this development of imaging using MRFM, many groups often

switched from the sample-on-tip geometry, in which the sample is attached to the

cantilever and is then positioned near a small nanomagnet (pioneered by the IBM

2
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1.1 Development and applications of MRFM

group), to the magnet-on-tip geometry, in which the nanomagnet is attached to the

cantilever and positioned near a sample (first used by Wago et al. [18] and Bruland

et al. [19]), and back. In principle the sample-on-tip geometry has the best prospects

for the application of imaging, as this approach is less sensitive to effects that reduce

the quality factor of the cantilever, and higher magnetic field gradients can be achieved

using surface-mounted nanomagnets. For this reason, this was the geometry used for

the TMV experiment. However, this geometry severely limits the generality of the

samples that can be investigated. The desire for generality favors the magnet-on-tip

geometry, since having the sample on a surface other than the cantilever allows for

more flexibility in terms of sample preparation.

Recent progress towards imaging has been slow compared to the early years. When

we take the work by Mamin et al. on CaF2 from 2007 as an intermediate benchmark,

we find that in the period 1992 - 2007 the sensitivity doubled on average every 15

months, while in the period 2007 - 2018 this only happened every 51 months. It

took 9 years for a group to improve upon the 5 nm resolution achieved in the TMV

experiment. As is often the case with new technologies, the initial steps to increase the

performance are clear and significant. However, keeping up the high rate of progress is

extremely challenging, and it is unclear how to move from the ideal proof-of-principle

systems to the real-world samples. Furthermore, imaging based on MRFM seems

to have lost momentum compared to other techniques, such as (three-dimensional)

electron microscopy techniques [20–24] and (scanning) NV-centers [25–27].

Now, this is not to say that MRFM has run its course. An alternative application

of MRFM has gained popularity, namely to investigate condensed matter samples.

Research is done on a variety of phenomena, such as ferromagnetic resonance [28–31],

spin diffusion in strong field gradients [32–34], and spin-lattice relaxation times in

small samples [35–37]. In our group, we try to take advantage of our low operating

temperatures in combination with the capability to measure sub-surface effects. For

these reasons, Wagenaar has suggested experiments on LAO-STO, high-temperature

superconductors, and 3D topological insulators [37, 38].

3
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1 Introduction

1.2 Principles of MRFM

To understand the main principle of MRFM, we can simply deconstruct the name of

the technique:

Magnetic: Consider a single spin with magnetic moment µs = S~γ, where S is the

spin quantum number, ~ is the reduced Planck constant, and γ is the gyromagnetic

ratio, an isotope-dependent constant. For simplicity we will consider spins with S

= 1/2, as is the case for electrons and protons. When we place the spin in a static

magnetic field B0, the spin aligns either parallel (“up”) or anti-parallel (“down”) to

this field, where the anti-parallel state has a slightly higher energy than the parallel

state, with the energy difference given by ∆E = 2µsB0.

Resonance: The spin can be manipulated using an alternating magnetic field B1

(also called BRF), but only when the frequency of this field matches the Larmor

frequency of the spin, given by ωL = γ|B0|. Equivalently, one can say that the energy

of the pulse has to match the energy difference between the spin states. When the spin

is positioned in the proximity of a small magnetic particle, the B0 field varies spatially,

which means the Larmor frequency of the spin becomes a function of position with

respect to the magnetic particle. In that case, the frequency of the B1 field, ωRF, can

be used to determine the distance of the spin to the magnetic particle.

Force: The magnetic moment of the spin is detected via the force it exerts when

placed in a magnetic field gradient, such as the one created by the a small magnetic

particle. The force is then given by F = µs (∇ ·B0) ≡ µsG. In a field gradient G =

0.1 MT/m, the force exerted by a single spin ranges from 10−21 N for nuclear spins

to 10−17 N for electron spins. These minute forces are detected by placing either

the sample or the magnet at the end of a very soft cantilever. The force exerted by

the sample on the tip results in a displacement of the cantilever tip, which can be

detected using, for instance, a laser reflecting from the surface of the cantilever.

Microscopy: The principles outlined above for the detection of a single spin remain

valid when we consider an ensemble of spins. Again, the spins will align in the B0 field

either in the up or down state, where the population difference between the states is

dictated by the Boltzmann polarization. For S = 1/2 particles, the equilibrium distri-

bution follows from statistical mechanics, and is described by N+/N− = e−(µsB0/kBT ),

4
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1.2 Principles of MRFM

Figure 1.1: (a) Schematic of the MRFM setup and a single spin. The vital components

of the setup are shown: the cantilever, B1 field source, a detection mechanism (e.g. laser

interferometer), and a small magnetic particle. (b) Schematic of the MRFM setup indicating

the resonant slice, the region in space where ωRF = γB0.

where N+/N− is the ratio of spin up to spin down, kB = 1.38 ·10−23 J/K is the Boltz-

mann constant, and T is the temperature of the spin ensemble. The signal now

originates from all spins within the volume of space where γB0 = ωRF, the so-called

resonant slice. This means that the spatial location of the addressed spins can be con-

trolled by changing the frequency of the B1 field, or by changing the position of the

sample with respect to the magnet. It is possible to make a three-dimensional image

of the sample by measuring the force signal for various positions of the magnet with

respect to the sample. The resulting force map can be translated to a spin-density

map using a deconvolution procedure [16, 39, 40]. The high field gradients mean that

this reconstruction can have a spatial resolution as small as several nanometers.

The described measurement principle is shown in Fig. 1.1. The figure shows the

so called “magnet-on-cantilever” geometry that is used in the rest of this thesis. Fig.

1.1(a) shows the vital components of an MRFM setup: a soft cantilever as force sensor,

a source for the B1 field required to manipulate the spin, a detection mechanism to

read out the motion and properties of the cantilever, and a small magnet to generate

large magnetic field gradients which are the origin of the force interaction, and give

MRFM its high spatial resolution. In our case, the small magnet is also responsible

for the generation of the B0 field, as we do not apply an additional external magnetic

field. Fig. 1.1(b) shows an example of a resonant slice. Only spins within this slice

are resonant with the applied B1 field and contribute to the signal.
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1 Introduction

1.3 Sensitivity limit and the Oosterkamp ap-

proach

As MRFM is inherently a force-detection technique, the fundamental limit for the

sensitivity is set by the thermal force noise. The thermal force noise for a cantilever

is given by:

√
SF =

√
4kBT ΓBW =

√
4kBT

k0

ω0Q
BW, (1.1)

where Γ is the damping rate, k0 is the stiffness of the cantilever, ω0 = 2πf0 is its

resonance frequency, Q is the quality factor, and BW is the measurement bandwidth.

This force noise induces thermal fluctuations of the cantilever position as well as

frequency noise. Using the force exerted by a magnetic moment in a magnetic field

gradient we find that the minimal detectable magnetic moment in a unit bandwidth

is given by:

µmin =
1

G

√
4kBT

k0

ω0Q
(1.2)

From this equation, it is clear that there are several routes to take if one wants

to increase the sensitivity of MRFM. First, one should maximize the magnetic field

gradients, which range from about 0.1 - 30 MT/m [19, 41, 42]. We take a closer look

at how to maximize the magnetic field gradient in Ch. 8. Second, one has to use a

cantilever with extreme dimensions (very long, very thin, and narrow) to minimize

k/ω0, and with a very low intrinsic damping to obtain a high quality factor. This last

requirement is often at odds with the demand that cantilevers are thin [43]. Finally,

the temperature of the resonator has to be as low as possible, as this means a lower

average thermal energy.

The Oosterkamp approach: Our main focus is to reduce the operating tempera-

ture of the MRFM setup. The low temperature not only reduces the force noise, but

is also useful for reducing the relaxation rates of spins and increasing the Boltzmann

polarization, and thereby the signal when Boltzmann-based protocols are used (as

discussed in Ch. 4). There are multiple MRFM setups in the world that are operated

in a dilution refrigerator, but this is not enough to achieve true milliKelvin temper-

atures in full operation. Several technical innovations to the setup are required to

achieve this:

6
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• The temperature of the cantilever in conventional MRFM is limited by the

power input from the laser used for the read-out of the cantilever motion. Even

for incident laser powers as low as 1 nW, no effective cantilever temperatures

below 100 mK have been reported using laser read-out [44–46]. For this reason,

we have implemented a SQUID-based detection scheme. Here the motion of

the cantilever is measured using a superconducting pickup loop connected to a

SQUID that detects the flux changes from the moving magnet at the end of the

cantilever. Using this scheme, cantilever temperatures below 20 mK have been

achieved [47, 48]. Details about this scheme are given in Ch. 2.

• Apart from thermal fluctuations, the cantilever can also be excited by mechani-

cal vibrations, for instance originating from the cryostat. A sophisticated vibra-

tion isolation is required to provide sufficient attenuation of external vibration

at the cantilevers resonance frequency. However, often the (soft) vibration isola-

tion reduces the thermal conductance between the MRFM setup and the cooling

mechanism, e.g., the mixing chamber of a dilution refrigerator. Therefore, we

have developed a mechanical vibration isolation that combines good vibrational

properties with a high thermal conductance, as discussed in Ch. 3.

• It has proven very challenging to generate B1 fields of sufficient amplitude for

many MRFM protocols without significant dissipation. We have attempted to

reduce this dissipation by using a superconducting microwire as source for the

B1 field [37, 49]. Furthermore, we have developed a method for the mechanical

generation of RF fields using the higher modes of the cantilever [50]. This

approach will be further discussed in Ch. 4.

Using these technical innovations, the Oosterkamp group currently has the only oper-

ational setup in which a temperature down to 20 mK for both the cantilever and the

sample is achieved during MRFM experiments. However, it has been found that the

low temperatures also pose significant challenges. Spin-mediated dissipation of the

cantilever energy, resulting in lower quality factors, is an increasingly important effect

at lower temperatures [34, 51, 52]. Furthermore, even though we use a superconduct-

ing RF source, significant dissipation is observed even for modest RF amplitudes and

frequencies, as discussed in Ch. 7.

7
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1 Introduction

1.4 Thesis Outline

The thesis is structured as follows.

Chapter 2 introduces the experimental setup. It cov-

ers the most important components, such as the detec-

tion chip and the magnetically-tipped cantilever. The

cantilever’s response to a driving force is described

starting from the equations of motion. Subsequently,

it covers the positioning stages and methods, and the

modifications made to the dilution refrigerator.

Chapter 3 presents the newly developed vibration iso-

lation. It starts from a general design principle based

on the analogy between electrical and mechanical fil-

ters, followed by a detailed account of the final imple-

mentation. The effectiveness is shown using SQUID

vibration spectra and the cantilever’s thermal proper-

ties.

1 . 0 1 . 5 2 . 0

- 6 0

- 4 0

- 2 0

0

2 0

∆f 0 (m
Hz

)

H e i g h t  ( µm )

 3 6 0  k H z
 5 4 0  k H z
 7 5 6  k H z
 1 0 0 9  k H z

Chapter 4 shows the feasibility of Boltzmann-

polarization-based imaging in MRFM. We study the

time-dependent behaviour of both on- and off-resonant

spins when excited by RF magnetic fields. The results

are confirmed using frequency shift signals measured

using the mechanical generation of RF fields. A vol-

ume sensitivity of (40 nm)3 is achieved. We end with estimates of the expected

volume resolution for a proton sample.

Chapter 5 is devoted to the study of surface and

bulk spins in diamond. Ultra sensitive magnetic force

microscopy at milliKelvin temperatures reveals that a

high magnetic field gradient suppresses spin diffusion,

increasing relaxation times of surface spins. The tech-

nique offers a valuable tool for characterizing dilute

spin systems, which could yield insight on how to re-

duce dissipation in qubits and other nanodevices.
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1.4 Thesis Outline

0 1 0 2 0 3 0 4 0 5 0
- 1

0

1
 R F  p u l s e
 C o m p e n s a t i o n

Am
plit

ud
e (

no
rm

aliz
ed

)

T i m e  ( µs )

Chapter 6 describes the developed flux compensa-

tion scheme used to reduce the crosstalk between the

SQUID-based read-out and the generated RF fields.

The full electrical scheme of the RF- and detection cir-

cuits is described, together with the operation principle

and calibration methods for the compensation. The ef-

fectiveness of the cancellation of flux crosstalk is shown by comparing the performance

of the SQUID (i.e. modulation depth and noise) with and without an active compen-

sation scheme.

1 0 1 0 0 1 0 0 01 0

1 0 0

1 0 0 0

T R
F W

ire
 (m

K)

T  S a m p l e  H o l d e r  ( m K )

 1 0  u W
 1  u W
 1 0 0  n W
 1 0 0  n W  +  C u
 1 0  n W
 1 0  n W  +  C u
 1  n W
 1  n W  +  C u
 0  n W

Chapter 7 contains calorimeter measurements of the

dissipated power when an RF current is passed through

a superconducting RF wire. Various sources of dissi-

pation are discussed, such as eddy currents induced in

surrounding metals and flux-vortex flow in the super-

conductor itself. The chapter concludes with a number

of suggestions to reduce the dissipated power and to limit the resulting increase in

the temperature of the detection chip and sample.

Chapter 8 reports on our attempts to obtain higher

magnetic field gradients whilst reducing the typically

associated drawbacks. It is based on cantilevers with

two affixed magnets, one with a small diameter to in-

crease the maximum field gradient and thereby the spin

signal, and one with a larger diameter several microm-

eters away from the tip of the cantilever to maintain

a high coupling to the detection mechanism. The chapter presents the basic scaling

laws concerning the magnet radius, and calculations of the expected influence on the

MRFM experiment.

Chapter 9 concludes the thesis with a description of

the progress of the easy-MRFM. The proof-of-principle

is given, together with suggestions to improve the per-

formance. This new device could make the technique of

MRFM more widely available for other research groups,

and could shed light on some of the big issues currently

plaguing many nanodevices.
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2

Instrumentation: Fermat and

Yeti

In this chapter, we cover all vital components of the new MRFM setup (Fermat) and the

cryostat in which it was operated (Yeti). The chapter is intended to explain the design choices

made for the various components. Hopefully, this will enable future operators to understand

the design of the setup in detail and to prevent them from repeating our mistakes. This may

guide them to further improve MRFM.

11
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2 Instrumentation: Fermat and Yeti

Figure 2.1: Operating principle of the SQUID-detected low temperature MRFM setup as

used in the Oosterkamp group. Spins in a sample can be investigated via their coupling

to an ultrasoft magnetically-tipped cantilever, the motion of which is measured using a

superconducting pickup loop.

2.1 Introduction

In this work, we have designed and operated a new MRFM, based on the old system

used in our group [38, 53, 54]. The name of the new MRFM is Fermat. The philosophy

behind the setup is based on the idea of a low operation temperature, as introduced

in Ch. 1. The main components of the MRFM are shown in Fig. 2.1. The system

is based on an ultrasoft cantilever with a small magnetic particle attached to the

unclamped end. This magnet is approached to within a micrometer of the sample

located on a detection chip. The magnetic field originating from the magnet couples

to the spins in the sample, which leads to a static force due to the polarization of the

spins. An RF wire is used to apply radio-frequency pulses to alter the magnetization

of the spins, and thereby the force acting on the magnet and cantilever. This results

in changes in the amplitude or resonance frequency of the cantilever. A pickup loop

is used to detect the motion of the cantilever through the position-dependent flux

induced by the magnet. This flux is then sent to a DC-SQUID for ultra sensitive

detection.

The magnetic field originating from the magnet is called the B0 field, in analogy

to conventional NMR. The B0 field is used to create the Boltzmann polarization of

12
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the spins in the sample. Furthermore, the small radius of the magnet results in large

magnetic field gradients, which can be as large as 1 T/µm. These magnetic field

gradients create a distribution of Larmor frequencies in the sample. This allows one

to select which spins are affected by the RF pulse by choosing the pulse frequency

accordingly, which is the basis for high resolution magnetic resonance imaging. The

magnetic field created using the RF wire is typically labeled B1 (following the NMR

convention) or BRF.

In this chapter, we discuss the most relevant components of the new MRFM

setup Fermat and the dilution refrigerator Yeti in which it is operated. We start by

considering the latest design for the detection chip, followed by the properties of the

cantilever. Then we discuss the mechanical details of Fermat, with emphasis on the

positioning and detailed design aspects. We finish by briefly showing the dilution

refrigerator in which the MRFM is installed, with a focus on the vibration isolation.

2.2 MRFM detection chip

As indicated in Fig. 2.1, we rely on a SQUID-based detection scheme. A vital

component in this is the so-called detection chip. The detection chip is typically made

of high-resistivity silicon with a native oxide1, on top of which we have fabricated a

pickup loop and RF wire. The pickup loop and RF wire are fabricated starting from

a 350-400 nm thick NbTiN layer, grown by D.J. Thoen from the Technical University

of Delft [55]. The detailed cleanroom recipe used for the fabrication can be found

in appendix D. A scanning electron microscopy image of the latest generation of

detection chips is shown in Fig. 2.2. In order to understand the full design of the

detection chip, several considerations have to be taken into account, some of which

we will discuss here.

RF wire: The central part of the RF wire is a 300 µm long segment with a width

of 1.0 µm and a thickness of about 300 nm. The decision to go for a width of 1 µm

was a compromise between a desired low current density, for which a wide RF wire is

necessary, and minimal Meissner effect, which was shown to lead to serious deflections

of the cantilever when it is brought close to the RF wire [53]. For these dimensions,

we have measured a direct critical current IC = 28.3 mA at 4.2 K, corresponding to a

critical current density of about 9 · 106 A/cm2, similar to what is found in literature

for high quality NbTiN [56]. When we approximate the shape of the RF wire as an

1Exception: the diamond detection chip used in Ch. 5

13



2

2 Instrumentation: Fermat and Yeti

Figure 2.2: Scanning electron microscope image of the detection chip, taken with a tilt angle

of 45 degrees. The NbTiN RF wire and pickup loops are shown in yellow. Samples should

be placed close to the RF wire for maximal BRF, and close to the pickup loop for minimal

detection noise.

infinitely thin wire of infinite length, the magnetic field at a distance r from the wire

is given by:

BRF(r) =
µ0I

2πr
(2.1)

Thus, a maximum current of 28 mA can be used to generate a rotating frame magnetic

field of 2.8 mT at a distance of 1 µm from the center of the RF wire. Note that the

approximation for the shape of the wire breaks down when the distance to the wire

becomes similar to the width. A field of 2.8 mT would be just enough to perform

MRFM experiments on CaF2 based on the cyclic inversion of the fluoride spins [57].

More properties of the RF wire and connecting circuit are discussed in detail in Ch.

7. In this chapter we also consider the measured dissipation on the RF wire, and

discuss possible origins.

Pickup loop: The detection of the motion of the cantilever is done by measuring

the flux induced in a pickup loop by the magnetic field originating from the magnet

at the end of the cantilever. The pickup loop is made of the same NbTiN as the

RF wire in the same fabrication procedure. Once again, we want to minimize the

Meissner repulsion between the magnet and superconducting lines. Therefore the

lines of the pickup loop have a width of only 500 nm. The latest design for the pickup
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loop is a single turn loop with dimensions 20 x 30 µm2. The pickup loop is placed at

a distance of 2.5 µm from the RF wire, as this would allow MRFM experiments as

close to the RF wire as possible while at the same time having a strong flux coupling

to the pickup loop for minimal detection noise. The downside of placing the pickup

loop this close to the RF wire is an increase in the flux crosstalk resulting from the

generated BRF. However, a flux compensation scheme has been developed to counter

this flux crosstalk, as discussed in Ch. 6. Preferably, the pickup loop is placed even

closer to the RF wire.

The coupling between the pickup loop and the magnet on the end of the cantilever

is straightforward to calculate. In the presence of a magnetic field B, the flux through

a loop is given by

Φp =

∫
B · da =

∫
(∇×A) · da, (2.2)

where the integral is over the entire area of the pickup loop, and in the second step

we have rewritten the magnetic field in terms of the vector potential A. We can use

the Curl Theorem to simplify the calculation:

Φp =

∮
A · dl (2.3)

Now the calculation is reduced to some relatively simple line integrals, given that the

vector potential is known. When we assume the magnet to be perfectly spherical,

an assumption that is justified in Sec. 2.3, from a magnetic point of view it can be

described as a perfect dipole with a certain magnetic dipole moment m. Then, the

vector potential is given by[58]:

Adip(r) =
µ0

4π

m× r̂

r2
=
µ0

4π

m× r

r3
(2.4)

Clearly, the precise coupling depends on the position and direction of magnetization

of the magnetic particle with respect to the pickup loop.

2.2.1 Detection circuit

The induced flux in the pickup loop now has to be transferred to the SQUID. For

this, we use a two-stage detection system, as was described in detail by Wijts (2013)

[53]. The idea behind using a two-stage detection system is to reduce the inductance

mismatch between the low inductance pickup loop and the relatively large inductance

of the SQUID input coil and the wires connecting the pickup loop to the SQUID

input coil. This is done by inserting an intermediary transformer with Lf1 and Lf2
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Parameter Value

Lp inductance pickup loop 0.08 nH
Lpar parasitic inductance 1-2 nH
Lf1 primary inductance flux transformer 0.72 nH

Lf2 secundary inductance flux transformer 360 nH
Lin inductance SQUID input coil 150 nH
Lc inductance calibration transformer 5 nH

κf flux transformer coupling parameter ∼ 0.9
Mf mutual inductance flux transformer 14.5 nH
Mi mutual inductance SQUID input coil 2.44 nH

Table 2.1: definition of the symbols from Fig. 2.3, and the actual values as used in the Fermat

setup, where we use Magnicon two-stage current sensor C70M116W and the Minigrail style

transformer.

the inductances of the primary and secondary coils of the transformer. The schematic

of the circuit is shown in Fig. 2.3. The induced flux in the SQUID ΦSQ resulting

from a flux Φp in the pickup loop for this system is given by:

ΦSQ =
MfMi

L1L2 −M2
f

Φp, (2.5)

with L1 the inductance of the pickup loop circuit, given by L1 = (Lp + Lpar + Lf1),

with Lpar the parasitic inductance of the bonding wires between the pickup loop

and the transformer. L2 is the inductance of the SQUID input coil circuit, given

by L2 = (Lf2 + Lc + Lin), where we neglect the parasitic inductance in this circuit.

Lc is the inductance of the calibration transformer that can be used to inject flux

into the SQUID input coil circuit for calibration or crosstalk compensation. The

mutual inductance of the flux transformer is given by Mf = κf

√
Lf1Lf2, with κf ∼ 0.9

the transformer coupling parameter. All symbols and corresponding values (when

possible) are given in Table. 2.1. Depending on the estimated value for the parasitic

inductance and the coupling parameter, inserting these numbers into Eq. 2.5 results

in a flux transfer efficiency of about 3 - 4%. We can derive a similar equation for the

coupling between the calibration circuit and the SQUID, which we can consider as a

single-stage system due to the 1:1 transformer:

ΦSQ =
Mi

Lf2 + Lc + Lin
Φcal, (2.6)

for which we then find a flux transfer efficiency of 0.47%.

In the actual experiment, the detection chip, flux transformer, and SQUID chip

carrier2 are placed right next to each other, and interconnected with as many parallel

wirebonds as possible to reduce the parasitic inductance. The SQUID input coil can

2Magnicon CAR-1
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Figure 2.3: Schematic of the circuit used for the SQUID-based detection scheme. The flux

in the pickup loop originating from the magnet on the cantilever or from the RF wire is

transferred via a gradiometric flux transformer to the SQUID input coil. The calibration

transformer can be used to calibrate the cantilever-pickup loop coupling or to compensate

flux crosstalk.

be connected via two niobium terminals. The SQUID response is measured using

NbTi in CuNi wiring connected to the Magnicon SQUID electronics3. The output of

the SQUID electronics is connected via an SR560 low noise voltage preamplifier to a

data acquisition card (DAQ).

Multilayer fabrication: There is plenty of room for improvement of the detec-

tion chip. Efforts have been made to create multilayer NbTiN detection chips, as

discussed by de Voogd (2017) [59]. These initial attempts were unsuccessful, prob-

ably due to contamination of the second NbTiN layer, which resulted in extremely

low critical current densities4. However, fine tuning this fabrication process would

offer two interesting possibilities: First of all, the ability to make gradiometric pickup

loops or pickup loops which cross the RF wire can be used to significantly reduce

flux crosstalk from the RF wire. This would allow for experiments to be done much

closer to (or on top of) the RF wire, resulting in higher BRF fields at the position

of the sample. Secondly, creating an optimized on-chip transformer would drastically

reduce the parasitic inductance, which could lead to a more than 10-fold increase of

the flux coupling between the pickup loop and the SQUID.

3Magnicon XXF-1
4Tests of the first generation of multilayer devices in liquid helium showed critical current densities

below 104 A/cm2.
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2.3 Cantilever

The final sensitivity of the MRFM experiment is mainly dominated by the properties

of the cantilever used to detect the forces. One of the most commonly used cantilevers

in the MRFM community was developed by Chui et al. at IBM [7]. It was the

cantilever of choice in some of the most significant achievements of MRFM [12, 14, 16],

and also the one traditionally used in our group. This type of cantilever is made from

single crystal silicon. It is 100 nm thick and has a (constant) width of 5 µm. The

cantilevers are produced in three different lengths: 140, 170, and 200 µm. The choice

for the dimensions of the cantilever is mainly determined by the desire for a low

intrinsic damping and low spring constant, the latter of which is given by [60]

k0 =
1

4

Ewd3

l3
, (2.7)

with w, d, and l the width, thickness, and length of the cantilever, respectively, and

E the Young’s modulus of the material, a value which for silicon is reported to be

between 160 and 200 GPa, depending on the crystal orientation [61]. An additional

factor of 1.030 might be added to equation 2.7, to indicate that the fundamental

flexural mode is 3% stiffer than a beam that is statically bent [62].

Inserting all values for our cantilevers, taking a Young’s modulus of 180 GPa

for silicon, Eq. 2.7 leads to a theoretical bare spring constant of 30 to 80 µN/m,

depending on the selected length. Furthermore, the IBM type cantilevers are known

to have very low intrinsic damping, typically on the order of 10−13 kg/s [38, 63].

Alternatives: In the search for an alternative to the single crystal silicon can-

tilevers5, we have investigated the low temperature properties of silicon nitride (Si3N4)

cantilevers. High stress silicon nitride is well known for its extremely low damping,

and has been used to make MHz frequency drum resonators with Q-factors exceed-

ing 108 [64]. The high quality factors are typically attributed to the fact that most

of the dissipation in Si3N4 is related to deformations and bending of the material.

This is suppressed by placing the material under high in-plane stress. It was hoped

that the damping remains low for soft Si3N4 cantilevers. The Si3N4 cantilevers were

manufactured by NuNano, and can be ordered with extremely low specified spring

constants, even well below 1 µN/m. We have investigated cantilevers with a specified

spring constant of 20 µN/m.6

5Not only is our stock dwindling, we have observed whisker-like residue on the surface of the can-

tilever, which we fear might reduce the quality factors.
6NuNano Ltd, NuVOC series SELECT100-H. Dimensions 130 x 1 x 0.1 µm3, unloaded resonance

frequency 8 kHz.
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Figure 2.4: (a) Photo of the home-built nanomanipulator, with the main components labeled.

(b) SEM image of a cantilever in contact with the NdFeB powder on the nanomanipulator

just before starting the EBID.

At a base temperature of 40 mK, we observed a quality factor of 2.6 · 104 at

a resonance frequency of 1644 Hz, similar to the single crystal cantilevers. In this

respect, as well as in terms of the force sensitivity, the silicon nitride cantilevers

appear to be a viable alternative to the IBM type cantilevers [65]. However, it should

be noted that the electrical resistivity of Si3N4 is expected to be orders of magnitude

larger than that of the silicon used for the IBM cantilevers [66]. This was evident while

imaging the cantilever with the Scanning Electron Microscope (SEM), where charging

of the cantilevers posed a challenge [67]. As this charging might lead to electrostatic

non-contact friction of the cantilever [68], this could be a serious drawback of using

silicon nitride. For this reason, all experiments described in this thesis were performed

using the IBM type single crystal silicon cantilevers.

2.3.1 Attaching magnets

In the Oosterkamp group, we use the magnet-on-cantilever approach to do MRFM

experiments. We attach these micrometer-sized magnets in a SEM using a nanoma-

nipulator [69] (see Fig. 2.4(a)). We use this manipulator to approach the cantilever

towards a Nd2Fe14B powder7. A micron-sized spherical particle from this powder is

attached using Electron Beam Induced Deposition (EBID) of platinum. After the

particle has been attached, it is magnetized in the desired direction in a 5 T field at

room temperature. The expected remanent magnetization of the particle after this

process is about 1.3 T [70]. The process can be seen in figure 2.4 (b).

7Magnequench, MQP-S-11-9
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The resonance frequency can be determined within the SEM by driving the can-

tilever electrostatically. By measuring the resonance frequency before and after the

magnetic particle is attached, the spring constant of the cantilever can be determined

using the added mass method[60]. The resonance frequency of a cantilever loaded

with a known additional mass ma is given by

floaded =
1

2π

√
k0

mbare +ma
(2.8)

By using that mbare = k0/ (2πfbare)
2
, we can rewrite Eq. 2.8 in term of the spring

constant to obtain

k0 = (2π)
2 ma(

1
f2
loaded

− 1
f2
bare

) (2.9)

The value for the stiffness obtained from this measurement can be compared with the

numerical result of Eq. 2.7 and with finite element analysis.

2.3.2 Description of the cantilever motion

Nearly all MRFM measurements are done by driving the cantilever with a small am-

plitude near the resonance frequency, either using electrostatic interactions, a piezo-

electric element, generated magnetic fields [50], or by the spins directly [71]. In all

these cases, the motion of the cantilever is well-described by a simple damped-driven

harmonic oscillator, with an equation of motion given by

Fext = mẍ+ Γẋ+ k0x, (2.10)

where Fext is the force exerted on the cantilever, m the effective mass, and Γ the

damping rate of the resonator. Assuming a sinusoidal driving force, Fext(ω) = F0e
iωt,

the amplitude of the steady-state oscillation is given by:

A(ω) =
F0

k0

ω2
0√

(ω2
0 − ω2)

2
+
(
ω0ω
Q

)2
, (2.11)

with ω0 = 2πf0 =
√

k0
m , and Q the quality factor, given by Q = mω0/Γ.8

It is now easy to see why MRFM is capable of detecting such minuscule forces.

First of all, the low spring constant means that a small force is converted to a large

8The quality factor Q is formally defined as 2π times the energy stored in the resonator divided by

the energy lost per oscillation cycle.
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amplitude9. Secondly, we can compare the amplitudes of the cantilever when driven

on-resonance (ω = ω0) and off-resonance. We then find that when an external force,

for example a spin signal, is on-resonance with the cantilever, it leads to an amplifi-

cation of the amplitude equal to the quality factor, which can be greater than 5 · 104

for the type of cantilevers used.

When we look at frequencies close to the resonance frequency (ω0 ≈ ω) and at

a high quality factor cantilever with low damping (Γ/2m � ω0), Eq. 2.11 can be

approximated by

A(ω) ' F0

k0

ω0/2√
(ω0 − ω)

2
+
(
ω0

2Q

)2
, (2.12)

which shows that when measuring the transfer function of the cantilever, the square

of the signal can be fitted by a Lorentzian function to obtain the relevant properties

of the resonator.

Alternatively, one can fit the phase instead of the amplitude to obtain the same

properties. While sweeping the frequency over the resonance frequency, the phase

changes by π. The measured phase curve can be fitted to the following equation: [72]

φ(ω) = φ0 + arctan

[
2Q

(
1− ω

ω0

)]
(2.13)

which directly indicates that the slope of the linear regime close to the resonance

frequency is proportional to the Q-factor. An example of a typical measurement of

the properties of the cantilever, including a combined fit to the square of Eq. 2.12

and to Eq. 2.13, can be seen in Fig. 2.5.

2.4 Fermat

The detection chip and cantilever discussed in the previous sections are placed in the

new MRFM setup, named Fermat. A schematic of Fermat with the most important

components labeled is presented in Fig. 2.6(a). In this section we discuss these com-

ponents one by one. We start by considering the cantilever holder. Secondly, we

discuss the positioning system, which consists of the piezoknob-based coarse position-

ing stage, and the piezostack-based finestage. Here we will look at both the mechanics

9Assuming a detection noise floor of 10 pm/
√

Hz, femtoNewton forces can be detected
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Figure 2.5: Measurement of the transfer function of a cantilever. (Top left) the amplitude

and (bottom left) phase of the SQUID signal versus the piezo drive frequency. The solid red

lines are fits according to the square of Eq. 2.12 and to Eq. 2.13, the dashed red line indicates

the resonance frequency. On the right, the data from the figures (a) and (b) are plotted in

a polar plot, where a harmonic oscillator gives a circle. For this particular measurement, f0

= 2982.67 Hz, and Q = 14.5 · 103.

as well as how to determine the position of the cantilever with respect to the sample.

Finally, we discuss the sample holder and thermalization. A photograph of the fully

assembled MRFM is shown in Fig. 2.6(b).

2.4.1 Cantilever holder

The cantilever, described in Sec. 2.3, is mounted at the end of the cantilever holder,

shown in Fig. 2.7. The bulk of the cantilever holder is made of gold-plated bronze

because of its high stiffness and reasonable thermal conductance at low temperatures.

At the end of the holder, a small slot houses a piezoelectric element10. This piezo is

electrically insulated from the rest of the cantilever holder, and is capped by a thin

metal plate to reduce stray electric fields.

The cantilever is placed in a PEI holder glued to the top of the piezo, and held

in place using a brass leaf spring. This leaf spring, in turn, is clamped rigidly into a

copper core inside the bronze housing. The copper core is electrically insulated from

the housing by a thin layer of stycast. A silver wire can be attached to the end of the

copper core, which is used to thermalize the cantilever and to apply a voltage bias

to the cantilever. This last feature can be useful when charging of the cantilever or

10PI PL022.31 PICMA-Chip Ceramic Insulated Piezo Actuator
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Figure 2.6: (a) Schematic overview of Fermat, with the most important components labeled.

In this section, we will discuss in detail the cantilever holder, positioning (piezoknobs +

finestage), and sample holder. (b) Photograph of Fermat as it was operated in the summer

of 2018, during which the data for Ch. 3 and Ch. 4 were obtained.

Figure 2.7: (a) Design and (b) photograph of the cantilever holder used in Fermat. Also

visible are the silver wire used for thermalization and the cantilever-piezo connector.
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sample is an issue.11 To date, it has never been necessary to use this feature.

A photograph of the actual cantilever holder is shown in Fig. 2.7(b) next to a

1 euro coin for scale. Also visible is a silver wire (annealed to increase the thermal

conductance) and the connector for the piezoelectric element. The cantilever holder

is placed into the motor plate from Fig. 2.6. Three adjustment screws can be used to

horizontally translate the cantilever holder in the motorplate, a useful feature when

doing the room temperature alignment of the cantilever with respect to the pickup

loop before cooling down, as discussed further in Sec. 2.4.3.

2.4.2 Piezoknobs and finestage

Moving the cantilever with respect to the sample is done using two separate posi-

tioning stages. The fine positioning of the cantilever requires reproducible nanometer

accuracy, and is done using a piezostack-based finestage. This finestage is used to

move the sample holder with respect to the cantilever holder, and was described in

detail by previous PhD students from our group [53], to which we refer the interested

reader. For coarse positioning we use an improved version of the piezoknob-based po-

sitioning stage used in the old MRFM setup in our group [38, 53, 54]. The new stage,

shown in Fig. 2.8, also uses JPE piezoknobs mounted on spindles12. A piezoknob

is a stick-slip-based motor which uses piezoactuators to apply a torque on an axis

called the spindle. Three of these motors are positioned in a triangular geometry,

where the cantilever holder is located at the Fermat point of this triangle13. The

spindles are mounted in nuts, both made of steel coated with diamond-like-carbon to

reduce friction, with a thread spacing of 250 µm. At the end of each spindle there is

a small aluminum-oxide sphere which rests on two parallel hardened steel rods (see

Fig. 2.9(a)). Rotating the piezoknobs changes the effective length of the spindles and

induces a tilt of the motor plane, which in turn moves the cantilever.

The idea of this new triangular geometry was to increase the reliability of the

motors, but even now the reliability remains an issue. In Fig. 2.9 signs of wear are

visible both on the steel rods and on the tip of the spindle (in this earlier version, the

tip was made from silicon nitride). To reduce wear and increase the reliability of the

motors, we have replaced the silicon nitride tips on the spindles with aluminum-oxide

tips. Additionally, we have added extra weight around the piezoknobs to increase the

11Fluctuating charges are often held responsible for non-contact friction and increased frequency

noise in MRFM.
12Janssen Precision Engineering, CLE 2601
13The name Fermat for the new MRFM setup is based on this triangular layout.
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Figure 2.8: (a) Design of the JPE CLA 2601 piezoknobs (figure adapted from JPE). The

sliding contact visible in the design is disabled in the actual implementation. (b) Photograph

of the piezoknobs-based coarse positioning stage used in Fermat. The red arrow indicates

one of the capacitors used for the absolute positioning.

Figure 2.9: Optical microscope images of the observed wear on (a) the steel rods and (b) the

silicon nitride spindle tips. After these observations, the silicon nitride tips were replaced by

aluminum-oxide ceramic tips.

inertia. Furthermore, we have reduced the pre-stress necessary for the operation

of a stick-slip motor to the lowest possible value. Finally, we have disabled the

sliding contact typically used for operation of the piezoknobs, and instead allow the

cables and motor to rotate freely. After these changes, the motors have become

more reliable, working with a typical low-temperature efficiency of 50.000 steps per

rotation, equivalent to a change in effective spindle length of about 5 nm per step.

The dissipation has been measured to be less than 1 mJ/step, sufficiently low that

continuous operation of the piezoknobs in a dilution refrigerator is possible. For
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example, at a step rate of 10 Hz, the generated heating power is 10 mW, equivalent

to the cooling power of our cryostat at 300 mK.

Absolute position: Moving the piezoknobs has the effect of tilting the motor plate,

thereby moving the cantilever below it. The absolute position of the cantilever can be

measured using three sets of capacitor plates, one located next to each of the spindles

(see the red arrow in Fig. 2.8(b)). By measuring the capacitance with sub-attoFarad

resolution using an Andeen-Hagerling 2500a 1kHz automatic capacitance bridge, the

length of all spindles can be calculated. From these lengths the tip position can be

calculated with a precision of about 50 nm. The calculation translating the length of

the different spindles to the relative position of the tip of the cantilever is very similar

to the calculation described by de Voogd [59]. We have defined the right-handed

coordinate system in such a way that from the center of the pickup loop the X-axis

points towards motor 1 and the Z-axis is directed upwards. The X-direction is also

the soft-direction of the cantilever.

2.4.3 Alignment and positioning

Alignment at room temperature: The cantilever is aligned above the detection

chip at room temperature using an optical microscope. In this alignment, one has

to take into account thermal drift during cooldown, due to the different thermal

expansion coefficients of the various components. Typically we measure a horizontal

drift of about 50 µm in the direction away from the finestage piezo’s, dominated by

the contraction of the aluminium finestage. The vertical thermal drift is less than 20

µm. Note that the measured height using the capacitance read-out indicates a change

in Z of about 50 µm, but this is due to the high thermal contraction of the capacitor-

plates, made out of FR-4. This means that the measured increase in spindle length

is actually an increased spacing between the capacitor plates. With this knowledge,

the room temperature alignment procedure is the following:

1. Use the piezoknobs to place the cantilever at a height of approximately 50

µm above the surface of the pickup loop, with all spindles at the same length

(measured using the capacitance read-out) to minimize the tilt of the cantilever

with respect to the surface.

2. Use the adjustment screws (see Sec. 2.4.1) to horizontally move the cantilever

such that it is in the center of the pickup loop. This location is then defined as

(X,Y, Z) = (0, 0, 50).
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Figure 2.10: Calculated flux coupling in µΦ0/nm between the magnetic particle (radius 1.7

µm) and the SQUID at a surface-to-surface distance of 1.0 µm. We have assumed a flux

coupling efficiency between the pickup loop and the SQUID of 3.7%. A negative coupling

corresponds to a 180 degree phase shift of the measured signal with respect to the driving

signal send to the piezo. The location of the pickup loop and RF wire is shown in red.

3. Use the piezoknobs to move the cantilever to position (X,Y, Z) = (50,−50, 50),

as this is the approximate position where the center of the pickup loop will be

after all thermal contraction.

Low temperature positioning: Following the alignment procedure outlined be-

fore, the cantilever will be within tens of micrometers of the pickup loop after

cooldown. At this point, in order to find the position of the cantilever relative to

the pickup loop and sample, we combine the absolute positioning using the capac-

itance measurement with our knowledge about the coupling between the motion of

the magnetic particle at the end of the cantilever and the pickup loop, as described

in Sec. 2.2. A calculation of this coupling in the XY plane at a surface-to-surface

separation of 1.0 µm is shown in Fig. 2.10. For this calculation we have assumed a

flux coupling efficiency η = 3.7%, and a magnetic particle with a radius of 1.7 µm. A

negative coupling in Fig. 2.10 should be interpreted as a 180-degree phase shift be-

tween the measured SQUID signal and the driving signal sent to the piezo. Especially

the crossings from a positive to a negative coupling are clear indications of the exact

location of the edges of the pickup loop in the X-direction. For the Y-direction, we

look for an optimum in the coupling strength to find the center of the pickup loop.

In principle, the map from Fig. 2.10 can be used to find the exact position with
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respect to the pickup loop when all experimental parameters are completely under

control. However, in practice this is not the case, as for instance the direction of the

magnetization of the magnet might not be perfectly aligned with respect to the pickup

loop. Furthermore, the piezoknob coarse positioning stage described in the previous

section is not as stable as it should be. The combination of some space between

the spindles and nuts and the low pre-stress allow for some horizontal play when the

motors are used. The capacitance measurement is not sensitive to horizontal shifts of

the capacitor plates, meaning that the final position accuracy in the horizontal plane

is at best 5 µm. Therefore, we need to find additional ways to determine the position

with respect to the pickup loop and sample, which does not involve moving the coarse

stage.

Positioning checks: We have devised three checks that can be used to decrease

the uncertainty in the actual position.

The first check is to drive the cantilever using the cantilever piezo, and measure

the sign (phase) of the coupling. As can be seen from Fig. 2.10, the sign indicates

whether you are inside or outside of the pickup loop in the X direction.

The second check is to apply a DC current and thus a DC field using the RF wire.

A slight tilt of the moment m of the magnet on the cantilever with respect to the

RF wire induces a vertical force given by Fz = ∂
∂z (m ·BDC). The force induces a

frequency shift given by

∆fDC = f0

(√
1 +

y0Fzl2

Ed3w
− 1

)
, (2.14)

with y0 = 0.295 for the fundamental mode [74]. The force has an opposite sign at

opposite sides of the RF wire. So, the sign of the DC field induced frequency shift

indicates whether the cantilever is positioned to the left or to the right of the RF

wire.

Finally, driving the cantilever using the RF wire induces a torque τ = m×BRF.

For our geometry with the magnetic moment aligned in the X-direction (parallel to

the RF wire) the resulting cantilever amplitude is then given by

A =
mxBzl

2

Ewd3
, (2.15)

withBz the vertical component of the magnetic field (see Eq. 2.1) at the location of the

magnet. A plot of the expected cantilever amplitude when torsionally driven using the

RF wire is shown in Fig. 2.11(a). We can combine this position-dependent cantilever
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(a) (b) (c)

(d)

Figure 2.11: Calculations along a line perpendicular to the RF wire, 2 µm outside of the

pickup loop, at a height of 1.0 µm above the pickup loop, showing (a) the amplitude of

the cantilever when torsionally driven by a 1 nA current, without taking into account the

Q-factor, (b) the coupling between the magnetic particle (radius 1.7 µm) and the SQUID,

assuming a flux coupling efficiency of 3.7%, and (c) the expected signal measured in the

SQUID. The dashed red lines indicate the position of the RF wire and pickup loop. Figure

(d) shows the same calculation as shown in (c), but now calculated for the full XY plane at

a height of 1.0 µm above the surface. The solid red lines indicate the position of the RF

wire and pickup loop.
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Figure 2.12: Drawings of the three checks which together can be used to obtain the ap-

proximate position above the detection chip without using the coarse positioning stage. The

sign conventions are arbitrary, as these depend on the specific experimental parameters, and

should be determined in advance.

amplitude with the position-dependent coupling (Fig. 2.11(b)) to obtain a map of

the flux induced by the driven cantilever versus position. This map, calculated for a

surface-to-surface separation of 1.0 µm, is shown in Fig. 2.11(d). When the signal is

measured at several positions using the finestage, the sign of the slope of the coupling

gives additional information about the distance to the RF wire. Note that in this

calculation we neglected the effects of a small misalignment of the magnetic moment

with respect to the RF wire. Furthermore, we ignore the direct crosstalk between the

RF wire and the pickup loop. However, since this crosstalk has a constant amplitude

and phase in the narrow frequency range required for this measurement, this can be

easily corrected for.

A summary of the three checks is shown in Fig. 2.12. It should be clear that

combining all three checks divides the detection chips into 12 segments which can

be distinguished from each other by the combination of all checks. Note that the

sign convention used in Fig. 2.12 is chosen arbitrarily, so the actual signs should be

determined in advance once.

2.4.4 Sample holder and temperature control

An overview of the sample holder with all relevant components labeled is shown in Fig.

2.13. The sample holder, made of gold-plated copper for maximum heat conductance

to the sample, carries the detection chip, flux transformer, and SQUID, as well as
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Figure 2.13: Photograph of the sample holder of Fermat with the most important compo-

nents labeled: (1) detection chip; (2) gradiometric transformer as described in section 2.2.1;

(3) SQUID in CAR-1 carrier; (4) Nb foil for RF circuit; (5) SQUID wiring (4 twisted pairs,

NbTiN in Cu, gold-plated copper shielding); (6) connection to compensation coil; (7) AR3

low temperature thermometer; (8) 100 Ω-heater; (9) Corrugated silver foil for thermalization.

the sample thermometer14 and heater15. The sample holder is placed in the housing

of Fermat, made of tantalum-coated copper. The tantalum coating was chosen for

magnetic shielding of the SQUID, as tantalum is a superconductor with a critical

temperature of approximately 4.5 K with a critical field of 83 mT. To connect the

microscopic RF wire to the macroscopic wiring, we use aluminium wirebonds to two

niobium strips on a FR-4 substrate. The wiring is then connected via a clamping

contact using niobium screws and rings.

As noted before, the sample holder is placed on the aluminium finestage. As this

aluminium becomes superconducting and thus is a very poor heat conductor, the

sample holder is thermalized using corrugated silver foil connected to silver strips,

which in turn are attached directly to the bottom mass of the vibration isolation. A

tuned PID temperature controller is used to control the temperature of the sample

holder with a temperature stability better than 10 µK at low temperatures, and very

short time constants, as shown in Fig. 2.14, where we show the time response of the

measured sample holder temperature (blue line) and applied power (red line) to a

change in the temperature setpoint (black line). The short time constant indicates

high thermal conductance and a low heat capacity of the sample holder.

14HDL AR3, calibrated for temperatures 10 mK - 1 K, read-out using a Picowatt AVS-47
15SMD 100 Ω with silver housing
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Figure 2.14: Thermal response of the sample holder to a change in the PID temperature

setpoint (black line). The measured temperature (blue line) reaches a stable temperature

within seconds due to the finely tuned PID controlling the heater power (red line) with nW

accuracy.

2.5 Cryostat Yeti

Cryogen-free dilution refrigerator: All experiments described in this thesis

have been performed in a dilution refrigerator16, nicknamed Yeti. The design of the

cryostat can be seen in Fig. 2.15. It has a base temperature of approximately 8

mK, with a measured cooling power of 1100 µW at 120 mK. A two-stage pulsetube

cryocooler17 is used to cool the cryostat to liquid helium temperatures. The advantage

of using a pulsetube (PT) is that no cryogenic liquids are required, which cuts down on

the operating costs and extends the length of experiments at the lowest temperatures.

However, because a PT relies on varying helium pressure between 7 and 22 bar [75],

using it comes at the expense of increased vibrations [76, 77].

Reducing vibration levels: To reduce the vibration levels at the coldest plate,

often called the mixing chamber plate (MC-plate), a number of vibration isolation

measures have been taken, all highlighted in the subfigures in Fig. 2.15. The mod-

ifications were described in detail by Den Haan et al. for the older cryostat in the

lab, nicknamed Olaf, the little snowman [77]. To reduce the effect of mechanical

noise from external sources like pumps and people, the cryostat is suspended from a

16Leiden Cryogenics CF-CS81-1400-Maglev
17Cryomech, PT420
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Figure 2.15: Schematic overview of the Yeti dilution refrigerator. The various vibration

isolation measures are indicated by the numbers: (1) The vibration damping foam used to

dissipate the motion of the pulsetube (PT); (2) Soft vertical heatlinks which connect the

50K-plate to the PT 50K-stage; (3) The “cartwheel-design” heatlinks connecting the 4K-

plate to the PT 4K-stage; (4) The suspension of the still from springs. Two cylindrical eddy

current dampers are installed to dissipate the vibrational energy. The still is interconnected

using a flexible bellow. Note that the red blocks in the picture are removed before cooldown;

(5) Low temperature multi-stage vibration isolation, explained in detail in Ch. 3.
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heavy concrete temple, which in turn rests on a foundation separated from the rest

of the building. The idea here is that external forces acting on a stiff, heavy system

introduce only little displacement. This method is generally used to damp external

vibrations, but is not sufficient when the main source of noise is located within the

cryostat itself, as is the case with a pulsetube.

The hoses connecting the compressor of the PT to the rotary valve used to vary

the helium pressure make a large loop (diameter ∼ 2 m). The top of the loop is

suspended from the ceiling with ropes, and the bottom of the loop buried in loose

sand to dampen the vibrations from the compressor. The hoses are placed inside

an acoustic isolation box which is in part intended to reduce acoustic noise in the

cryostat, but is mainly needed for the comfort of the cryostat operator.

The PT itself is mechanically disconnected from the 4K-plate, 50K-plate, and RT-

plate. At the RT-plate, the PT is placed on vibration damping foam to dissipate

mechanical energy18. At the 4K-plate and the 50K-plate, soft copper heatlinks are

placed in order to obtain a high thermal conductance in combination with a low

stiffness. The heatlinks are TIG welded in argon to prevent oxidation during welding.

The bolts that connect the heatlinks to the plates are fastened using a torque of 33

Nm. All clamping contacts contain molybdenum washers to increase the force of the

thermal contact. We obtain a measured heat-conductance between the 4K-plate and

the 4K-stage of the PT of 6.7 W/K, very close to the 7.9 W/K measured when the

PT was still rigidly connected. The 4K-plate has a new base-temperature of 4.8 K

because of the high thermal load coming from the large number of cables.

To further reduce vibrations that couple into the cryostat via paths other than

the stages of the PT, the rigid G10 poles between the 4K-plate and the still-plate are

disconnected from the still-plate. Instead, the bottom three plates of the cryostat are

suspended from 18 stainless steel springs19. The springs are mounted in 9 pairs, and

are placed at an inward angle of 12 degrees, and a sideways angle of 21 degrees to

prevent low-frequency horizontal and rotational motion. The total suspended mass

is assumed to be about 130 kg, including the experiments. The total system should

behave like a second order low-pass filter with a corner frequency of approximately

3.3 Hz, a value chosen such that it is in between the PT higher harmonics at 2.8

and 4.2 Hz. Preferably, one would like the corner frequency to be well below the

PT fundamental frequency of 1.4 Hz, but this was not possible given the limits on

the maximal extension of the springs. Two eddy current dampers are placed off-axis

between the still-plate and the 4K plate to dampen the residual motion of the still-

plate with respect to the 4K-plate. The eddy current dampers can be used as ”touch

18Bilz Vibration Technology AG, Insulation pads B30
19Amatec E0500-075-3000S, spring constant 3.03 N/mm, initial tension 10.2 N.
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sensors” by checking whether there is an electrical connection between the two halves

of the damper.

The final component of the vibration isolation is a three-stage mechanical low-

pass filter suspended from the mixing chamber. The design and performance of this

system are discussed in Ch. 3.
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Vibration isolation with high

thermal conductance for a

cryogen-free dilution

refrigerator

We present the design and implementation of a mechanical low-pass filter vibration isolation

used to reduce the vibrational noise in a cryogen-free dilution refrigerator operated at 10

mK, intended for scanning probe techniques. We discuss the design guidelines necessary

to meet the competing requirements of having a low mechanical stiffness in combination

with a high thermal conductance. We demonstrate the effectiveness of our approach by

measuring the vibrational noise levels of an ultrasoft mechanical resonator positioned above

a superconducting quantum interference device (SQUID). Starting from a cryostat base

temperature of 8 mK, the vibration isolation can be cooled to 10.5 mK, with a cooling power

of 113 µW at 100 mK. We use the low vibrations and low temperature to demonstrate

an effective cantilever temperature of less than 20 mK. This results in a force sensitivity

of less than 500 zN/
√

Hz, and an integrated frequency noise as low as 0.4 mHz in a 1 Hz

measurement bandwidth.

This chapter has been published as M. de Wit, G. Welker et al., “Vibration isolation with high

thermal conductance for a cryogen-free dilution refrigerator”, Review of Scientific Instruments, Vol.

90, p. 015112, Jan. 2019
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3.1 Introduction

In recent years, there is ever-increasing interest in the ability to work at very low

temperatures with minimal mechanical noise. This is evidenced by the large number

of low-temperature instruments developed for this purpose in a variety of scanning

probe techniques, such as Scanning Tunneling Microscopy (STM) [78–89], Atomic

Force Microscopy (AFM) [90, 91], Magnetic Resonance Force Microscopy (MRFM)

[16, 37, 92], and other scanning probe techniques [93–96]. Other examples include

instruments intended to investigate the quantum properties of macroscopic objects

where resonators with extremely low mode temperatures are required [97, 98]. How-

ever, vibration sensitive measurements at low temperatures remain a technological

challenge, one of the reasons being the added vibrational noise introduced by the

cooling equipment.

The specific vibrational requirements vary depending on the technique. STM

and the related Scanning Tunneling Spectroscopy (STS) are notoriously sensitive to

changes in the tip-sample distance z. The tunneling current is exponentially de-

pendent on this distance [99], leading to a required stability below 1 pm within the

bandwidth (BW ) of the I/V converter (typically a few Hz to several kHz) [83, 84, 86].

For techniques like AFM, Magnetic Force Microscopy (MFM), and MRFM, the low

frequency stability criteria are less strict, with δz ≤ 10 pm [77, 90, 91]. Addition-

ally, these techniques also require low vibration levels near the resonance frequency

of the cantilever (typically 1-100 kHz). The upper limit on the allowed vibration

noise around the cantilever frequency can be derived from the thermal displacement

noise. This depends on the cantilever’s properties and operating temperature. For

our specific MRFM setup, we aim for vibrations near the resonance frequency on the

order of tens of femtometers per unit bandwidth at a temperature of 100 mK.

Global solutions that attenuate vibrations outside of the cryostat work very well

for a wide variety of systems. Common measures include, e.g., mounting of the

cryostat on a heavy platform, placing pumps in separate rooms or using sand to

dampen vibration transfer via vacuum lines [84–88]. However, a local solution within

the cryostat may be required when, for instance, it is not possible to create a stiff

mechanical loop between the tip and the sample, or when the cryostat is based on a

cryocooler, e.g., a pulsetube, in which case significant vibrations are generated within

the cryostat itself [76, 100]. In these cases, one has to solve the combined problem

of obtaining a high thermal conductance with low vibration noise, which is generally

considered hard to do [101, 102]. The reason for this is that most vibration isolation

systems are based on a mechanical low-pass filter with a corner frequency well below

the desired operating frequency of the instrument, which means the stiffness of the
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vibration isolation should be low. However, the thermal conduction scales with the

cross-sectional area of the thermal link, and is therefore higher for a stiff connection.

These conflicting requirements for the stiffness of the vibration isolation often lead

to a compromise for one of the two properties [103–105]. Here we present a design

which optimizes both aspects.

The vibration isolation presented in this article is intended to be used for a low

temperature MRFM setup, where an ultrasoft resonator is used to measure the prop-

erties of various spin systems [106]. Due to the low stiffness and high quality factor

of the resonator, the system is extremely sensitive to small forces [48], and therefore

to vibrations. We explain the correspondence between electrical and mechanical net-

works, as this analogue proves to be very useful for calculating the optimal design of

our mechanical filter. The filter we present here was designed to fit in an experimental

space of 55 cm length and to carry a load of several kilograms. It should be effective in

the frequency range starting from 50 Hz up to about 100 kHz. However, our general

design principles also allow us to build a filter with a different bandwidth, tailored to

the frequency range needed in scanning probe techniques such as STM/STS and AFM

or for experiments working towards macroscopic superpositions. We will demonstrate

the effectiveness of the vibration isolation by analyzing the displacement noise spec-

trum and thermal properties of the MRFM resonator, showing that our method has

allowed us to successfully combine a high thermal conductance and low mechanical

vibrations.

3.2 Filter design

Commonly, the development of mechanical vibration isolation relies heavily on finite

element simulations to determine the design parameters corresponding to the desired

filter properties. In these simulations, the initial design is tweaked until the desired

filter properties are found. Instead, we determined the parameters of our mechani-

cal filter by first designing an electrical filter with the desired properties, and then

converting this to the mechanical equivalent using the current-force analogy between

electrical and mechanical networks. This allows us to precisely specify the desired

filter properties beforehand, from which we can then calculate the required mechan-

ical components. We therefore find the optimal solution using analytical techniques

rather than using complex simulations. As we will see later, this also allows us to

use our design principle across many frequency scales without requiring a new finite

element analysis. The corresponding quantities for the analogy between electrical

and mechanical circuits are found in Table. 3.1. We choose the current-force analogy
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Electrical Mechanical

Variable Symbol Variable Symbol
Current I (A) Force F (N)
Voltage U (V) Velocity v (m/s)

Impedance Z (Ω) Admittance Y (s/kg)
Admittance Y (1/Ω) Impedance Z (kg/s)
Resistance R (Ω) Responsiveness 1/D (s/kg)
Inductance L (H) Elasticity 1/k (m/N)
Capacitance C (F) Mass m (kg)

I

U

R, L, iw
1
iwC F

v

D iwmk
iw1 1, ,

Table 3.1: Table of corresponding electrical and mechanical quantities.

over the voltage-force analogy [107] because the former conserves the topology of the

network.

To design our desired filter, we follow the method of Campbell for the design of

LC wave-filters [108]. Campbell’s filter design method is based on two requirements:

• The filter is thought to be composed out of an infinite repetition of identical

sections, as shown in Fig. 3.1(a), where a single section (also called unit cell) is

indicated by the black dotted box.

• The sections have to be dissipationless to prevent signal attenuation in the

pass-band. Therefore the impedances of all elements within the section have to

be imaginary.

Following these requirements, the edges of the transmitted frequency band of the filter

are defined by the inequality

−1 ≤ Z1

4Z2
≤ 0 (3.1)

The iterative impedance is the input impedance of a unit cell when loaded with this

impedance. In order to prevent reflections within the pass-band, the signal source

and the load should have internal impedances equal to Ziter. The iterative impedance

should be real and frequency-independent, because this maximizes the power transfer

within the pass-band and is easiest to realize.
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Figure 3.1: a) General scheme of a filter composed of identical sections, with one unit cell

indicated by the black dotted box. b) Three options for the design of the unit cell for an LC

filter, with below the corresponding values for the iterative impedance Ziter.

There are three principle choices for the unit cell, all given in Fig. 3.1(b). The

total attenuation is determined by the number of unit cells. Each unit cell acts like a

second order filter, adding an extra 40 dB per decade to the high frequency asymptote

of the transfer function. This attenuation is caused by reflection, not by dissipation,

which is very important for low-temperature applications.

The design of the mechanical filter is straightforward when we use the third option

from Fig. 3.1(b) with Z1 = 1
Y1

= iωL, and Z2 = 1
Y2

= 1
iωC . The resulting electrical

low-pass filter is shown in Fig. 3.2(a). Note that the two neighboring 2Z2 in the

middle add up to Z2. We can use Eq. 3.1 to calculate the band edges: ω1 = 0 and

ω2 = 2√
LC

.

With the electrical filter figured out, we make the transfer to the mechanical filter

according to the correspondence as outlined in Table. 3.1. As the electrical inductance

corresponds to mechanical elasticity, the coils are replaced by mechanical springs with

stiffness k. The capacitors are replaced by masses in the mechanical filter. Note that

the first mass has the value m
2 due to the specific unit cell design. The current

source becomes a force source and the electrical input and load admittances become

mechanical loads (dampers). The final mechanical circuit is depicted in Fig. 3.2(b).

Going to the mechanical picture also implies a conversion between impedance and

admittance in Eq. 3.1:

−1 ≤ Y1

4Y2
≤ 0 (3.2)
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Figure 3.2: a) Electrical filter consisting of two unit cells. b) Corresponding mechanical

filter.

With Y1 = k
iω and Y2 = iωm, this leads to the band edges ω1 = 0 and ω2 = 2

√
k
m .

We now have a design for the unit cell of a general mechanical low-pass filter.

The bandwidth and corner frequency are determined by the choice of the stiffness k

and mass m, which can be tailored to the needs of a specific experimental setup. In

practice, only corner frequencies between a few Hz and 50 kHz can be easily realized.

At too low frequencies, the necessary soft springs will not be able to support the

weight anymore, whereas above 50 kHz, the wavelength of sound in metals comes

into play, potentially leading to the excitation of the eigenmodes of the masses.

A second practical challenge is the realization of the damper at the end of the

filter. It should be connected to the mechanical ground, just as an electrical load

is connected to the electrical ground. This is, however, not possible, because this

mass reference point is defined by earth’s gravity. The alternative to a damper as a

real-valued load is using a purely reactive load: more mass. Simulations show that

adding mass to the m
2 of the filter’s last mass does not significantly alter the frequency

characteristics of the filter, and even increases the attenuation. There is no strict limit

on the weight of the added mass. In fact, adding more will, in principle, improve the

filter. In practice, the limit depends on the choice of springs, which should be able to

carry the weight whilst staying in the linear regime. The downside of replacing the

damper with mass is that we lose the suppression of the resonance frequencies of the

filter. We have chosen a final mass with a weight equal to the previous mass. The

circuit diagram and schematic for the final design of the mechanical low-pass filter is

shown in Fig. 3.3. Note that the damper at the input is missing, for experimental

reasons which will be explained in Sec. 3.4.2.
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Figure 3.3: (a) Circuit diagram and (b) schematic overview of the mechanical low-pass filter

based on the outlined theory. Note that the damper at the input is missing.

3.3 Practical design and implementation

Our setup is based on a Leiden Cryogenics CF-1400 dilution refrigerator with a base

temperature of 8 mK and a measured cooling power of 1100 µW at 120 mK. The

cryostat was modified to reduce the vibration levels at the mixing chamber following

the approach outlined by Den Haan et al. [77] for a different cryostat in our lab. We

have mechanically decoupled the two-stage pulsetube cryocooler from the cryostat,

and suspended the bottom half of the cryostat from springs between the 4K-plate

and the 1K-plate. In the rest of this paper, we focus only on the implementation and

performance of the mechanical low-pass filter below the mixing chamber.

The design of the vibration isolation based on the theory outlined in Sec. 3.2 can

be seen in Fig. 3.4(a). The isolation consists of three distinct parts: the weak spring

intended to carry the weight, the 50 Hz low-pass filter acting as the main vibration

isolation filter, and an additional 10 kHz low-pass filter used to remove mechanical

noise from the cold head of our pulsetube at 24 kHz.

The 50 Hz filter consists of 4 separate gold-plated copper masses, each connected

by 3 springs. The top mass has half the weight of the other three masses, as dictated
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Figure 3.4: (a) Schematic drawing of the full design of the low temperature vibration iso-

lation. It consists of a weak spring, a 10 kHz low-pass filter and a 50 Hz low-pass filter.

The full length of the assembly is about 50 cm. The experiment can be mounted below the

bottom mass. (b) Detailed schematic of the springs interconnecting the masses. The design

is such that the springs can be replaced even after the filter is fully assembled and welded.

(c) Detailed schematic of the thermal connection between the mixing chamber and the top

mass. To get as little interfacial thermal resistance as possible, the copper rods are pressed

directly against the mixing chamber. (d) Detailed schematic of the heatlinks interconnecting

the masses. Of particular importance are the notches that concentrate the heat during the

welding of the heatlinks. The heatlinks consist of three soft braided strands of copper. (e)

Photo of the vibration isolation mounted on the mixing chamber of the dilution refrigerator.

by the theory. A variation in the masses of the different plates of up to 20% is allowed

without a significant reduction in the isolating performance. As it might be desirable

to tune the internal frequencies of this mass-spring system away from mechanical

vibration frequencies of the cryostat, the springs, made of stainless steel, are fully

modular and can easily be replaced even after assembly, as can be seen in Fig. 3.4(b).

When multiple springs are used at each stage, the stiffness of all springs should be as

equal as possible. In our design we have chosen a mass m = 2 kg, and springs with a

stiffness k = 16 kN/m, leading to a combined stiffness of 48 kN/m. This choice leads

to a corner frequency of ωc/(2π) = 50 Hz. We have chosen to use 3 filter stages as this

should give sufficient attenuation above 100 Hz. The internal resonance frequencies

of this filter have been measured at room temperature by applying a driving force

at the top mass of the filter and using geophones to measure the response at the
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bottom mass. The frequencies match well with the resonance frequencies obtained

from the theoretical model, as shown in Fig. 3.5. The good agreement between theory

and experiment in terms of the resonance frequencies gives confidence to also trust

the model regarding the reduction of vibrations, where we expect over 100 dB of

attenuation above 100 Hz. This level of attenuation is sufficient for our application

with a resonator at a frequency of 3 kHz, but it is also possible to attain a larger

attenuation at lower frequencies, as indicated in Sec. 3.2. The internal resonances can

be suppressed by adding a well-designed damper, as demonstrated by the calculation

shown as the red line in Fig. 3.5.

The 10 kHz filter consists of a stainless steel wire with a diameter of 1.0 mm con-

necting 4 stainless steel masses weighing 20 g each. The design of this second filter

is also based on the previously outlined theory, just like the 50 Hz filter. This filter

is necessary to remove noise that can drive high frequency internal filter modes, e.g.

resonances of the masses. Once again, the theoretical internal resonances were veri-

fied experimentally, indicating that the electrical-to-mechanical filter correspondence

holds for a wide range of frequencies.

Concerning the weak spring: we have chosen a stainless steel spring with a length

of 100 mm and a spring constant of about 10 kN/m, leading to a resonance frequency

of 4 Hz. However, it must be noted that this choice is not critical at all. A wide range

of spring constants is allowed, as long as the weak spring can really be considered

weak with regard to the springs interconnecting the masses. If a damper is added

to the system, it should be in parallel to the weak spring. Note that no additional

damping is necessary in parallel to the springs between the masses in order to damp

all four resonances.

When mounting the experiment including its electrical wiring, care needs to be

taken to attach each wire firmly to each of the masses. Otherwise, the wires create a

mechanical shortcut, thereby reducing the efficiency of the vibration isolation.

In order to be able to cool the experiments suspended from the vibration isolation

to temperatures as close to the temperature of the mixing chamber as possible, we have

taken great care to maximize the thermal conductance. Since the biggest bottlenecks

in the thermal conductance are the stainless steel weak spring and 10 kHz low-pass

filter, we bypass these components by using three solid copper rods in parallel to

the weak spring, each with a diameter of 25 mm and 175 mm length, which are

connected to the top mass via three soft braided copper heatlinks. We are allowed

to make this thermal bypass as long as the combined stiffness of the soft heatlinks

and the weak spring remains low compared to the stiffness of the interconnecting

springs. The soft braided copper heatlinks consist of hundreds of intertwined copper
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Figure 3.5: Theoretical velocity transfer function of the mechanical low-pass filter, calculated

without damping (black line) and with optimal damping (red line). The vertical blue lines

indicate the positions of the measured room-temperature resonance frequencies (total load

12 kg).

wires with a diameter of 0.1 mm. Using a bundle of thin wires leads to a much

lower mechanical stiffness than when using a single thick wire. In order to avoid a

large contact resistance between the mixing chamber and the copper rods, the rods

are gold-plated and placed directly against the mixing chamber plate of the dilution

refrigerator. All contact surfaces are cleaned by subsequently using acetone, ethanol,

and isopropanol to remove organic residue, which can reduce the thermal conductance.

A strong mechanical contact is achieved using the system shown in Fig. 3.4(c). All

clamping contacts using bolts contain molybdenum washers, as these will increase

the contact force during cooldown due to the low thermal contraction coefficient of

molybdenum compared to other metals.

All masses are interconnected via three sets of three soft braided copper heatlinks

which are tungsten inert gas (TIG) welded into the masses in an argon atmosphere

to prevent oxidation. The welding of the copper was made possible by the notched

structure of the welding joints in the masses (see Fig. 3.4(d)), which are intended to

concentrate the heat during welding. The gold plating was removed from the welding

joint prior to the welding to prevent diffusion of the gold into the heatlinks, which

would reduce the thermal conductance. The experiment is rigidly attached to the

bottom mass, which should now function as a cold and vibration-free platform.
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3.4 Experimental results

To characterize the performance of the vibration isolation, we install a very soft can-

tilever (typically used for MRFM experiments) below the bottom mass. The cantilever

has a spring constant k0 = 70 µN/m, a resonance frequency f0 of about 3009 Hz,

and a quality factor Q0 larger than 20 000 at low temperatures. A magnetic particle

(radius R0 = 1.7 µm) is attached to the end of the cantilever. We then compare

two situations: In one configuration, the vibration isolation is operating as intended

and as described in Sec. 3.3. In the other configuration, the vibration isolation was

disabled by using a solid brass rod to create a stiff connection between the mixing

chamber and the last mass of the vibration isolation. This simulates a situation where

the experiment is mounted without vibration isolation.The vibrations of the setup are

determined by measuring the motion of the cantilever using a superconducting quan-

tum interference device (SQUID) [47], which measures the changing flux due to the

motion of the particle. The sensitivity of this vibration measurement is limited by

the flux noise of the SQUID, which can be converted to a displacement noise using

the thermal motion of the cantilever and the equipartition theorem [48]. We start by

demonstrating the thermal properties of the vibration isolation.

3.4.1 Thermal conductance

To verify the effectiveness of the thermalization, we have measured the heat conduc-

tance of our vibration isolation. For the base temperature of our cryostat, which is a

mixing chamber temperature of approximately 8 mK, we find that the bottom mass

of the vibration isolation saturates at 10.5 mK. This already indicates a good perfor-

mance of the thermalization. We then use a heater to apply a known power to the

bottom mass, while we again measure the temperature of the bottom mass and the

mixing chamber. This allows us to quantify an effective cooling power at the bottom

mass (defined as the maximum power that can be dissipated to remain at a set tem-

perature). At 100 mK, we measure a cooling power of 113 µW, which is significantly

higher than that of comparable soft low temperature vibration isolations described in

the literature [79, 105], and only about a factor of 7 lower than the cooling power of

the mixing chamber of the dilution refrigerator at the same temperature.

The experimental data is compared to a finite element simulation using Comsol

Multiphysics to determine the limiting factors in the heat conductance. The results

of this analysis and the experimental data are shown in Fig. 3.6. We use a thermal

conductivity that is linearly dependent on temperature as expected for metals [109],
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Figure 3.6: Measurements and finite element simulations of the thermal properties of the

vibration isolation. A power is applied to the bottom mass, and the temperature of the

bottom mass and the mixing chamber are measured. In the simulation, we insert the power

and mixing chamber temperature, and calculate the corresponding temperature of the bot-

tom mass to check the model. Results of the simulation for the (a) temperature and (b)

temperature gradient are shown for a power of 5.4 mW. (c) Measured temperature of the

mixing chamber and bottom mass as a function of the applied power. The solid lines are

the simulated temperatures at each of the masses (red is the bottom mass, blue the bottom

of the copper rod). At 100 mK, we find a cooling power of 113 µW at the bottom mass. (d)

Heat conductance between the bottom mass and the mixing chamber as a function of the

temperature of the bottom mass. The solid line is a linear fit to the data.
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given by κ = 145 · T . The proportionality constant of 145 Wm−1K−2 corresponds to

low purity copper [110]. The simulated temperature distribution (for an input power

of 5.4 mW) is shown in Fig. 3.6(a). The uniformity of the color of the masses indicates

that the heatlinks interconnecting the masses are the limiting thermal resistance,

something that becomes even more apparent from the plotted thermal gradient as

shown in Fig. 3.6(b).

There is a good correspondence between the simulation and the experimental

values for all applied powers, as shown in Fig. 3.6(c). Similar agreement is found when

plotting the heat conductance between the bottom mass and the mixing chamber as

a function of the temperature of the bottom mass (Fig. 3.6(d)). The assumption

that the heat conductivity is linearly dependent on the temperature seems to hold

over the full temperature range. As the model does not include contact resistance

or radiation, but only the geometry and thermal properties of the copper, we can

conclude that the thermal performance of the vibration isolation is limited purely by

the thermal conductance of the braided copper. Furthermore, we do not expect that

other sources of thermal resistance follow this particular temperature dependence

[109]. So, the argon-welded connections appear to be of sufficient quality not the

hinder the conductance. The performance can be improved further by making the

heatlinks out of copper with a higher RRR value, and thereby a higher thermal

conductivity.

3.4.2 SQUID vibration spectrum

The performance of the vibration isolation is shown in Fig. 3.7, where we plot the mea-

sured SQUID spectra for the two different situations: In the red data, the vibration

isolation is in full operation. The black data show the situation when the vibration

isolation is disabled. A clear improvement is visible for nearly all frequencies above

5 Hz. We focus on the region between 0 and 800 Hz to indicate how effective almost

all vibrations are reduced to below the SQUID noise floor, and on the region around

3009 Hz as this is the resonance frequency of our cantilever. The conversion factor (c)

between SQUID voltage and displacement is about 0.78 mV/nm for the black spec-

trum, and 0.56 mV/nm for the red spectrum, where the small difference is caused

by a slightly different coupling between the cantilever motion and the SQUID for the

two measurements. The different coupling is the result of a slightly different position

of the cantilever with respect to the flux detector. Using these conversion factors, we

find a displacement noise floor at 3 kHz below 10 pm/
√

Hz for both spectra.

At frequencies below 5 Hz, the measured noise of the spectrum with vibration
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Figure 3.7: SQUID spectra
√
SV of the vibration noise measured at temperatures below 25

mK. The black data show the SQUID signal with the vibration isolation disabled using the

brass rod, while in red we see the measured spectrum with proper vibration isolation.

isolation becomes larger than that of the spectrum without isolation. However, the

amplitude of the vibrations in this frequency range is independent of the coupling

between the cantilever motion and the SQUID, indicating that these peaks are not

caused by tip-sample movement. Instead, we attribute them to microphonics due to

motion of the wiring going to the experiment between the mixing chamber and the

top mass of the vibration isolation. The low-frequency motion of the mass-spring

system can be removed by using a properly designed damper in parallel to the weak

spring, as is shown in Fig. 3.5. This damper would suppress internal resonances of

the vibration isolation, for which we expect undamped Q-factors ranging from 100 to

1000 and thereby reduce the microphonics-induced noise.

In the presented experiment, a damper was not implemented for two reasons.

First, the power dissipated by the damper would heat the mixing chamber of the

cryostat, and thereby reduce the base temperature of the experiment. Secondly, the

most commonly used damper at low temperatures is based on the induction of eddy

currents by moving a magnet near a conductor. Due to the high sensitivity of our

SQUID-based detection for fluctuating magnetic fields, a magnetic damper would

deteriorate the detection noise floor in the MRFM experiments. We therefore settled

for the internal damping in the weak spring, which is obviously sub-optimal.
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3.4.3 Cantilever temperature and frequency noise

To further verify the effectiveness of the vibration isolation, we have measured the

effective cantilever temperature, following the procedure outlined by Usenko et al. [47]

Any excitation of the cantilever besides the thermal excitation increases the motional

energy of the cantilever to values larger than the thermal energy of the surrounding

bath, in our case the bottom mass of the vibration isolation. To measure this effective

cantilever temperature, we vary the temperature of the bottom mass between 10.5 mK

and 700 mK. At every temperature, we take thermal spectra of the cantilever motion.

Using the equipartition theorem, we can derive an effective cantilever temperature

from the integrated power spectral density [111]:

kBTeff = k0〈x2〉 = k0

∫ f2

f1

(Sx − S0) df, (3.3)

where f1 and f2 define a small bandwidth around the cantilever resonance frequency,

S0 the background determined by the SQUID noise floor, and Sx = c2SV, with c2

being the conversion factor between SQUID voltage and cantilever motion. In effect,

we calculate the area of the cantilever peak since this is proportional to the mean

resonator energy and thereby the temperature. The resulting cantilever temperature

as a function of the bath temperature for the two configurations with and without

vibration isolation is shown in Fig. 3.8(a). We calibrate the data by assuming that

Teff = Tbath for the four highest temperatures, where Tbath is the temperature of the

bottom mass.

Without the vibration isolation, we observe a large spread in the measured can-

tilever temperatures. The black data in Fig. 3.8(a) show an example of two data sets,

one taken during the night with low effective temperatures and the other taken during

the day, where the cantilever temperature is increased. As expected, vibrations are

most detrimental at low bath temperatures. Figure 3.8(b) shows the deviation of the

effective temperature from the bath temperature depending on the time of the day

(for bath temperatures below 100 mK). The measured effective temperatures show a

clear day-night cycle. During the day, the distribution of measured values is much

broader than one would expect purely based on the statistical fluctuations of the

thermal cantilever energy. In the worst cases, the effective cantilever temperature can

exceed 1.5 K, which corresponds to an equivalent cantilever motion of 0.5 nm.

When using the vibration isolation, the effective cantilever temperature is nearly

equal to the bath temperature for temperatures down to approximately 100 mK,

as shown by the red data points in Fig. 3.8(a). This means that above 100 mK,
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Figure 3.8: (a) Measurement of the effective cantilever temperature for various bath (bottom

mass) temperatures. The black diamonds are data measured without vibration isolation,

where the solid diamonds are measured during the night, and the open diamonds during the

day. The red circles indicate the measured cantilever temperatures with proper vibration

isolation. The open circles are measurements with an elevated cantilever temperature, as

explained in the main text. (b) Deviation of the cantilever temperature from the bath

temperature plotted against the time of day when the measurement was done. Only bath

temperatures below 100 mK are considered. The black diamonds indicate the measurements

without vibration isolation. The red circles were measured with vibration isolation.
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the cantilever motion is thermally limited without being significantly disturbed by

external vibrations. At lower temperatures, we measure effective temperatures that

are slightly increased compared to the bath temperature. However, this increase is

independent of the time of day at which the spectra were taken. The elevated effective

temperatures are probably due to residual vibrations and a strongly decreasing heat

conductivity at low temperatures. The red line is a fit to the data to a saturation

curve of the form Teff = (T n + T n
0 )1/n, where T0 is the saturation temperature, and

n is an exponent determined by the temperature dependence of the limiting thermal

conductance. We obtain T0 = 19.7 mK and n = 1.5. This saturation temperature

implies an improvement of a factor of 75 when compared to the 1.5 K measured at

certain times without the vibration isolation, and corresponds to an effective cantilever

motion of 60 pm. Note that this is the total rms motion of the cantilever tip. To

convert this to the displacement of the cantilever base, one needs to look at the

motion spectral density of the tip and divide this by the transfer function of the

cantilever. Exactly on resonance, the absolute rms motion of the tip is approximately

0.2 nm/
√

Hz. Using a Q of 20 000, this corresponds to a base vibration level of 10

fm/
√

Hz.

When performing the fit, several data points were not taken into account, indicated

by open red circles in Fig. 3.8(a). Before taking those spectra, measurements at much

higher temperatures had been performed and the system had not reached thermal

equilibrium yet, leading to higher effective cantilever temperatures.

Note that we still observe some unwanted resonances close to the cantilever’s reso-

nance frequency, as visible in Fig. 3.7(a). These resonances prevent us from obtaining

a reliable cantilever temperature when, due to a shifting cantilever frequency, these

resonances start to overlap with the cantilever’s resonance frequency. This indicates

that there is room for even further improvements to get a cleaner spectrum.

For MRFM, the relevance of the low cantilever temperature can be demonstrated

by looking at the frequency noise spectrum of the cantilever, as many MRFM protocols

are based on detecting minute shifts of the resonance frequency [14, 37]. The frequency

noise is measured by driving the cantilever to a calibrated amplitude A = 60 nmrms,

using a piezoelement. A phase-locked loop (PLL) of a Zurich Instruments lock-in

amplifier is used to measure the resonance frequency of the cantilever over time, from

which we can calculate the frequency noise spectrum Sδf , which is shown in Fig. 3.9.

The total frequency noise is given by the sum of three independent contributions [68]:

the detector noise Sdet = Sxn

A2 f
2 with Sxn being the position noise, the thermal noise

Sth = kBTf0
2πA2k0Q

, and a 1/f noise term S1/f . In Fig. 3.9, the three terms are indicated

by the blue, green, and orange solid lines, respectively, using a cantilever temperature

of 15 mK, a measured Q = 20500, and a position noise
√
Sxn = 9 pm/

√
Hz. The sum
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Figure 3.9: The frequency noise Sδf of the MRFM cantilever with proper vibration isolation,

measured at T = 15 mK. The cantilever is oscillated with an amplitude of 60 nmrms. The

frequency noise is composed of the detector noise Sdet (blue), thermal noise Sth (green), and

1/f noise S1/f (orange). The sum of the three is shown in red. The frequency noise floor is

found to be 0.3 mHz/
√

Hz.

of all individual contributions is shown in red. We find a total frequency noise of 0.4

mHz in a 1 Hz measurement BW. For a 3000 Hz resonator, this equates to a stability

of 0.13 ppm. In typical frequency-shift-based MRFM experiments, the interaction

between the cantilever and the spins in the sample induces frequency shifts of several

mHz [11, 12, 35, 37]. Thus, the current frequency noise floor would allow for single-

shot measurements or smaller sample volumes. Due to the relatively low cantilever

amplitude and corresponding high detector noise, the detector noise was of similar

magnitude as the thermal noise, so a further reduction of the noise floor is possible.

3.5 Conclusions

A mechanical vibration isolation intended for scanning probe microscopy experiments

in a cryogen-free dilution refrigerator has been designed and constructed. The vibra-

tion isolation offers a large improvement in the measured vibrations in combination

with an outstanding thermal conductance between the mixing chamber and the bot-

tom of the isolation, with a base temperature of 10.5 mK at the bottom mass. The

high cooling power of 113 µW at 100 mK means that a low temperature can be main-

tained even for experiments where some power dissipation cannot be avoided. The
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equivalence between electrical and mechanical filters offers a simple and convenient

approach to precisely calculate all properties of a mechanical low pass filter in the

design phase. The theory shows a large tolerance for the exact mechanical properties

of all components, allowing for tailoring of the system to various environments.

Measurements of the effective temperature of a soft mechanical resonator indi-

cate that an effective cantilever temperature of about 20 mK can be achieved. This

combination of minimal vibrational noise and low energies in the resonator opens up

the possibility for exciting experiments, for instance testing models of wave-function

collapse [97, 98, 112], as well as scanning probe investigations of materials showing

exotic behavior at very low temperature.

Furthermore, the ultralow frequency noise achieved using our new vibration iso-

lation can be used for even more sensitive frequency-shift-based MRFM protocols, in

which the coupling between the resonator and spins in the sample induces minute

changes in the effective stiffness, and thereby the resonance frequency [11, 37, 113].

The lower cantilever effective temperature directly translates to a lower thermal force

noise in the cantilever, given by SF = 4kBTΓ BW , with Γ being the damping of the

resonator and BW the measurement bandwidth. For the experimental parameters

described in Sec. 3.4.2 and the measured cantilever temperature of 20 mK, we find a

force noise
√
SF . 500 zN/

√
Hz. This extreme force sensitivity would allow for the

MRFM detection volume to be scaled down more and more towards single nuclear

spin resolution.

55





4

Feasibility of imaging in nuclear

Magnetic Resonance Force

Microscopy using Boltzmann

polarization

We report on magnetic resonance force microscopy measurements of the Boltzmann polar-

ization of nuclear spins in copper by detecting the frequency shift of a soft cantilever. We use

the time-dependent solution of the Bloch equations to derive a concise equation describing

the effect of radio-frequent (RF) magnetic fields on both on- and off-resonant spins in high

magnetic field gradients. We then apply this theory to saturation experiments performed on

a 100 nm thick layer of copper, where we use the higher modes of the cantilever as source of

the RF field. We demonstrate a detection volume sensitivity of only (40 nm)3, correspond-

ing to about 1.6·104 polarized copper nuclear spins. We propose an experiment on protons

where, with the appropriate technical improvements, frequency-shift based magnetic reso-

nance imaging with a resolution better than (10 nm)3 could be possible. Achieving this

resolution would make imaging based on the Boltzmann polarization competitive with the

more traditional stochastic spin-fluctuation based imaging, with the possibility to work at

milliKelvin temperatures.

This chapter has been published as M. de Wit et al., “Feasibility of imaging in nuclear Magnetic

Resonance Force Microscopy using Boltzmann polarization”, Journal of Applied Physics, Vol. 125,

p. 083901, Feb. 2019
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4.1 Introduction

Magnetic Resonance Force Microscopy (MRFM) is a technique that combines mag-

netic resonance protocols with an ultra sensitive cantilever to measure the forces

exerted by extremely small numbers of spins, with the immense potential of imaging

biological samples with nanometer resolution [4, 5, 62]. In the last 20 years, great

steps have been taken towards this goal, with some milestones including the detec-

tion of a single electron spin [12], the magnetic resonance imaging of a tobacco mosaic

virus with a spatial resolution of 4 nm [16], and more recently the demonstration of a

one-dimensional slice thickness below 2 nm for the imaging of a polystyrene film [17].

The experiments are typically performed by modulating the sample magnetization in

resonance with the cantilever, and then measuring either the resulting change in the

oscillation amplitude (force-based) or the frequency shift (force-gradient based).

Both the force-based and force-gradient based experiments have some severe tech-

nical drawbacks, mainly associated to the cyclic inversion of the spin ensemble. For the

coherent manipulation of the magnetization, alternating magnetic fields on the order

of several mT are required [57, 114]. The dissipation associated with the generation

of these fields is significant and prevents experiments from being performed at mil-

liKelvin temperatures, even for low duty-cycle MRMF protocols like cyclic-CERMIT

[11, 14]. Furthermore, the requirement that the magnetization is inverted continu-

ously during the detection of the signal means only samples with a long rotating-frame

spin-lattice relaxation time T1ρ are suitable.

For imaging of nuclei, previous experiments have almost exclusively focused on

measuring the statistical polarization of the spin ensemble. However, the possibility

to use the Boltzmann polarization instead would dramatically improve the efficiency

of the measurement, as averaging N times enhances the power signal-to-noise ratio

(SNR) by a factor of N for Boltzmann based measurements, compared to
√
N for

statistical polarization signals. There have been MRFM experiments based on the

Boltzmann polarization, for instance in order to measure the relaxation times of nuclei

[11, 35, 37], but these experiments lacked the volume sensitivity required for imaging

with a spatial resolution comparable to the statistical experiments.

In this work, we present measurements of the Boltzmann polarization of a copper

sample at a temperature of 21 mK by detecting the frequency shift induced by a

saturation experiment. We derive the time-dependent solution to the Bloch equations

appropriate for typical MRFM experiments, obtaining a concise equation for the non-

equilibrium response of both on- and off-resonant spins to a radio-frequent (RF) pulse.

Furthermore, we demonstrate that we can use higher modes of the cantilever as the
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source of the alternating field in order to generate the required RF fields to saturate

the magnetization of the spins with minimal dissipation [50]. These results suggest

that imaging based on the Boltzmann polarization could be possible, allowing for the

first MRFM imaging experiments performed at temperatures down to 10 mK and

using the magnet-on-tip geometry, as opposed to the sample-on-tip geometry more

commonly found. We substantiate this claim by using the specifications of the current

experiments to calculate the resolution for an imaging experiment on protons based

on measuring the Boltzmann polarization.

4.2 Methods

4.2.1 Experimental setup

We improve on earlier measurements in our group on nuclear spins in a copper sample.

The setup and measurement procedure strongly resemble those used in that previous

work [37]. The operating principle of the MRFM is shown in Fig. 4.1(a). The heart of

the setup is a soft single-crystal silicon cantilever (spring constant k0 = 70 µNm−1) [7]

with a magnetic particle at the end with a radius R0 = 1.7 µm, resulting in a natural

resonance frequency f0 = ω0/(2π) ∼ 3.0 kHz, an intrinsic Q-factor Q0 ∼ 3 ·104, and a

thermal force noise at 20 mK of 0.4 aN/
√

Hz. The magnet induces a static magnetic

field B0 which can be well approximated by the field of a perfect magnetic dipole. The

strength of the field of the magnet reduces quickly as the distance to the center of the

magnet increases, creating a large magnetic field gradient. For typical experimental

parameters the magnetic field is of the order of a few tens to a few hundred mT, with

magnetic field gradients of approximately 100 mT/µm. When the cantilever is placed

at a height h above a sample, spins in the sample couple to the resonator via the

magnetic field gradient, inducing a frequency shift (see Sec. 4.2.5). An RF pulse with

frequency ωRF can be used to remove the polarization of the spins that are resonant

with this pulse, i.e. the spins that are within the resonant slice where |B0| = ωRF/γ,

with γ the gyromagnetic ratio of the spins (in Fig. 4.1(a) the resonant slice is marked

in red). We will refer to this procedure as a saturation experiment or saturation pulse.

The theoretical background of the saturation experiment is given in Sec. 4.2.4.

Our particular MRFM setup is designed to be operated at temperatures close

to 10 mK using a detection scheme based on a pickup loop (shown in Fig. 4.1(b))

and superconducting quantum interference device (SQUID) [47]. Additionally, we

use a superconducting NbTiN RF wire to send RF currents to the sample [55]. The

MRFM setup is mounted at the bottom of a mechanical vibration isolation stage, and
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Figure 4.1: (a) Schematic of the measurement setup. An RF wire is used to generate an RF

field BRF directly or to excite higher modes of the cantilever to generate BRF fields with

minimal dissipation. The RF pulse removes the Boltzmann polarization of spins located

within and near the resonant slice (red region), inducing mHz shifts of the cantilever’s fun-

damental resonance frequency. (b) Optical microscope image of the detection chip, showing

the NbTiN pickup loop and RF wire, and the copper sample with a thickness of 100 nm.

the cryostat has been modified to reduce vibrations originating from the pulse tube

refrigerator [77].

The RF pulse can be applied using two methods, both shown in Fig. 4.1(a).

First of all, we can use an RF wire to send an alternating current, which generates

a magnetic field directly. This allows for precise control of the pulse shape and

amplitude, but at the cost of some heating of the sample due to AC dissipation in the

superconducting RF wire. The amplitude of the RF field is given by BRF = µ0I/2πr,

with r the distance to the RF wire, dictating that all measurements have to be done

as close to the RF wire as possible (preferably within several micrometers). At a

distance of 5 µm from the RF wire, we can generate magnetic fields (in the rotating

frame of the spins, see Sec. 4.2.4) of up to 0.3 mT. An alternative method to generate

the required RF field is by using the higher modes of the cantilever, the proof of

concept of which was recently demonstrated by Wagenaar et al. [50]. Generating RF

fields using the higher modes can be done with a much smaller current in the RF wire

to generate a magnetic drive field, or by using a piezo at the base of the cantilever,

allowing experiments at larger distances from the RF wire, or even without one. In

our experiment, we use a small current in the RF wire (on the order of ∼ 10 µA) to
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excite one of the higher modes of the cantilever, as illustrated in Fig. 4.1(a). The

motion of the higher mode induces a small rotation of the magnet, which results

in the generation of an amplified BRF at the frequency of the excited higher mode

perpendicular to the tip field. In this way, RF fields can be generated with negligible

dissipation.

The copper sample used in the experiment is patterned on the detection chip close

to both the RF wire and the pickup loop, as shown in Fig. 4.1(b). The copper sample

is a sputtered film with a thickness of 100 nm, capped with a 20 nm layer of gold to

prevent oxidation. The thickness of the sample was chosen to be 100 nm in order to

reduce eddy currents in the copper, which deteriorate the Q-factor of the cantilever

and thereby the measurement sensitivity (for metal films with a thickness less than

the skin depth, eddy current dissipation scales with the cube of the thickness [115]).

Copper overlaps with the RF wire in order to give the sample a well defined poten-

tial. Besides the thermal conductance of the silicon substrate, there is no additional

thermalization used to cool the copper. The cantilever can be positioned above the

copper with a lateral accuracy of several micrometers. The relevant nuclear magnetic

resonance (NMR) properties of copper for an MRFM experiment are detailed in the

supplementary material.

4.2.2 Frequency noise

We have employed a series of improvements to the setup to enhance the frequency

noise floor of the measurement, and thus increase the sensitivity. The improvement

is obvious when looking at the noise spectrum of the frequency, as shown in Fig.

4.2. The spectrum is measured by driving the cantilever with an amplitude of 43

nmrms and tracking the resonance frequency using a phase-locked loop (PLL) of a

Zurich Instruments lock-in amplifier with a detection bandwidth of 40 Hz. The PLL

feedback signal is sent to a spectrum analyzer. In black we see the frequency noise

spectrum of the current setup, while in red we see the frequency noise spectrum from

the experiment in 2016 on a 300 nm thick copper film performed in our group [37].

Both spectra were measured at a height of 1.3 µm above a copper sample. The total

frequency noise is given by the sum of the thermal noise, the detection noise, and the

1/f noise typically attributed to the sample [37, 116]:

Pδf(f) = P thermal
δf + P det

δf f2 + P sample
δf f−1 (4.1)

The noise reduction of nearly 2 orders of magnitude is due to a combination of several

technical improvements. Improved vibration isolation and cantilever thermalization

have reduced the thermodynamic temperature of the cantilever from 132 mK to less
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Figure 4.2: Frequency noise spectrum Pδf measured at a height of 1.3 µm. In red we see

the frequency noise spectrum from the initial experiment in our group, measured with a

cantilever amplitude of 110 nmrms[37]. In black we see the current experiment, measured

with a cantilever amplitude of 43 nmrms. The roll-off of the noise at higher frequencies in

the black spectrum is due to the bandwidth of the PLL, which was set at 40 Hz.

than 50 mK. An improved design of the pickup loop resulted in an amplitude de-

tection noise floor of 30 pm/
√

Hz, determined from the measured transfer between

the cantilever motion and the SQUID’s output voltage. This allows for a much lower

cantilever drive amplitude with the same detection frequency noise. The biggest im-

provement seems to be the reduction of the thickness of the copper film. Because the

dissipated power of the eddy currents in the film scales strongly with the thickness of

the film, we find that the measured Q-factor at 1.3 µm from the sample has increased

from 317 for the 300 nm film to almost 5000 for the 100 nm film. This reduces all

three contribution to the frequency noise, particularly the 1/f noise which is mainly

attributed to eddy currents in the sample1. The thermal noise floor using these pa-

rameters is estimated to be 0.7 mHz/
√

Hz, so the data in Fig. 4.2 are not thermally

limited. With a 1 Hz detection bandwidth, the integrated frequency noise is as low

as 1.8 mHz.

1The conjecture that the eddy currents dominate the 1/f noise follows from the dependence of the

1/f noise on the Q-factor, as discussed in Fig. 2 in the paper by Wagenaar et al.[37].
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Figure 4.3: Example of a typical measurement (at T = 40 mK) where we show the frequency

shift ∆f with respect to the equilibrium frequency f0. The light blue line shows a single

measurement of the frequency shift (after a 1 Hz low-pass filter). The dark blue line shows

50 averages. The red solid line is an exponential fit to the data following Eq. 4.2. The green

and orange vertical lines indicate the start and end of the saturation pulse.

4.2.3 Measurement procedure

A typical saturation recovery measurement (performed at a temperature T = 40

mK) is shown in Fig. 4.3. Again a PLL is used to measure the frequency shift

∆f = f(t)− f0. At t = 0, an RF pulse with a certain duration tp and strength BRF

is turned on. The start and end are indicated by the green and orange vertical lines

in Fig. 4.3. During the pulse, we observe frequency shifts that we attribute to a

combination of electrostatic effects and slight local heating of the sample. After the

pulse, the frequency shift relative to f0 is measured. The obtained recovery curve can

be fitted to

∆f(t) = ∆f0 e
−(t−t0)/T1 , (4.2)

with ∆f0 the direct frequency shift at time t0, the end of the pulse. The light blue

curve in Fig. 4.3 shows the result of a single measurement of the frequency shift (with

a 1 Hz low-pass filter), and the dark blue curve shows the result of 50 averages. In

red we show the best fit to the data using Eq. 4.2.
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4.2.4 Spin dynamics in MRFM

In order to fully understand the observed frequency shifts, we need to find the final

magnetization of the spins coupled to the magnetic field of our cantilever after a satu-

ration pulse. The behaviour of spins in alternating magnetic fields is well understood

from conventional NMR, but the analysis is often limited to steady-state solutions

[117]. This limit works well for most NMR applications where the alternating fields

are of sufficient strength and duration that the magnetization of the spin ensemble has

reached an equilibrium during the pulse, but this does not necessarily work for MRFM

due to the large magnetic field gradient, resulting large number of off-resonant spins,

and the often weak oscillating magnetic fields. Therefore, we will derive equations

for the time dependence of the magnetization of spins during an RF pulse, also for

spins not meeting the resonance condition. These equations are then used to derive

the effective resonant slice thickness in an MRFM experiment, a crucial component

trying to decrease the detection volume and thereby optimize the imaging resolution.

The time evolution of spins subjected to a large static magnetic field (B0) and a

small alternating magnetic field (BRF) perpendicular to the static field has long been

understood using the Bloch equations [118]. In the rotating frame, the equations of

motion of the magnetization m(t) subjected to an effective magnetic field Beff =

(B0 − ω/γ) k̂ +BRFî are given by

dmx

dt
= −∆ωmy −

mx(t)

T2

dmy

dt
= ω1mz + ∆ωmx −

my(t)

T2

dmz

dt
= −ω1my −

mz(t)−m0

T1

(4.3)

Here γ is the gyromagnetic ratio of the spins, T1 and T2 are the spin-lattice (longi-

tudinal) and spin-spin (transverse) relaxation times, the detuning ∆ω ≡ ω − ω0 with

ω0 = γB0 the Larmor frequency, and ω1 ≡ γBRF. m0 is the initial magnetization in

thermal equilibrium. k̂ is the unit vector pointing in the direction of the B0 field. To

solve this system of differential equations, it is convenient to rewrite them in vector

notation as

ṁ = Am+ b, (4.4)
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with the source term b = m0

T1
k̂, and A given by

A =


− 1
T2
−∆ω 0

∆ω − 1
T2

ω1

0 −ω1 − 1
T1

 (4.5)

The steady state solution is now easy to derive by solving the differential equation after

setting ṁ = 0. Note that mx and my are rotating with the Larmor frequency around

the z-axis. As the resonance frequencies of the cantilevers used in MRFM are typically

much lower than the Larmor frequency, any coupling of these two components to

the cantilever averages out over time. Therefore, we are only interested in the z-

component of the magnetization, which is the same in the rotating frame as in the

laboratory frame [117, 119]:

mz,∞ =
1 + ∆ω2T 2

2

1 + ∆ω2T 2
2 + ω2

1T1T2
m0

≡ pzm0

(4.6)

In the last line we defined pz as the fraction of the magnetization that is removed by

the BRF field if it is left on continuously.

In MRFM experiments the steady state solution described by Eq. 4.6 is often

not enough, as the RF pulses are not necessarily of sufficient strength and duration

to fully saturate the magnetization of a spin ensemble. The time-dependent solution

where ṁ 6= 0 is given by the sum of the homogeneous solution (b = 0) and the

non-homogeneous steady state solution:

mz = mz,∞ + (m0 − pzm0)eλzt

= pzm0 + (m0 − pzm0)e−
t

T1pz ,
(4.7)

where λz = 1/(T1pz) is the third eigenvalue of the matrix A. Inserting this equation

into Eq. 4.4 confirms that it is a valid solution. The equation above gives the time-

dependent z-magnetization of a spin ensemble after an RF magnetic field is turned on

and left on. In deriving it, we have assumed that T2 � T1 and that the strength of the

RF field is weak such that ω1T2 � 1. These assumptions give us a concise equation

much more convenient for saturation experiments in MRFM than the expressions

found in the general case [120, 121].

The consequences of Eq. 4.7 can be seen in Fig. 4.4. Depending on the precise

pulse parameters, even the spins that do not meet the resonance condition by a detun-

ing ∆ω can lose (part of) their magnetization due to the RF pulse. The calculation is

done assuming T1 = 25 s and T2 = 0.15 ms, typical values for copper at T = 40 mK
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Figure 4.4: Calculated magnetization mz after three different RF pulses: In black after a 1

s pulse with a strength of 3 µT, in red an infinitly long pulse with the same strength, and in

blue a 1 s pulse with a strength of 10 µT. The bottom axis shows the detuning ∆ω, while

the bottom axis shows the corresponding distance to the resonant slice, calculated using Eq.

4.8 assuming a magnetic field gradient ∇rB0 = 5 · 104 T/m.

[37]. The detuning can be translated to a distance to the resonant slice (the region

where ∆ω = 0) using

d ≈ ∆ω

γ∇rB0
(4.8)

where ∇rB0 is the gradient of the magnetic field in the radial direction.

4.2.5 Calculation of frequency shifts

To calculate the frequency shift ∆f0 due to the saturation of the magnetization of the

spins in resonance, we first look at the shift of the cantilever resonance frequency due

to the coupling with a single spin. For this we follow a recent theoretical analysis of

the magnetic coupling between a paramagnetic spin and the cantilever by De Voogd

et al. [52]. In our case, where the frequency of the RF pulse ωRF � 1
T2

and ωT1 � 1,

a single spin induces a stiffness shift given by

∆k = 〈m〉
(
|B′′

||B0
|+ 1

B0
|B′

⊥B0
|2
)

(4.9)
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The primes and double primes refer to the first and second derivatives, respectively,

with respect to the fundamental direction of motion of the cantilever. |B′′
||B0
| is the

component along B0. |B′
⊥B0
| is the perpendicular component. 〈m〉 is the mean

Boltzmann polarization.

The effect of an RF pulse is to partially remove the magnetization of the spins by

an amount given by:

∆m = 〈m〉 −mz (4.10)

= 〈m〉 (1− pz)
(

1− e−
tp

T1pz

)
, (4.11)

where we set m0 equal to 〈m〉, i.e., we assume the system is in thermal equilibrium

before the pulse such that the initial magnetization is equal to the Boltzmann polar-

ization. Please be reminded that ∆m is position dependent via pz due to the detuning

∆ω, which increases with the distance to the resonant slice and also depends on the

precise RF pulse parameters. We can calculate the total measured frequency shift

after an RF pulse by integrating over all spins in the sample including the position

dependent demagnetization ∆m

∆f0 = −1

2

f0

k0
ρ

∫
∆m

(
|B′′

||B0
|+ 1

B0
|B′

⊥B0
|2
)
dV, (4.12)

with ρ = 85 spins/nm3 the spin density of copper. Alternatively, one can also sum the

contribution of individual voxels, as long as the size of the voxels is small compared

to the effective resonant slice width.

4.3 Frequency shifts measured in copper

In this section, we present measured frequency shifts using the higher modes of our

cantilever as a source for the RF-field, on one hand to demonstrate that the higher

modes can indeed be used to perform full-fledged saturation experiments in MRFM,

and on the other to give some experimental verifications of the theory presented in

the Sec. 4.2.

We demonstrate the effectiveness of using the higher modes of the cantilever as

an RF field source, by exciting 4 different higher modes of the cantilever by sending

a current of 21 µArms through the RF wire. The frequencies of the selected higher

modes are 360 kHz, 540 kHz, 756 kHz, and 1.009 MHz. The positions of the resonant

slices corresponding to these frequencies are shown in Fig. 4.5(a). The height of the
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Figure 4.5: (a) Positions of the resonant slices corresponding to the cantilever higher modes

at 360 (black), 540 (red), 756 (green), and 1009 (blue) kHz. The black sphere at the top of the

image represents the cantilever magnet (radius 1.7 µm, to scale). (b) Direct frequency shift

∆f0 versus height h after exciting the spins by using the RF wire to drive the higher modes

of the cantilever indicated in (a), measured at T = 30 mK. Solid lines are the calculated

signals for a pulse duration tp = 0.3 s, and with BRF a free parameter. The error bars

indicate the standard deviation of 10 single-shot measurements.

magnet above the sample determines which of the resonant slices is in the sample, and

how much signal each of these slices produces. In Fig. 4.5(b), we show the measured

direct frequency shift ∆f0 as a function of the height for each of the higher modes,

averaging over 10 single measurements. The error bars are determined by fitting 10

single-shot measurements and calculating the standard deviation of the fitted ∆f0.

The solid lines in the figure are the calculated signals based on Eq. 4.12 using tp =

0.3 s. As the precise amplitude of the mechanically generated RF field is difficult to

control since it depends on the distance between the magnet and the RF wire, the
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Figure 4.6: Effect of the excitation pulse duration tp on the measured direct frequency shift

∆f0 for the higher modes of the cantilever at 540 (red), 756 (green), 1009 (blue), and 1299

(purple) kHz, measured at h = 0.95 µm and T = 30 mK. The inset shows the calculated

direct frequency shift as a function of the RF frequency, and also shows the position of the

higher modes in this calculation. As tp increases, the resonant slice broadens and the direct

frequency shift increases as expected from the resonant slice positions indicated in the inset.

The error bars indicate the standard deviation of 5 single-shot measurements.

height of the magnet above the sample, and the Q-factor of the higher mode, the

strength of the RF field is the only free fitting parameter.

From the fits we obtain fields of 38, 35, 38, and 33 µT for the 4 higher modes

as mentioned before. Evidently, the different higher modes enter the sample at the

predicted heights, with the correct overall magnitude of the direct frequency shift.

The small deviation between the data and calculation at the lower heights probably

results from a slightly changing BRF. This measurement can be considered as a crude

one-dimensional scan of the sample. Furthermore, considering that the current of 21

µArms corresponds to a field of only 0.2 µT at the position of the cantilever, 7 µm

away from the RF wire, this measurement indicates that using the higher modes to

generate the RF field results in an amplification of the RF field strength of more than

a factor of 160. No heating was observed on the sample holder, indicating a dissipated

power < 1 nW.

We can further demonstrate the effect of the pulse parameters on the effective

resonant slice width by doing a variation on the previous experiment. We now keep

the sample at a constant height, and vary the duration of the RF current used to excite
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each of the higher modes in order to broaden the resonant slice. By comparing the

measured increase of the signal for the various higher modes to the signal we expect

from Eqs. 4.7 and 4.12, we can confirm the applicability of these equations. This

experiment is shown in Fig. 4.6. The inset shows the calculated frequency shift as a

function of the RF frequency, as well as the position of the higher modes. From the

inset we see that for short pulses (a narrow resonant slice) we expect no signal from

the 540 kHz and 1.299 MHz higher modes, some signal from the 756 kHz higher mode,

and most signal from the 1.009 MHz higher mode. This behaviour is also observed in

the main figure, where the solid lines are the calculated frequency shifts based on Eq.

4.12. As tp is increased, even the resonant slices whose center is not in the sample

broaden enough that off-resonant spins start to create measurable frequency shifts,

with a good correlation between theory and experiment. The mismatch between the

measured and calculated signal for very short pulse durations is attributed to the large

Q-factor of the higher modes, which can be as high as 106, resulting in characteristic

time constants of up to 1 s. In that case, driving the higher mode for a very short

time still results in a long effective pulse duration determined by the slow ringdown

of the higher mode.

4.4 Demonstration of volume sensitivity

As shown in Fig. 4.2, we have a very clean frequency noise spectrum. To make full use

of this, we have attempted to determine our optimal frequency resolution. To achieve

this, we make a small adjustment to the measurement scheme, by switching off the

cantilever drive a couple of seconds before we apply the RF pulse. The amplitude

of the fundamental mode decays quickly due to the relatively low Q-factor of the

fundamental mode close to the sample. By the time the pulse is sent, the amplitude

of the cantilever is thermally limited to less than 0.1 nm. Directly after the pulse,

the cantilever drive is switched back on to measure the resonance frequency shift. In

this way, we prevent broadening of the resonant slice due to the cantilever amplitude

of about 30 nmrms, and are able to achieve very narrow resonant slices. Fig. 4.7

shows the relaxation curve measured at T = 21 mK and h = 1.0 µm, after an 882

kHz RF pulse with BRF = 172 µT and tp = 80 µs. The blue curve shows the result

of 410 averages with a total measurement time of over 10 hours, while the red curve

is a fit to the data following Eq. 4.2, from which we extract a direct frequency shift

of -5.4 mHz. The inset shows the difference between the measured data and the fit,

indicating that we can measure the frequency shift with a standard deviation of 0.1

mHz, consistent with the integrated frequency noise calculated from Fig. 4.2 and the

number of averages.
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Figure 4.7: Relaxation curve (1 Hz low-pass filter, 410 averages) measured at h = 1.0 µm

and T = 21 mK, for a pulse at frequency 882 kHz with BRF = 172 µT and tp = 80 µs. The

solid red line is a fit to Eq. 4.2, from which we extract ∆f0 = -5.4 mHz. The inset shows

the difference between the data and the exponential fit, indicating a standard deviation of

the measured frequency shift of 0.1 mHz.

We can try to estimate the total detection volume that was necessary to generate

this signal. In order to do so, we make the simplifying assumption that there exists

a critical detuning ∆ωC such that all spins at a detuning smaller than the critical

detuning (i.e. spins that feel a magnetic field between B0−∆ωC/γ and B0 + ∆ωC/γ)

are fully saturated, and spins at a detuning larger than the critical detuning are

completely unaffected by the pulse. We then calculate the signal for various values

of ∆ωC until we find the value for which the calculation matches the experiment. By

dividing the sample in small voxels and summing all voxels that satisfy the condition

specified above for the correct ∆ωC, we find an estimate for the detection volume.

For the data presented in Fig. 4.7 we find that this signal is the result of a critical

detuning ∆ωC/(2π) = 2.1 kHz, equivalent to a resonant slice with a full width of

approximately 4 nm. This corresponds to a total detection volume of (152 nm)3,

with a noise floor equal to (40 nm)3. This latter volume contains a total of 5.5 · 106

spins at a Boltzmann polarization of about 0.3%, corresponding to about 1.6 · 104

fully polarized copper nuclear spins2.

2This noise floor can also be expressed in terms of the magnetic moment, leading to a value of

approximately 2 · 10−22 J/T.
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Note that for very small resonant slice widths, spin diffusion might be a relevant

factor [33]. However, only spin diffusion during the RF pulse influences the size of

the detection volume. Since in this experiment the pulse duration is only 80 µs, we

calculate that the spin diffusion length is less than 0.1 nm (see supplementary mate-

rial for details about the expected spin diffusion), much smaller than the estimated

resonant slice width of 4 nm.

4.5 Imaging protons

With the volume sensitivities achieved on copper as demonstrated in Sec. 4.4, it is

worthwhile to discuss what such an experiment would look like for a sample containing

protons, the prime target spin for imaging purposes. Therefore, in this section, we

will calculate the signals that can be expected from a proton-rich sample, under the

assumption that it is possible to achieve the same low frequency noise as in the current

experiment on copper. 1H spins have spin S = 1/2, gyromagnetic ratio γH/(2π) = 42.6

MHz/T, and a magnetic moment µH = 1.41 ·10−26J/T . For MRFM, proton spins are

generally a bit more favourable than copper spins, as the higher gyromagnetic ratio

and magnetic moment mean a higher Boltzmann polarization and a larger coupling

between a single spin and the cantilever. We assume a proton spin density ρH = 50

spins/nm3, a typical value for biological tissue and polymers [16, 116]. Furthermore,

we assume T1 = 30 s and T2 = 0.1 ms. Note that the exact values for the relaxation

times do not matter that much as long as the conditions used for the derivation of

Eqs. 4.7 and 4.9 are met, and the RF pulse duration is short compared to T1.

We calculate the total volume necessary to get a frequency shift of 1.8 mHz, a signal

that can be measured in a single shot experiment assuming the SNR achieved on the

copper, and 0.5 mHz, which can be measured within 30 minutes (∼ 15 averages).

The results can be found in Table 4.1. We considered three different experimental

configurations, where we vary the size of the magnet in order to increase the field

gradients and thereby the signal per spin. The first configuration is a replication of

the experimental parameters as used for the copper measurement from Fig. 4.7: A

saturation experiment performed at a height of 1.0 µm and a temperature of 21 mK.

The optimal signal at this height is found for an RF frequency of 3.5 MHz (about

a factor of 4 higher than the RF frequency used for the copper due to the higher

gyromagnetic ratio). The other two configuration are simulations with magnets with

radii of 1.0 µm and 0.5 µm. To make a fair comparison, we calculate the signal for the

same Larmor frequency 3.5 MHz, which dictates measurement heights of 0.56 µm and

0.24 µm. All unmentioned parameters are kept constant. The predicted detection

72



4

4.5 Imaging protons

R0 (µm) h (µm) ∇rB0 (µT/nm) Vss V30min

1.7 1.00 100 (84 nm)3 (55 nm)3

1.0 0.56 170 (59 nm)3 (39 nm)3

0.5 0.24 370 (39 nm)3 (25 nm)3

Table 4.1: Calculated volume sensitivities Vss (volume required for 1.8 mHz frequency shift)

and V30min,DNP (volume required for a 0.5 mHz frequency shift). Calculations are done

for sample temperature T = 21 mK and RF frequency ωRF/(2π) = 3.5 MHz. The radial

magnetic field gradient ∇rB0 is calculated at 50 nm below the surface of the sample.

volumes for the different configurations are shown in Table 4.1.

Clearly, decreasing the size of the magnetic particle will enhance the volume sen-

sitivity, but there is a fundamental limit: the experiment described here relies on

removing the Boltzmann polarization of the sample, but as the detection volume goes

down, we enter the regime where statistical polarization becomes dominant. The

critical volume Vc for this transition is given by [122]

Vc =
4

ρH

(
kBT

~γB0

)2

, (4.13)

where it is assumed that the thermal energy is much larger than the Zeeman splitting.

For a temperature of 21 mK and a Larmor frequency of 3.5 MHz, Vc ∼ (11 nm)3.

Below this detection volume, measurements of the direct frequency shift would average

to zero.

However, further enhancement of the volume sensitivity can still be achieved by

increasing the Boltzmann polarization of the protons. This can be done by working

at higher Larmor frequencies by decreasing the tip-sample separation, or by applying

a strong external magnetic field. An external magnetic field of 8 T would increase

the Boltzmann polarization by roughly a factor of 100, but applying external mag-

netic fields in combination with our SQUID-based detection is challenging due to our

extreme sensitivity to magnetic noise. An appealing alternative is to use dynami-

cal nuclear polarization (DNP), as was recently demonstrated for MRFM by Isaac

et al. [116]. For suitable samples, e.g. nitroxide-doped polystyrene, DNP can be used

to transfer polarization from electron spins to nuclei. The maximum enhancement

of the nuclear polarization that can be achieved using this mechanism is given by

ε = γe/γH = 660. However, for protons at a Larmor frequency of 3.5 MHz and

temperature of 21 mK the initial Boltzmann polarization is about 0.4%, so our max-

imal enhancement is limited to a factor 250. Table 4.2 shows the calculated volume

sensitivities if we are able to use DNP to enhance the nuclear polarization, for the

73



4

4 Feasibility of imaging in nuclear MRFM using Boltzmann polarization

R0 (µm) h (µm) DNPeff (%) Vss,DNP V30min,DNP

1.7 1.00 10 (21 nm)3 (14 nm)3

1.7 1.00 100 (13 nm)3 (8.7 nm)3

1.0 0.56 10 (15 nm)3 (10 nm)3

1.0 0.56 100 (9.4 nm)3 (6.1 nm)3

0.5 0.24 10 (9.6 nm)3 (6.2 nm)3

0.5 0.24 100 (6.1 nm)3 (4.0 nm)3

Table 4.2: Calculated volume sensitivities Vss,DNP and V30min,DNP including DNP to en-

hance the nuclear polarization with an efficiency DNPeff . Calculations are done for sample

temperature T = 21 mK and RF frequency ωRF /(2π) = 3.5 MHz.

cases where we achieve DNP efficiencies of 10% and 100%. Even for the more real-

istic assumption of 10% efficiency, we find that a volume sensitivity below (10 nm)3

could be possible. This voxel size would make imaging based on measurements of the

Boltzmann polarization a viable approach to image biological samples, without the

demand for high RF field amplitudes and continuous application of this field, as was

the case for previous amplitude-based imaging [16].

Of course, there are some potential pitfalls that should be considered. First of all,

we have assumed that the frequency noise spectrum shown in Fig. 4.2 can be main-

tained. However, large 1/f noise has been reported at 4K on insulating samples like

polymers, attributed to dielectric fluctuations [68, 123]. This frequency noise scales

with the square of the charge difference between the sample and the tip. Therefore,

we believe it can be avoided, either by properly grounding both the tip and sample,

but also by biasing the tip to tune away any charge difference [124, 125].

A second limitation is that for the current experiment we require T1 times to

be between several seconds and minutes. When T1 is shorter than several seconds,

it becomes comparable to other time constants in our setup (e.g., the thermal time

constant of the sample holder), making it difficult to extract the signal. When T1 be-

comes longer than minutes, averaging measurements to increase the SNR will become

very time-consuming, although the total measurement time may come down by using

multiple resonant slices [126, 127]. Plus, as the duration of a measurement increases,

1/f noise will increasingly become a limiting factor. T1 times within the desired range

for suitable proton samples are reported at low temperatures [113, 116]. For very

pure samples with long T1 times, appropriate doping of the sample with impurities

can be used to reduce the relaxation time [128].

74



4

4.5 Imaging protons

2 3 4 5 6 7 8 91 1 01 0 k

1 0 0 k

1 M

 E x p e r i m e n t
 S i m u l a t i o nRe

so
na

nc
e f

req
ue

nc
y f

n (H
z)

M o d e  n u m b e r  n
Figure 4.8: Measured higher mode resonance frequencies of the cantilever, together with the

mode frequencies obtained from finite element calculations. The highest resonance mode

investigated is the 15th mode located at f15 = 4.4 MHz. In the simulations we only consider

higher modes that vibrate in the soft direction of the cantilever.

The final challenge is to maintain the low operating temperatures required for

the low frequency noise floor while sending RF pulses in the MHz range. The power

dissipated by the RF pulse, even when using a superconducting RF wire, increases

with the frequency. To apply a 0.1 mT RF pulse at a sample located 5 µm from the

RF wire at 3.5 MHz, we measure a dissipation of approximately 3 µW in our setup.

A continuous power pulse with this level of dissipation would locally heat the sample

to over 100 mK. We can avoid this source of dissipation by using the higher modes

of the cantilever, which can be excited up to the 15th mode at 4.4 MHz and possibly

beyond. In Fig. 4.8 we show the frequencies of the higher flexural modes together with

the calculated frequencies obtained from finite element calculations. The estimated

dissipation from the motion of a higher mode is well below 1 fW, since we measure

the higher modes to have Q-factors approaching one million. Note that exciting the

higher modes becomes harder for higher mode numbers, as the rotation angle of the

magnet (that partially determines the magnitude of the generated RF field) scales

with the inverse of the torsional stiffness κn ∝ n4. For the presented mode numbers

this can be compensated by increasing the amplitude of the driving force. We do

expect, however, that non-linearities of the cantilever will be the fundamental limit

for the maximum fields that we can generate using the higher modes [50].

75



4

4 Feasibility of imaging in nuclear MRFM using Boltzmann polarization

4.6 Conclusions

We have used the time-dependent solution of the Bloch equation to derive a concise

equation to calculate the frequency shifts in MRFM experiments, and applied this

to saturation experiments on a thin copper film. By using the higher modes of the

cantilever as a source for the RF fields, we have demonstrated that it is possible to

make one-dimensional scans of the copper film with near-negligible dissipation, and

that the measured direct frequency shifts are well reproduced by the presented theory.

Finally, we have shown that we have measured a frequency-shift signal with a volume

sensitivity of (40 nm)3. We have done all this at temperatures as low as 21 mK, made

possible by the SQUID-based detection of the cantilever motion and the low power

saturation protocol in combination with the mechanical generation of the RF fields.

The achieved volume sensitivity opens up the way for imaging based on measure-

ments of the Boltzmann polarization, which could allow for high resolution imaging

due to the direct gain from lower temperatures, and the favourable averaging com-

pared to statistical polarization based imaging. We have shown that modest technical

changes to our current setup can allow for experiments on protons with a spatial res-

olution of (25 nm)3, and that increasing the polarization, for instance using DNP, can

improve the resolution even further to below (10 nm)3. The magnet-on-tip geometry

allows for a larger choice in available samples, as it is still an open question whether

interesting biological samples can be attached to an ultrasoft MRFM cantilever for

approaches using the sample-on-tip geometry. When it is possible to measure on

different samples with the same low frequency noise as achieved in the current exper-

iment, high-resolution Boltzmann-polarization-based magnetic resonance imaging at

milliKelvin temperatures in a magnet-on-tip geometry could become a reality.
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Supplemental material

4.7 Relevant NMR parameters of copper

The relevant NMR properties for both isotopes of copper are given in Table 4.3. In all

calculations, we assume a combined spin density ρ = 85 spins/nm3, and spin-lattice

relaxation times T1 dictated by the Korringa relation TT1 = 1.2 sK [129].

Parameter Variable 63Cu 65Cu

Spin S 3/2 3/2

Natural abundance 69 % 31 %

Gyromagnetic Ratio γ/(2π) 11.3 MHz/T 12.1 MHz/T

spin-spin relaxation time T2 0.15 ms 0.15 ms

Table 4.3: Overview of the relevant NMR parameters for the two isotopes of copper. [109,

129, 130]

4.8 Spin diffusion length for copper

When attempting to measure the signal from very narrow resonant slices, spin dif-

fusion might be a relevant factor, as the transfer of polarization from spins within

the resonant slice to spins outside of the resonant slice would increase the effective

detection volume. Spin diffusion can be suppressed in high field gradients [32–34].

Assuming a spin density of 85 spins/nm3 and a nearest-neighbor distance a = 0.256

nm, we calculate that this requires field gradients of at least 1.3 MT/m. So the field

gradients in the presented experiments are insufficient to suppress the spin diffusion.

We can find the expected diffusion length following the calculation by Wagenaar

et al.[37], who assumes a transition rate W = 1/30T2 [131]. For T2 = 0.15 ms this

leads to a diffusion constant D = Wa2 = 15 nm2/s and a diffusion length lD =
√
Dtp.

Thus, for a pulse duration tp = 80 µs, we find a diffusion length of 0.04 nm. Since

the diffusion transports polarization away from the resonant slice in both directions,

this leads to a broadening of the resonant slice of 0.08 nm.
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Density and T1 of surface and

bulk spins in diamond in high

magnetic field gradients

Small spin ensembles play an important role in many areas of condensed matter physics.

Here we present a method to measure spin densities in very dilute spin systems. We report

on surface and bulk spin density measurements of diamond, using ultra-sensitive magnetic

force microscopy with magnetic field gradients up to 0.5 T/µm. At temperatures between

25 and 800 mK, we measure the shifts in the resonance frequency and quality factor of

a cantilever with a micromagnet attached to it. A recently developed theoretical analysis

allows us to extract a surface spin density of 0.072 spins/nm2 and a bulk spin density of 0.4

ppm from this data. In addition, we find an increase of the T1 time of the surface spins in high

magnetic field gradients due to the suppression of spin diffusion. Our technique is applicable

to a variety of samples other than diamond, and could be of interest for several research

fields where surface, interface or impurity bulk spin densities are an important factor.

This chapter has been published as M. de Wit, G. Welker et al., “Density and T1 of surface and

bulk spins in diamond in high magnetic field gradients”, Phys. Rev. Applied, Vol. 10, p. 064045,

Dec. 2018
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5.1 Introduction

Noise coming from paramagnetic impurities is a widespread phenomenon that is rele-

vant to fields ranging from magnetometry to solid-state qubits [132, 133]. An example

is NV− centers in diamond (from now on referred to as “NV-centers”), which have

become one of the workhorses in quantum technology. Interaction with paramagnetic

impurities is considered one of the main factors that induce decoherence of the NV-

center [134]. This decoherence is faster for shallow NV-centers close to the surface and

slower for NV-centers in the bulk of the diamond sample, because shallow NV-centers

are under the influence of a layer of electron spins at the surface of the diamond

[132, 135]. Understanding and potentially eliminating this source of decoherence has

been a long-standing goal of the field [136]. Here we present a method to measure the

impurity spin density, where the sensor is decoupled from the diamond sample. We

use an ultrasoft cantilever with an attached micromagnet that couples to the spins

via dipole-dipole interaction. The method is easily transferable to a wide range of

samples [51].

Multiple experiments have been conducted to measure the diamond surface impu-

rity spin density and to characterize the properties of this two-dimensional electron

spin bath, such as correlation times of the fluctuating spins [135, 137–140]. The

measured spin densities differ and range from 0.01 to 0.5 µB/nm2. Most of these

experiments were done at room temperature, except for one measurement at 10 K

[138]. All mentioned studies used NV-centers to probe the surface electron spin bath.

The technological challenge of measuring surface or bulk spin densities on samples

other than diamond can be met by use of a scanning NV-center approach [137]. Un-

fortunately, the detection range of a scanning NV-center approach is limited to a few

nanometers. Our method is capable of sensing spins at micrometer distances.

We do our experiments at milliKelvin temperatures, where no surface spin-density

measurements on diamond have been performed yet. The low temperature in com-

bination with a high magnetic field gradient allows us to measure with an extremely

low force noise [48]. In addition, it allows us to interact with electron spins that can

easily be polarized by small magnetic fields and to disregard all physical processes

involving phonons. This makes our method suitable for measuring spin densities in

very dilute spin systems. In particular, it is of interest for the fields of quantum

computation devices [141, 142], magnetometry [143], and magnetic resonance force

microscopy (MRFM) [106], as surface and bulk impurity spins play an important role

there.

Our group has previously demonstrated surface spin-density measurements of dan-
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gling bonds on a silicon oxide surface [51]. Here we present spin-density measurements

of paramagnetic impurities on a diamond surface and also expand our method to probe

impurity spins in the bulk of the sample. We show that strong magnetic field gradi-

ents influence the T1 relaxation time of the impurity spins and that this effect is an

important ingredient to understand the system.

5.2 Methods

5.2.1 Experimental setup

In our experiments we use a commercially available diamond sample with a size of 2.6

x 2.6 x 0.3 mm3 and that is specified to have less than 1 ppm of nitrogen impurities1.

One surface is polished twice to a surface roughness Ra <5 nm2. We clean the

diamond subsequently in acetone, 2-propanol, fuming nitric acid, hydrofluoric acid,

and water to start the fabrication process with a clean surface and without oxides.

On the surface we fabricate a niobium titanium nitride (NbTiN) pickup loop and RF-

wire, the latter of which is not used in the present experiment [55]. After fabrication,

the sample is exposed to air for several months. Before mounting of the sample, it

is ultrasonically cleaned in acetone, and thereafter in 2-propanol to remove organics

and dust.

The measurements are performed with a MRFM setup comparable to the one

used in earlier experiments [51]. To establish the magnetic interaction, we use a

spherical (Nd,Fe)B particle (from now on simply referred to as the “magnet”) with a

diameter of 2.99 µm. This magnet is glued with platinum by electron-beam-induced

deposition (EBID) to the end of an ultrasoft cantilever with a length of 166 µm,

width of 5 µm, and thickness of 100 nm [7]. This geometry leads to an intrinsic

spring constant k0 = 5.0× 10−5 N/m with a corresponding natural frequency of 2850

Hz (see Supplemental Material Fig. 5.7 for the properties of the cantilever measured

versus temperature at 5 µm height, far away from the sample). After the magnet is

attached, it is placed in an external field of 5 T, leading to a magnetic moment m

of 1.5 × 10−11 Am2 pointing along the direction of movement of the cantilever (Fig.

5.1(a)). The magnetic particle is responsible for the B field, which polarizes the spins

in the sample but also creates large magnetic field gradients of up to 0.5 T/µm.

The magnetized cantilever is mounted above the sample and can be moved with

1SC Plate CVD, <100>, PL, from Element Six
2Second polish: scaife polishing from Stone Perfect
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Figure 5.1: (a) Setup: A magnetic particle with a diameter of 2.99 µm attached to the end

of a soft MRFM cantilever is positioned above the diamond sample, where it induces a high

magnetic field gradient (solid colored lines, unit mT/µm). The bulk of the diamond contains

nitrogen impurities with an associated electron spin. On the surface we find an impurity layer

containing paramagnetic electron spins, indicated in blue. (b) False-color scanning-electron-

microscope image of the nanofabricated structures on top of the diamond sample. The pickup

loop used for the read-out of the cantilever is shown in yellow. In blue there is a NbTiN RF

wire, which is not used in the current experiment. The measurements described in this work

are done at the location marked by the red circle. (c) Scanning-electron-microscope image

of the tip of the cantilever and a NdFeB particle after the electron-beam-induced deposition

(EBID).

respect to the sample with use of a modified piezoknob-based cryogenic positioning

stage3. The absolute tip position is measured with three capacitive sensors, while the

precise distance between the surface of the magnet and the surface of the diamond is

calibrated by gently lowering the magnet until the two touch, using the piezoknobs.

The motion of the cantilever is measured with a SQUID-based read-out [47], where

we detect the changing magnetic flux in the pickup loop (yellow in Fig. 5.1(b)) due

to the moving magnet. We can determine the linear response of the cantilever by

driving a small piezo element at the base of the cantilever. When we sweep the drive

frequency and measure the cantilever response using a lock-in amplifier, we obtain

the resonance frequency and quality factor by fitting the square of the SQUID output

with a Lorentzian, as seen in Fig. 5.2.

The full experimental setup is mounted at the mixing chamber of a cryogen-free

3Cryo Positioning Stage - High Resonance (CPSHR), from Janssen Precision Engineering B.V.
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Figure 5.2: Example of a frequency sweep measured at a tip-sample separation of 3.4 µm

at a temperature of 25 mK. The resonance frequency and quality factor are obtained by the

fitting of the data to a Lorentzian (solid red line).

dilution refrigerator with vibration isolation [77], and with a base temperature of

10 mK. The gold-plated copper sample holder is thermally connected to the mixing

chamber with a silver strip. A heater and calibrated low-temperature thermometer are

used to control the temperature of the sample holder. Because of the limited thermal

conductance between the mixing chamber, the sample holder, and the diamond sample

itself, the sample temperature typically saturates at approximately 25 - 30 mK.

5.2.2 Spin-bath - cantilever coupling

When the tip of the cantilever is positioned close to the sample, it couples to the

electron spins via the magnetic field that originates from the magnet. The motion of

the cantilever changes the direction and strength of this field. The electron spins will

follow the varying magnetic field, but with a lag due to their relaxation times T1 and

T2. This effect will, in return, change the motion of the cantilever. De Voogd et al.

[52] investigated the complete spin-cantilever system while taking into account the

intrinsic damping of the cantilever and the spin-lattice relaxation. They derived an

expression for the change of the resonance frequency ∆f = fres− f0, where fres is the

resonance frequency taking into account the interaction with the spins, and f0 is the

resonance frequency of the cantilever. Only spins with T1 & 1/ω0, with ω0 = 2πf0,

contribute to the frequency shift. A similar expression is found for the inverse quality
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factor ∆ 1
Q = 1

Q −
1
Q0

, with Q0 the cantilever’s bare quality factor. The spin-mediated

dissipation 1/Q is significant only when T1 ≈ 1/ω0. We now give the expressions for

∆f and ∆ 1
Q for our specific sample.

In our sample, we expect two main sources for the signal: spins in the bulk and

spins on the surface of the diamond. First, we expect a contribution from the free

electron spins associated with the nitrogen impurities in the bulk of diamond (P1 and

P2 centers). The T1 relaxation time of the dilute electron spins in the bulk of diamond

has been reported to increase to several seconds at low temperatures [144]. Since this

means that the spin-lattice relaxation is negligible on timescales comparable to the

cantilever period, there is no dissipation path for the cantilever through the spin to

the lattice at the cantilever’s resonance frequency. Hence, we expect the bulk spin-

induced shift of the quality factor to be zero. Taking these assumptions into account,

we find the contributions of the spins in the bulk to be

∆fbulk =
f0

2k0

ρµ2
B

kBT

∫
V

d3r C(r), (5.1)

and

∆
1

Qbulk

= 0, (5.2)

where

C(r) =
|B′||B̂0

|2

cosh2(µBB0

kBT
)
, (5.3)

ρ is the bulk spin density, µB is the Bohr magneton, and T is the temperature of the

spin bath. The integral is over the entire volume of the sample.

Since our sample is exposed to air before the experiment, we expect a second

contribution from a layer of surface spins that can be expected on any surface that

has been exposed to air for extended times [145]. As these are dilute paramagnetic

spins, we expect these spins to have T1 times in the millisecond range. In the case that

T1 is similar to 1
ω0

, these spins create an additional dissipation path for the cantilever.

Therefore, these spins should cause additional shifts given by

∆fsurf =
f0

2k0

σµ2
B

kBT

∫
S

d2r C(r)
(ω0T1(r))2

1 + (ω0T1(r))2
, (5.4)

and

∆
1

Q surf

=
1

k0

σµ2
B

kBT

∫
S

d2r C(r)
ω0T1(r)

1 + (ω0T1(r))2
, (5.5)
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where σ is the surface spin density. We have placed the term containing ω0T1 inside

the integral to reflect the fact that T1 may depend on the magnetic field gradient.

The integral is over the entire surface of the sample.

To calculate the expected frequency shift and additional dissipation, accurate val-

ues are needed for the magnetic moment and the shape and size of the magnetic field.

In our experiment, since the magnetic particle is almost perfectly spherical, we can

calculate the field as if it originates from a magnetic dipole. In the coordinate-free

form, this is given by [146]

B(r) =
µ0

4π

1

r3
[3 (m · r̂) r̂ −m] , (5.6)

where m is the magnetic moment of the magnet. From this field, we can calculate all

relevant derivatives as required for Eq. 5.3.

5.2.3 Spin diffusion in high magnetic field gradients

The theory presented so far describes the spin-cantilever interaction for a constant

T1 of the spins. For most applications (e.g.,in bulk techniques with homogeneous

external fields) this is a good approximation. However, this approximation does not

hold when dilute spins are placed in large magnetic field gradients, as is the case in

our experiment. These gradients can increase the relaxation times by suppressing spin

diffusion, a concept first derived by Bloembergen [131]. Spin diffusion in diamond was

studied by Cardellino et al. [33].

In this model, it is assumed that different spins can have different relaxation times

depending on their local environment. This results in the presence of fast-relaxing

spins that can rapidly thermalize to the lattice, and slow-relaxing spins that are badly

coupled to the lattice. After a perturbation of the thermal equilibrium, relaxation of

the polarization of this sample to equilibrium occurs via spin diffusion which couples

the slower-relaxing spins to the faster-relaxing spins through flip-flop interaction,

reducing the overall relaxation time of the sample.

However, spin diffusion can be suppressed by application of a large magnetic field

gradient, which reduces the probability of two spins exchanging energy by introducing

a difference in field felt by neighboring spins. An Ansatz for the suppression of the spin

diffusion can be obtained by calculation of the normalized overlap integral between

the line shapes of two spins [32]:

Φ(āG) =

∫
F (B′)F (B′ − āG)dB′∫

F 2(B′)dB′
, (5.7)
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where G is the gradient of the magnetic field strength at the position of the spins,

ā ' 0.5 r̄ is the approximate average spacing between spins in the radial direction

with r̄ the nearest-neighbor distance under the assumption of a cubic lattice, and

F (B) is the resonance line shape of the spins. We look at the spacing in the radial

direction, since this direction has the largest magnetic field strength gradients, and

therefore the highest suppression of spin diffusion. Since we are considering a layer of

spins on the surface of the diamond, the total number of spins is too small to measure

the actual spectra of the surface spins by bulk techniques such as ESR, so we assume

these spins have a Lorentzian profile

F (B) =
1

π

(
∆Bdd

2

)
B2 +

(
∆Bdd

2

)2 , (5.8)

with a linewidth given by [117, p. 128]:

∆Bdd = 3.8µ0γe~/4πr̄3, (5.9)

where γe/2π = 28.0 GHz/T is the electron gyromagnetic ratio. Because the convolu-

tion of two Lorentzian profiles with width ∆ is itself a Lorentzian with width 2∆, we

can evaluate Eq. 5.7, from which we find that

Φ(āG) =
1

1 + (āG/∆Bdd)
2 =

1

1 + (G/G∗)
2 , (5.10)

where G∗ = ∆Bdd/ā is a measure for the gradient when the quenching becomes

significant, from now on called the “critical gradient”. In short, it is the gradient for

which the difference in the field at neighboring spins becomes larger than the spin

linewidth. Φ(āG) can be seen as a flip-flop suppression factor. When Φ(āG) is 0, flip-

flops are fully suppressed, and when Φ(āG) approaches 1, spins can exchange energy

and flip-flops are possible. Thus, we find that the relaxation time is given by

T1(G) =

{
1

Tff
1

1

[1 + (G/G∗)2]
+

1

T ∗1

}−1

, (5.11)

where Tff
1 is the reduced T1 time due to flip-flops between neighboring spins and

T ∗1 is the intrinsic relaxation time of the system when the flip-flops are completely

quenched. This is only a heuristic description of the effects of spin diffusion, and

does not take into account the direction of the gradient or the effects of the spin-bath

polarization on the flip-flop rate.
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5.3 Results and discussion

For our experiments, we change the height (distance between the two surfaces of the

diamond and the magnet) and vary the temperature from 25 mK to 800 mK. At

every height-temperature combination, the resonance frequency and quality factor

are measured as described in Sec. 5.2.1.

5.3.1 Frequency shift and dissipation

The results of the measurements of the frequency shift are shown in Fig. 5.3. The

solid lines indicate the results of the fits according to Eqs. 5.1 and Eq. 5.4, with the

total frequency shift given by ∆f = ∆fbulk + ∆fsurf . We calculate f0 at each height

by extrapolating the measured frequency-shift data to higher temperatures.

The two-dimensional and three-dimensional integrals over C(r) are calculated with

the magnetic field distribution defined by Eq. 5.6. As mentioned before, both integrals

are calculated over the entire surface and volume, respectively, but they converge

within several micrometers from the magnet due to the strong distance-dependence

of C(r). The only free parameters remaining in the model are the two spin densities

ρ and σ for the bulk and the surface, respectively, and the T1 time of the surface

spins, which for now is fixed at 0.5 ms. As the term (ω0T1)2/
[
1 + (ω0T1)2

]
converges

to 1 for ω0T1 � 1, the effect of the T1 time on the total frequency shift can be

ignored, so the precise value for the T1 time is important only in the analysis of the

temperature-dependent change of the quality factor.

A complication in fitting the values for the two spin densities, is that the functions

for ∆fbulk and ∆fsurf are not independent. To determine the precise values, we fix ρ

and fit σ as a shared fit parameter over the temperature traces for all heights. Next,

we vary ρ to minimize the average fitting error. This method yields global values of ρ

= 0.4 ppm, compatible with the specifications of the diamond sample, and σ = 0.072

spins/nm2, in line with previously measured surface spin densities [139]. The dashed

line in Fig. 5.3 shows the frequency shift due to the bulk spins at a height of 20 nm

for this concentration, signifying that even very low spin densities have a substantial

effect on the total frequency shift.

The measured changes of the quality factor for each height and temperature are

shown in Fig. 5.4. The total value for the inverse quality-factor is given by 1
Q =

1
Q0

+ ∆ 1
Q surf

, where Q0 is the quality factor of the resonator without coupling to the
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Figure 5.3: Data (circles) and theory (lines) for the frequency shift of the cantilever versus

temperature when the cantilever is positioned near the surface of the diamond sample. The

dashed line shows the contribution from the bulk spins in the diamond only. The solid lines

are calculated with σ = 0.072 spins/nm2 and ρ = 0.40 ppm.

spin-bath. Q0 can be obtained by extrapolation of the measured dissipation to high

temperatures. For a height of 3.4 µm we find that Q0 is 24 000, and for a height of 2.4

µm, we find Q0 to be 18 500. For all smaller heights we fix Q0 to 18 500. These values

are lower than the vacuum quality-factor (at a height of 5 µm, we find Q0 is 35 000,

see Fig. 5.7), and we ascribe this to some other long-range effect (e.g., electrostatic

interactions [147, 148]).

To fit the data to Eq. 5.5, we fix the spin densities of both the surface and the

bulk to the values obtained from the frequency-shift analysis. Our attempt to fit

these data using Eq. 5.5 with a constant T1 time independent of position did not

yield a good match with the data. This is illustrated by the dashed line in Fig. 5.4,

which shows the result of the calculation at a height of 20 nm, with T1 = 1.3 ms. A

clear deviation between the data and calculated values at low temperatures is visible.

Repeating the calculation for each available height separately results in different T1

times. We find that T1 increases from 0.4 ms at a large height to 1.3 ms at a small

height (see Fig. 5.8 for the fitting results obtained with constant T1 times). This

observation is a strong indication of the suppression of the spin diffusion by the high

magnetic field gradient.

We include this effect by inserting Eq. 5.11 into Eq. 5.5, yielding a position-

dependent T1 time bound by T ∗1 in the high gradients close to the magnet, and Tff
1 for

88



5

5.3 Results and discussion

20 50 100 200 500 1000

Temperature (mK)

0

5

10

15

20

25

Q
-f

ac
to

r 
(x

10
00

)

3.4 µm

2.4 µm

1.5 µm

0.92 µm
0.61 µm
0.27 µm
0.02 µm

Figure 5.4: Data (circles) and theory (lines) for the change in the quality factor of the can-

tilever versus temperature when the cantilever is positioned near the surface of the diamond

sample. The solid lines are calculated with the spin densities obtained from the frequency

data, including the effects of spin diffusion using T ∗
1 = 10 ms and Tff

1 = 0.45 ms. The dashed

line shows the expected quality factor at a height of 0.02 µm calculated with a constant

T1 = 1.3 ms.

spins far away from the magnet. Using the surface spin density σ = 0.072 spins/nm2

obtained from the frequency-shift data, we find that in our case r̄ = σ−1/2 = 3.7 nm,

resulting in a linewidth of ∆Bdd = 0.14 mT according to Eq. 5.9. This leads to a

critical gradient G∗ = 73 mT/µm, a value smaller than the maximum field gradients

in our setup as indicated in Fig. 5.1(a). The resulting dependence of the T1 time on

the magnetic field strength gradient is shown in Fig. 5.5.

To obtain reliable values for the relaxation times Tff
1 and T ∗1 , we use an interesting

feature of the coupling between the spins and the magnet. Fig. 5.6 shows the spatial

distribution of C for various temperatures, calculated at a constant tip-sample separa-

tion of 20 nm, indicating the position of the spins contributing most to the signal. It

is clear that as the temperature of the sample decreases, the average location of con-

tributing spins moves away from the cantilever. This immediately implies that at low

temperatures, most of the contributing spins are located in a region with a magnetic

field gradient below G∗, which means that spin diffusion is not suppressed, and thus

their relaxation time approaches Tff
1 . Equivalently, at high temperatures, the spins

that contribute the most are close to the magnet in a high magnetic field gradient,

meaning flip-flops are quenched and T1 ≈ T ∗1 . This allows us to fit Tff
1 and T ∗1 almost

independently. The solid lines in Fig. 5.4 show the final calculations including the
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Figure 5.5: Plot of the inverse of the T1 time calculated from Eq. 5.11, using G∗ = 73

mT/µm, Tff
1 = 0.45 ms, and T ∗

1 = 10 ms.

effects of spin diffusion using T ∗1 = 10 ms and Tff
1 = 0.45 ms.

We select a value of 10 ms for T ∗1 . Higher values for T ∗1 do not significantly change

the dissipation, because T ∗1 becomes too far away from the cantilever period. In

other words, the dissipation of the cantilever mediated by the spins peaks when T1

matches the cantilever period, so we are only sensitive to T1 times of up to several

milliseconds. Spins with a T1 time greater than several milliseconds do not contribute

to the enhanced dissipation, but they do change the resonance frequency.

There are still some unexplained features in the data. First, there is a clear differ-

ence between data and theory for large tip-surface separations at low temperatures. It

seems that the quality factor of the silicon cantilever increases when the temperature

decreases (see Supplemental Material Fig. 5.7 for the data showing the increasing Q

factor at low temperatures measured at a height of 5 µm), presumably due to the

freezing out of the quantum fluctuators on the surface of the silicon beam [149]. Fur-

thermore, the measurements at a height of 1.5 µm also strongly deviate from the fit

for both the resonance frequency and the quality factor. This could be because this

measurement is performed directly above a superconducting line of the pickup loop,

which might lead to a lower density of paramagnetic electron spins on and beneath

the superconductor. The low quality factor can then be explained by the increased

coupling with the pickup loop, which leads to additional dissipation of the cantilever

energy via the inductive coupling to resistive elements. We did not take the data

measured at this height into account in our final analysis.

As the measured data as a function of temperature (for each height) show a clear
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Figure 5.6: Simulation of the relative contribution of spins at different locations, calculated

for a tip-sample separation of 20 nm. Yellow indicates regions of maximal coupling, while

blue indicates a very low coupling between a spin and the cantilever.

nontrivial curve that matches the magnetic interaction as described by De Voogd

et al., we are confident that the observed effects can be ascribed to paramagnetic

spins. Other dissipation channels, such as dielectric fluctuations, are estimated to be

smaller than what we find. In an improved version of our experiment, we would like to

apply an external magnetic field, although this is a large technical challenge because

the SQUID detection is very sensitive to noise in the applied external magnetic field.

5.4 Summary and outlook

In conclusion, by using our MRFM setup as an ultra sensitive, long-range magnetic

force microscope, we are able to measure the amount of nitrogen impurities in our

diamond sample, resulting in a bulk spin density of only 0.4 ppm. This shows that our

method allows us to characterize samples containing low spin densities over a field of

view of several micrometers. Furthermore, we characterize the paramagnetic electron-

like spins on the surface of the diamond, yielding a density of 0.072 spins/nm2, and T1

times of several milliseconds, heavily influenced by the presence of spin diffusion. As it

is the fluctuation of these spins that is typically held responsible for the reduced per-

formance of a variety of nanodevices such as qubits and superconducting resonators,

we believe that our technique offers a useful tool to characterize the properties of the

surface spin system and understand the resulting dissipation in these devices.

As the flip-flop interaction between the surface spins on the diamond can be re-

duced by use of a high gradient, it could be possible to improve the coherence of
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various diamond-based devices. The idea of suppressing flip-flop induced spin-bath

fluctuations for this purpose has been demonstrated before by increasing the polar-

ization of the spin bath to more than 99% [144]. However, this works only for low

temperatures and high magnetic fields. This is not the case for gradient-based quench-

ing of flip-flops. Furthermore, since the required magnitude of the critical gradient

depends on the spin density, relatively modest magnetic field strength gradients are

required to isolate a single spin from its environment in very pure samples. For ex-

ample, to suppress spin diffusion in a diamond sample with a nitrogen spin density

of 1 ppm, it is sufficient to have a gradient of 1 mT/µm.

A potential near-future application of this technique could be the testing of vari-

ous sample preparation steps that are typically used to enhance the performance of

nanodevices. As an example, we expect that a short chemical wet etch of diamond

using hydrofluoric acid should reduce the density of the unpaired spins on the surface,

resulting in the case of MRFM in a higher quality factor of the resonator close to the

surface and in the case of shallow NV-centers in enhanced correlation times. Our

technique would allow us to test the effect of this etch in any intermediate state of

the fabrication of one of these devices, allowing better optimization of the fabrication

process.
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Supplemental material

5.5 Vacuum properties of the cantilever

To exclude the possibility that the mechanical properties of the cantilever might be

dependent on the temperature, even at temperature well below 1 K, we have measured

the resonance frequency and Q-factor of the cantilever at a height of approximately 5

µm for various temperatures below 1 K. A height of 5 µm is sufficiently far away from

the sample that we expect no significant coupling between the spins and the magnetic

tip of the cantilever. The results of this measurement are presented in Fig. 5.7. The

properties of the cantilever were obtained using the same method as described in Sec.

5.2.1.
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Figure 5.7: Properties of the cantilever measured at a height of 5 µm for various temper-

atures. The resonance frequency (a) changes by approximately 100 mHz with respect to

a reference frequency of 2749.01 Hz. The Q-factor (b) is constant at a value of 35 000 for

temperatures above 100 mK, but increases for lower temperatures.

We find that between 16 mK and 800 mK, the resonance frequency shifts by

approximately 100 mHz, which is only a fraction of the total frequency shifts measured

close to the sample, where spins influence the resonance frequency. We therefore

conclude that the mechanical properties of the cantilever, e.g. the Young’s modulus

and thereby the intrinsic stiffness, do not change significantly within the presented

temperature range.
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For the Q-factor we find that it is stable at approximately 35 000 for temperatures

above 100 mK, and increases to 60 000 for lower temperatures. This rising Q-factor

is a possible explanation for the mismatch between the calculation and experiment

in the low temperature, large height region of Fig. 5.4, as we pointed out at the

end of Sec. 5.3. At small heights, the spin-mediated dissipation is much larger than

the intrinsic dissipation in the cantilever, and the changing vacuum Q-factor becomes

irrelevant.

5.6 Fits with constant T1 times

In Sec. 5.3, we note that if we fit the data of Fig. 5.4 using a constant T1 for each

height, we find a clearly increasing T1 for decreasing height. For completeness, we

show the result of this initial analysis in Fig. 5.8, where the circles indicate the data,

and the solid lines the theory. As indicated in the main text, a clear deviation at low

temperatures is visible. The height of each measurement and the value for T1 which

best fits the data can be found next to the lines. As can be seen, the best fit for a

constant T1 increases from 0.4 ms at a height of 3.4 µm to 1.3 ms at a height of 20

nm. To explain why the T1 time of a spin close to the magnet is larger than that for

a spin far away, we decided to study the effects of the magnetic field gradient on the

spin diffusion, the result of which is presented in Sec. 5.3.

20 50 100 200 500 1000

Temperature (mK)

0

5

10

15

20

25

Q
-f

ac
to

r 
(x

10
00

)

1.3 ms

1.1 ms

0.4 ms

0.5 ms
0.8 ms

0.4 ms

0.4 ms

1.5 um

0.92 um

0.02 um

0.61 um
0.27 um

3.4 um

2.4 um

Figure 5.8: Initial analysis of the data from Fig. 5, where we use a constant T1 for each

height. The number on the right of each line shows the best-fit value for T1, showing a clear

trend of increasing T1 for decreasing height.
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Flux compensation for

SQUID-detected Magnetic

Resonance Force Microscopy

One of the major challenges in performing SQUID-detected Magnetic Resonance Force Mi-

croscopy (MRFM) at milliKelvin temperatures is the crosstalk between the radio-frequency

(RF) pulses used for the spin manipulation and the SQUID-based detection mechanism. Here

we present an approach based on balancing the flux crosstalk using an on-chip feedback coil

coupled to the SQUID. This approach does not require any additional components near the

location of the sample, and can therefore be applied to any SQUID-based detection scheme

to cancel predictable RF interference. We demonstrate the effectiveness of our approach by

showing that we can almost completely negate flux crosstalk with an amplitude of up to

several Φ0. This technical achievement allows for complicated magnetic resonance protocols

to be performed at temperatures below 50 mK.

This chapter has been published as M. de Wit et al., “Flux compensation for SQUID-detected

Magnetic Resonance Force Microscopy”, Cryogenics, Vol. 98, p. 67-70, Jan. 2019
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6.1 Introduction

Magnetic Resonance Force Microscopy (MRFM) is a technique intended for nanoscale

Magnetic Resonance Imaging (MRI) [14, 16, 62]. It is based on measuring the forces

between spins in the sample and a small magnetic particle attached to the end of a soft

cantilever (in the magnet-on-cantilever geometry) [41]. A variety of radio-frequency

(RF) pulses can be used to manipulate the spins in the sample to generate the signal

[11, 12]. The motion of the cantilever, which contains the spin signal, is typically read

out using laser interferometry [106].

The fundamental force sensitivity of MRFM is determined by the thermal force

noise. Therefore, one would like to operate the MRFM at the lowest possible tem-

peratures. In order to prevent heating, we use a superconducting microwire as the

source for the RF pulses. Furthermore, we have replaced the laser interferometer,

which heats the cantilever and sample [44], by a SQUID-based detection scheme [47].

In this scheme, the motion of the cantilever is determined by measuring the flux in-

duced by the magnetic particle in a superconducting pickup loop, which is coupled

to the input coil of a SQUID. A photograph of the experimental setup used in this

detection scheme is shown in Fig. 6.1(a), with a zoom-in on the MRFM detection

chip containing the RF wire and pickup loops shown in Fig. 6.1(b). Due to these

adjustments, the SQUID-detected MRFM can be operated at experimentally verified

temperatures below 50 mK [37, 49].

The extreme sensitivity of the SQUID that we rely on to measure the sub-

nanometer motion of the cantilever also has a disadvantage: SQUIDs are notoriously

sensitive to electromagnetic interference [150, 151]. Interference of sufficient intensity

reduces the extent to which the SQUID voltage changes in response to an applied flux.

From now on the response of the SQUID voltage to applied flux will be called the

’SQUID modulation’. The time-dependent modulation voltage of a SQUID subjected

to a low-frequency applied flux Φa and additional RF interference with amplitude

ΦRF is given by [152]:

V (t) = ∆V0 cos

(
2πΦa(t)

Φ0

)
J0

(
2πΦRF

Φ0

)
, (6.1)

with ∆V0 the peak-to-peak modulation depth without RF interference, J0 the zeroth

order Bessel function, and Φ0 = 2.068 ·10−15 Wb, the magnetic flux quantum. The

reduced SQUID modulation results in an increase in the measured SQUID noise

floor. RF interference that originates from environmental sources can be reduced

by using magnetic shielding. However, in the MRFM experiment there is also a local

source of RF interference which cannot be avoided by using shielding: the direct
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Figure 6.1: (a) Optical microscope image of (1) the niobium terminals connected to the

SQUID input coil, (2) the gradiometric transformer used for the impedance matching, and

(3) the MRFM detection chip. The white dashed boxed indicates the location of the zoomed-

in image shown in (b) (not to scale). (b) Scanning electron microscope image of the detection

chip, showing the NbTiN pickup loop (yellow) and RF wire (red).

crosstalk between the RF pulse and the pickup loop, as discussed in the next section.

The presence of this crosstalk is detrimental for MRFM experiments, as it prevents

measurements of the spin signal during the pulse, an absolute necessity in many

MRFM protocols.

This challenge was also encountered and overcome in the field of SQUID-detected

NMR, where the high sensitivity of the SQUIDs offers the possibility to work at very

low fields and low frequencies [153–156]. In order to protect the SQUID from RF

interference, a variety of solutions have been developed, but most can be subdivided

into two classes. The first class of solutions involves disabling the SQUID by using

diodes or Q-spoilers to block high currents [157–160]. This type of solutions is rela-

tively easy to implement, but prevents measurements of the NMR signal during the

RF pulse. The second class of solutions is based on sending a copy of the RF pulse

with the appropriate phase and amplitude to an additional coil in the detection cir-

cuit [153, 161–163]. This balancing coil is often placed around or near the pickup coil

which couples the measured NMR signals to the input coil of the SQUID.

In this chapter, we describe the measurement scheme used to remove the crosstalk

in our SQUID-detected MRFM setup, where we use an on-chip feedback coil in the

SQUID input coil circuit to balance nearly all crosstalk before it reaches the SQUID.
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We start by explaining the compensation method and calibration of the required

balancing pulses. We then demonstrate the effectiveness of our approach by showing

the reduction in measured crosstalk in the full MRFM setup. The application of

this technique to SQUID-dectected MRFM is vital for the operation of MRFM at

milliKelvin temperatures.

6.2 Circuit and calibration

As introduced in the previous section, RF pulses are required to manipulate the

spins in the sample, which we generate by sending an alternating current through a

superconducting RF wire [49]. In order to coherently modulate the magnetization of

the spins, alternating magnetic fields BRF on the order of several mT are necessary

[57, 114]. To generate a 1 mT field (in the rotating frame of the spins) at a distance

of 1 µm from the RF wire, a current with peak amplitude I = 10 mApk is required.

Given this current and the geometry of the system, the flux crosstalk between the RF

pulse and the pickup loop is given by:

ΦRF = ηΦ

∫
area

BRF(~r) dA ≈ ηΦ wI
µ0

2π
ln

(
r2

r1

)
, (6.2)

where w = 20 µm is the width of the pickup loop, µ0 is the vacuum permeability, and

r1 = 2.5 µm and r2 = 32.5 µm are the distance between the near and far edges of the

pickup loop, respectively. We have assumed that all flux enters via the rectangular

pickup loop, as we have minimized the parasitic area enclosed by the supply wires.

ηΦ is the efficiency of the coupling between the pickup loop and the input coil of

the SQUID. To optimize this efficiency, we use a gradiometric transformer to match

the inductances of the pickup loop and the SQUID, see Fig. 6.1(a). For a single

transformer circuit, as shown in Fig. 6.2, the efficiency is given by [164]:

ηΦ =
MfMi

(Lp + Lpar + L1) (L2 + Li)−M2
f

, (6.3)

in which the various inductances L and mutual inductances M are defined in Fig. 6.2.

Lpar is the parasitic inductance within the pickup loop circuit, which is dominated

by the wirebonds between the detection chip and the transformer. We use a sub-

optimally designed gradiometric transformer to match the impedance of the pickup

loop and input coil, resulting in ηΦ ≈ 3.5%. Using this efficiency together with the

other experimental parameters, we find from Eq. 6.2 that a 10 mA current induces a

crosstalk in the SQUID of ΦRF = 3.6·10−15 Wb∼ 1.8 Φ0. Given that the SQUID noise
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Figure 6.2: Schematic of the electronic circuit used for the flux compensation. The red

and yellow dashed boxes indicate different stages of the cryostat, the blue dashed boxes

indicate the detection chip, transformer chip, and SQUID chip, all connected using Al-Si(1%)

wirebonds.

floor at temperatures below 4 K is generally less than 1-2 µΦ0/
√

Hz, this crosstalk is

quite significant.

To solve this issue, we use an additional feedback transformer to precisely cancel

this crosstalk flux in the SQUID, using the electrical circuit shown in Fig. 6.2. We use

a SQUID with an on-chip additional feedback transformer1. A dual-channel arbitrary

waveform generator (AWG) is used to send both the RF pulse and the compensation

pulse. The first channel is used to send the current to the RF wire. This current is

intended to generate the magnetic fields to perform NMR protocols, but also creates

unwanted crosstalk flux in the pickup loop. Low temperature attenuators are used to

reduce the noise originating from the room temperature electronics and filters. The

second channel is used to send a compensation pulse with precisely the correct gain

and phase shift to the compensation coil in order to balance the crosstalk of the RF

pulse. A ferrite core transformer is used to decouple the highly sensitive feedback

transformer from low-frequency noise on the electrical ground of the cryostat. As

the compensation coil is so strongly coupled to the input coil of the SQUID, 50

Ohm resistors are used to attenuate the current at the 10 mK plate of the dilution

refrigerator to suppress noise currents in the compensation circuit.

The required gain and phase shift are calibrated by using a lock-in amplifier to

measure the crosstalk in the SQUID during a continuous, constant frequency RF

signal. The amplitude R(f) and phase φ(f) of the compensation pulse is varied

until a minimum in the measured crosstalk is obtained. Because of the frequency

dependence of the transfer functions of the various circuits, this calibration must be

1Magnicon integrated 2-stage current sensor C70M116W
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Figure 6.3: Calibrated amplitude R(f) (top) and phase φ(f) (bottom) of the compensation

pulse for an RF pulse with reference phase 0. Both the amplitude and phase result from

the combination of the transfer functions of the RF circuit and the compensation circuit, as

shown in Fig. 6.2.

repeated for the full RF pulse frequency range required for the experiments, the result

of which is shown in Fig. 6.3. The blue and red curves are measured for different RF

signal amplitudes. The good correspondence between the two shows that the SQUID

does not suffer from large non-linearities in this range.

It is straightforward to use the calibration from Fig. 6.3 to properly compensate

the flux from pulses consisting of a single frequency, as required for e.g. saturation

experiments [37]. However, it can also be used to compensate for the crosstalk from

more complex RF pulses, such as the pulses required for adiabatic rapid passage

(ARP), the technique used to coherently flip the magnetization of a spin ensemble

[57, 165]. An ARP pulse consists of a frequency-chirp combined with an amplitude

envelope, an example of which is given by the blue curve in Fig. 6.4. In this particular

example, the amplitude envelope is of the WURST kind [166, 167], given by A(t) =

1−
∣∣∣cos

(
πt
tp

)∣∣∣4, where the pulse starts at t = 0 and ends at t = tp.

In order to find the appropriate compensation pulse for an arbitrary RF pulse,

we take the discrete Fourier transform of the RF pulse, and multiply each frequency

component with the corresponding calibrated amplitude and phase represented as the
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Figure 6.4: Example of a complex RF pulse, typically used for ARP protocols in MRFM,

plus pre-calculated compensation pulse using the Fourier transform method. The RF pulse

consists of a WURST amplitude envelope and a linear frequency chirp from 100 kHz to 1.9

MHz.

complex number z(f) = R(f)eiφ(f). The required compensation pulse is obtained by

taking the inverse Fourier transform to return to the time-domain. The resulting

compensation pulse for the example ARP pulse is shown in red in Fig. 6.4.

6.3 Results

To demonstrate the effectiveness of the flux crosstalk compensation method, we show

the response of the SQUID to external flux in Fig. 6.5. All experiments in this section

were performed at a temperature of 20 mK, stabilized using a PID controller. We

apply a test flux Φa ∼ 2 Φ0 in the SQUID at a frequency of 23 Hz. The reference

modulation without RF pulse is shown in black, where we find the SQUID modulation

depth, amplified by the SQUID electronics, to be 5.9 Vpp. When switching on the RF

pulse with a frequency of 1.908 MHz and a peak-to-peak amplitude of 0.88 Φ0, the

measured modulation depth is significantly reduced, as can be seen from the red curve.

The SQUID’s noise susceptibility, which can be quantified by looking at the slope of

the modulation, is increased by a factor of 8. By sending the suitable compensation

pulse, we are able to restore the SQUID modulation, as shown by the blue curve. The

compensation, and corresponding canceling of the flux crosstalk in the SQUID input

circuit, leads to a recovery of the SQUID noise level to within 3% of that without

RF pulse. To allow for easier comparison, we have shifted the different curves in the
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Figure 6.5: Effects of a 1.908 MHz, 0.88 Φ0 pulse on the SQUID modulation. The modulation

without RF field is shown in black. The red curve shows the suppressed modulation with

an unbalanced RF flux crosstalk, while the blue curve shows the restored modulation with

optimized compensation.

figure along the horizontal axis. This does not influence the actual experiment.

The previous experiment showing the SQUID modulation depth gives an idea of

the effect of the RF pulse on the SQUID noise floor, i.e., the ability to measure at

frequencies that are not equal to the frequency of the RF pulse. A direct visualization

of the effect of the compensation at the RF pulse frequency is shown in Fig. 6.6, where

we see a small part of the SQUID spectra during the application of a 118 kHz, 0.3

mApp RF pulse, with and without compensation. Each spectrum has been averaged

100 times with a total measurement time of 1000 seconds. The measured integrated

flux crosstalk has been reduced from 74 mΦ0,pp without compensation to below 42

µΦ0,pp with compensation. Thus, the crosstalk has been reduced to less than 0.1% of

the uncompensated value. The remaining flux crosstalk is the result of a small drift

in the transfer functions of the RF wire or compensation circuits due to heating of

the low temperature attenuators. We expect that this problem is reduced for pulses

of shorter duration. Note that in order to reach these levels of crosstalk reduction,

the compensation pulse amplitude has to be calibrated to an accuracy better than

0.1%, and the phase to better than 0.1 degree.

The RF frequency of 118 kHz was selected in order to prevent aliasing in the

data acquisition. However, note that the compensation scheme can in principle be

applied over a large bandwidth, from DC up to at least tens of MHz. In the current

experiment, this bandwidth is limited by the DC block in the RF circuit, and the

bandwidth of the SQUID feedback of about 20 MHz.
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Figure 6.6: Demonstration of the reduction of crosstalk by compensating the RF pulse. The

measured flux crosstalk has been reduced from 74 mΦ0,pp without compensation to less than

42 µΦ0,pp with compensation.

Note that the compensation scheme is suitable for low temperature operation, as it

generates only very little dissipation. Compensating a 10 mApk RF current requires

a balancing current of about 200 µApk in the low temperature compensation coil

circuit. Given that this current dissipates over the two 50 Ohm resistors, this leads to

a power dissipation of less than 2 µW at the 10 mK plate. This power is sufficiently

small that this will not significantly heat up the 10 mK plate.

6.4 Conclusions and outlook

We have presented a crosstalk compensation scheme that is easy to implement without

any local adjustments near the sample or pickup loops. The compensation scheme al-

lows for relatively strong RF pulses without any adverse effect on the SQUID sensitiv-

ity. This means that data acquisition with the SQUID does not have to be interrupted

or compromised during RF pulses. This is a vital requirement for MRFM experiments,

and initially was considered one of the major arguments against a SQUID-detected

MRFM setup. Furthermore, even though our approach is very similar to what is

done in the SQUID-detected NMR community, our approach to balance the crosstalk

at the location of the SQUID instead of near the sample could allow for a broader

application of the balancing technique.

An extended application would be to use this scheme to cancel noise in an applied

external magnetic field. An external magnetic field in MRFM is useful due to the
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enhancement of the Boltzmann polarization, leading to a larger signal for the same

volume of spins. However, the application of an external magnetic field when using

a SQUID is not an easy task, because of the extreme sensitivity of the SQUID to

both the magnitude of the field as well as the magnetic field noise. The problem that

a SQUID cannot be operated in large external fields can be solved by placing the

SQUID outside of the external field in a low field region of the cryostat [168], and

only placing the pickup loop and transformer in the high field region (at the cost of

a slightly increased parasitic inductance in the input coil circuit). This leaves the

second problem of the magnetic field noise. Suppose we use a gradiometric pickup

loop with a parasitic area of only 1 µm2 coupled to the SQUID with an efficiency of

1%. Then, applying a 1 T external magnetic field without degradation of the SQUID

noise floor requires a field stability of about 0.1 ppm. This is well beyond the stability

of present-day magnet power supply systems, which is of the order of 10 ppm [169].

A potential solution would be to use a persistent current switch, but achieving this

at 10 mK is still technologically challenging [170]. Alternatively, one could redirect a

part of the current from the external magnetic field to the compensation coil, after

proper attenuation and phase shifting. Any noise in the power supply of the external

magnet will now be compensated at the SQUID level. When the current from the

magnet power supply is low-pass filtered to a bandwidth of 10 Hz, even a delay of 100

µs is acceptable to obtain a noise reduction of over a factor of 100. In combination

with the other proposed solutions this should be sufficient to be able to place the

pickup loop in an external field of potentially up to 1 T without a reduction in the

SQUID sensitivity.

The possibility to continue to measure with the SQUID even during an RF protocol

opens the way to perform MRFM experiments that rely on continuous application of

ARP pulses at low temperatures. The fundamental limit of sensitivity of an MRFM

experiment is dictated by the thermal force noise
√
SF =

√
4kBTΓ BW , with Γ

the damping of the cantilever and BW the measurement bandwidth. Thus, lower

operating temperatures in principle allow for measurements on smaller spin ensembles,

and would be a new step towards the imaging of a single nuclear spin.
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Dissipation of the alternating

magnetic field source

Concerning the operation of a Magnetic Resonance Force Microscope at milliKelvin tempera-

tures, one of the main challenges is the induced dissipation while creating the radio-frequency

field necessary to manipulate the spins. Even though we use a superconducting RF wire, we

still measure a significant dissipation which limits the ultimate operating temperature, the

source of which remains unidentified. In this chapter, we present our attempt to shed some

light on this problem, by carefully characterizing the amplitude- and frequency-dependent

dissipation, and discussing a variety of possible sources.
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7.1 Introduction

One of the crucial components of the MRFM setup is the source used to generate the

B1 field, which is necessary to manipulate the spins in the sample. There are two main

approaches to making the microwave source. The first is based on (superconducting)

microwave resonators, whose high quality factors amplify the generated magnetic

fields, but at the cost of a limited bandwidth [63]. Alternatively, one can use an RF

current passing through a microwire, allowing a larger operating bandwidth, but large

currents are required to generate sufficient fields.

When operating an MRFM at low temperatures, it turns out that the dissipation

of the RF source is the main limiting factor. For instance, Poggio et al. [57] generated a

4 mT field at the location of the sample by passing 20 mA through a copper microwire

at a current density of ∼ 107 A/cm2. However, in doing so, they had a dissipated

power of 350 µW. When measuring in a dilution refrigerator with a cooling power of

only several µW at the mixing chamber at 15 mK, this is unacceptable. Therefore,

our setup uses a superconducting microwire made of NbTiN in order to reduce the

dissipation [49]. However, even when using a superconducting RF source an increase

in sample temperature is observed during pulses. As a varying sample temperature

strongly affects an MRFM measurement (i.e. by changing the Boltzmann polarization

of the spin ensemble or inducing shifts of the resonance frequency and quality factor

of the cantilever), it is paramount to solve this issue.

In this chapter, we investigate the dissipation when sending alternating currents

through our RF microwire by using our MRFM setup as a calorimeter. We then

compare this measured dissipation to various possible mechanisms which could cause

dissipation due to an alternating current. In doing so we try to understand the origin

of the dissipation and, hopefully, find a solution to this longstanding problem.

7.2 Calorimetry at mK temperatures

7.2.1 Cryogenic dual-compensated calorimeter

In order to measure the dissipated power at low temperatures, we use our MRFM

setup as a dual compensated calorimeter. The operating principle of such a calorime-

ter is shown in Fig. 7.1. The idea is straightforward: two temperature controllers are
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Figure 7.1: Schematic of the operation principle of a dual compensated calorimeter. The

blue parts parts indicate the intended heatlinks between the different calorimeter stages,

while the parts in green are parasitic thermal connections. A dual temperature controller

maintains both the target and reference heat bath at constant temperatures.

used to hold the target (Tt) and reference (Tr) heat baths at a constant temperature,

with Tt slightly above Tr. The total heat flow to and from the target heat bath is

given by:

q̇Ht
= q̇s − q̇Tt

−
∑
n

q̇pn (7.1)

where q̇s is the power from the sample that reaches the target heat bath, q̇Tt
the heat

flow from the target to the reference heat bath, q̇Hr the power used by the temperature

controller to maintain constant temperature, and q̇pn are all parasitic heat flows that

bypass one or both of the heat baths. Because we keep Tt and Tr constant, all thermal

conductivities of the various materials stay the same during the measurement. If we

also assume that the sum of all parasitic heat losses is small and constant, we can

directly measure the power dissipated on the sample, since this can be measured as

a decrease of the control power required to keep the target heat bath at a constant

temperature.

The measurement protocol depends on differential measurements of the required
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heating power on the sample, with the reference bath always at a constant tempera-

ture. First, the reference power (P1) required to keep the sample holder at a certain

setpoint temperature is measured without any heating on the sample. Second, the

reference power is switched off, and the target bath is allowed to cool down to the

temperature of the reference bath. Third, dissipation on the sample is switched on,

in our case by sending continuous RF power through the RF wire. When the tem-

perature without feedback is stable, the temperature controller is switched on, and

the new required power (P2) to heat the sample holder to the temperature setpoint

is determined. The power dissipated by the sample is now given by the difference

between P1 and P2.

In reality, we did not use a dedicated calorimeter setup for the experiments pre-

sented in this chapter. Instead, we simply used the Fermat MRFM setup, where the

sample holder is used as the target heat bath, while we use the bottom mass of the

vibration isolation (mass 3) as the reference heat bath. The heat conductance be-

tween the two baths has been measured for different temperatures, the result of which

is shown in Fig. 7.2. The linear dependency on the temperature matches electronic

thermal conductance at low temperatures [109], while the magnitude of the measured

value indicates that the conductance is limited by the brass screw used to connect

the sample holder to the outer housing of Fermat: An M2 brass screw with a length

of 1 cm would lead to a thermal conductance of approximately 10 nW/mK at a tem-

perature of 100 mK. An AR3 low temperature thermometer1 is used in combination

with a 100 Ohm heating element to control the temperature between 15 mK and 1 K.

The final achieved power resolution varies between 1 and 100 nW depending on the

setpoint temperature of the sample holder, and the ferocity of the PID controller.

7.2.2 NbTiN RF wire

The RF wire under investigation in this chapter can be seen in Fig. 7.3(a), and

consists of two leads with dimensions 2000 x 20 x 0.3 µm, and a constriction with

dimensions 300 x 1.0 x 0.3 µm. The transition between the leads and the constriction

has rounded corners to prevent current crowding which reduces the critical current

[171]. It was fabricated according to the recipe outlined in appendix D, based on

NbTiN films grown by David Thoen [55]. The superconducting properties of the

RF wire were measured in a vacuum chamber inside a liquid helium dewar. A DC

transport critical current of 28.3 mA was measured, equivalent to a critical current

density of 9 · 106 A/cm2 (see Fig. 7.3(b)). The residual DC resistance well below the

critical current is less than 0.1 mΩ.

1Supplied by Hightech Development Leiden (HDL), calibrated range 10 mK - 1.1 K.
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Figure 7.2: Thermal conductance between the sample holder and mass 3. The red line indi-

cates the expected linear dependence between the heat conductance and temperature. The

error bars are based on the uncertainties in the thermometer calibration and low temperature

restistance of the heater.
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Figure 7.3: Properties of the RF wire under investigation. (a) Scanning electron microscope

image of the RF wire (yellow), consisting of a narrow part with dimensions 300 x 1.0 x 0.3 µm,

and two leads with dimensions 2000 x 20 x 0.3 µm. (b) Measurement of the critical current

at 4.2 K and a pressure of ∼ 10−3 mbar. (c) Measurement of the critical temperature, where

the red curve is measured during heating, and the blue curve is measured during cooling.
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Figure 7.4: List of all components of the RF circuit from the mixing chamber (top) to the

sample (bottom).

The superconducting transition temperature of the RF wire can be seen in Fig.

7.3(c). The two distinct steps correspond to slightly different critical temperatures

for the constriction and leads of the RF wire, where the RF wire is responsible for the

lower temperature step as surface impurities have more effect on narrow structures.

The difference between heating and cooling is due to the thermal delay between the

sample holder and the RF wire. We deem the heating curve to be more reliable,

leading to a critical temperature of ∼ 12 K, slightly less than the value reported for

the full wafer [55].

7.3 Characterization of dissipation

We have used the setup described in the previous section to measure the dissipated

power in the RF wire for various (RF) currents. The most straightforward experiment

is simply sending a direct current I in order to determine the resistanceR in the system

following a Joule heating model where P = RI2. Fig. 7.5 shows the result of this

experiment, where we observe a power dissipation of up to tens of nanoWatts, and

where the red solid line represents the Joule heating model with a residual resistance

of 0.9 mΩ. A residual resistance this low is nearly unavoidable in any circuit with

transitions between materials, and in this case might be explained by, for instance,

the oxide layer on the niobium at the clamping contact transition to the copper/NbTi

wire (see Fig. 7.4).

When the direct current is replaced by an alternating current, Joule heating hardly

changes. For an alternating current I(t) = I0 cos(ωt), the dissipated power is given
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Figure 7.5: Measured disspation at the sample holder versus direct current. The red line is

a parabolic fit to a simple Joule heating model with a residual resistance of roughly 0.9 mΩ.

The error bars are estimated from the noise on the applied power.

by:

P (t) = RI2(t) = RI2
0 cos2(ωt) = RI2

0

(
1

2
+

1

2
cos(2ωt)

)
(7.2)

Evidently, we obtain an oscillating power with an average of P = RI2
rms. This in turn

would lead to a final temperature consisting of a constant temperature increase with

respect to the surroundings, plus an alternating component oscillating with frequency

2ω. However, if this frequency is larger than the inverse thermal time constant of the

system (e.g. the sample holder), this alternating component will be averaged out.

What allows us to distinguish AC Joule heating from other effects, is that the Joule

heating is independent of the frequency of the current. Therefore, when we measure

the dissipation as a function of frequency, it should only show up as a dissipation

background, equal at all frequencies.

In Fig. 7.6 we have measured the dissipation resulting from a 200 kHz alternat-

ing current with varying amplitude. The inset shows similar data, but measured at

different (higher) frequencies (with an inferior power resolution). The solid lines are

fits to the data to a model P = c(f)I2. So, the dissipation scales in the same way as

expected from Joule heating, but the magnitude of the measured dissipation is much

larger than what was observed for DC in Fig. 7.5. Therefore, we have to look for an

additional source of dissipation which seems to be dominant in our setup.

More insight on the matter might be obtained from the influence of the RF fre-
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Figure 7.6: Dissipated power vs amplitude of the RF current at a frequency of 200 kHz at a

sample holder temperature of 50 mK. The red line represents a quadratic relation between

the amplitude and power. At 200 kHz, the dissipation is 4 times the DC dissipation. Inset:

the same measurement at different RF frequencies and at a sample holder temperature of

70 mK.

quency. We have varied the RF frequency from 100 kHz to 20 MHz at a constant

current of 1.6 mArms. The measured dissipation for all frequencies is shown in Fig.

7.7. Measurements were done at a sample holder temperature of 150 mK (blue),

300 mK (green), and 500 mK (orange). From the nice overlap between the different

curves, we can conclude that the temperature does not influence the amount of power

dissipated. The red solid lines are fits to a simple power law P = cf b, with c a free

fitting parameter, and b = 0, 1, and 1.5. We find that at low frequencies, the power

scales linearly with the RF frequency, but as the applied frequency increases the de-

pendency changes to P ∝ f1.5. The inset shows more measurements of the dissipated

power vs frequency for different RF currents, but this does not seem to affect the

measured frequency-dependence. The solid lines are fits to the data of a powerlaw

with b = 1.5.

Let us summarize what we have learned from the experimental data in this section.

The dissipation can be divided into an AC and DC component. The DC component

corresponds to Joule heating over a 0.9 mΩ resistive component somewhere on or near

the sample holder. The dissipated power from the AC component seems to be inde-

pendent of temperature (for temperatures below 500 mK), and scales quadratically

with the amplitude of the RF current. The frequency dependence of the dissipation

seems to vary between P ∝ f and P ∝ f1.5, depending on the actual RF frequency.

We can now use this data to speculate about the source of the (AC) dissipation.
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Figure 7.7: Dissipated power vs frequency of the RF current, measured at 1.6 mArms. The

red lines indicate fits to a simple power law P = cfb for b = 0, 1, and 1.5. Data was measured

at a sample holder temperature of 150 mK (blue), 300 mK (green), and 500 mK (orange).

Inset: the same measurement but at different RF amplitudes, measured at 300 mK.

7.4 Models for the origin of dissipation

When looking for the origin of the dissipation in our RF wire, there are two main

suspects: losses due to eddy currents in surrounding metals, and dissipation within

the superconductor itself.

7.4.1 Eddy currents and skin effect

When a time-varying magnetic field is present in a conducting material, eddy currents

are generated to compensate for the changing flux. As the conductivity of normal

metals has a finite value, these eddy currents are subsequently dissipated into heat.

In general, analytical calculations of eddy currents are complicated, but using the

appropriate limits and approximations they are certainly possible [172]. An important

concept is the skin depth which describes the attenuation of the free space magnetic

field within a material [173]:

δ =
√

2ρ/ωµ, (7.3)

where ρ is the resistivity of the material, and ω is the angular frequency of the

alternating magnetic field. µ is the magnetic permeability of the material, which we
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will set equal to µ0 since we only look at nonmagnetic materials. The precise value for

the skin depth is difficult to calculate because often the low temperature resistivity of,

e.g., copper is not known, since this depends on the residual resistivity ratio (RRR)

of the particular copper component [174]. For the MHz frequencies we typically use

in our MRFM experiments, the skin depth is of the order of 10 µm.

A particularly nice analysis is given by Meyer et al., who calculate the dissipated

power due to eddy currents in two limits. If the thickness of a metal plate is much

larger than the skin depth (the inductive limit, d� δ), most eddy currents flow across

the surface of the plate, and the dissipated power is given by: [115]

P = A

(
B0

µ0

)2 (ρ
δ

)
∝ √ωρ, (7.4)

where B0 is the amplitude of the alternating magnetic field in free space, and A is

the area of the plate. The opposite limit is when the metal plate is so thin compared

to the skin depth that the plate practically becomes transparent to the field (the

resistive limit, d � δ). In that case the dissipation scales strongly with the thickness

of the plate:

P = A

(
B0

µ0

)2(
d

δ

)3
ρ

6δ
∝ ω2d3

ρ
. (7.5)

We can use Eqs. 7.4 and 7.5 to check if eddy current dissipation is the main source

of heating in our experiment by comparing the predicted and measured power laws.

Note that these equations assume a varying magnetic field that is homogeneously

distributed in free space, which is not the case in our setup where all magnetic fields

are very local.

When looking at potential sources for eddy current dissipation in our setup, there

are two likely candidates: a thin metallic sample right next to the RF wire, and the

copper sample holder underneath the detection chip.

For a metallic sample with a thickness of 100 nm, we are in the resistive limit, so

we can use Eq. 7.5 while taking into account that the magnetic field of the RF wire

decreases with distance 2:

P = l

(
1

µ0

)2(
d

δ

)3
ρ

6δ

(
µ0I

2π

)2 ∫
1

r2
dr, (7.6)

where the integral is taken over the entire width of the sample, and l is the length

of the sample along the RF wire. The resulting dissipation for the expected lower

2The magnitude of the magnetic field of a wire carrying a current I is simply given by |B| = µ0I
2πr

,

with r the distance from the wire.
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Figure 7.8: Calculation of the dissipation induced by eddy currents due to a 10 mApk current

in the RF wire for a metallic sample of thickness 100 nm for different RRR values.

and upper limits of the RRR value of the copper is seen in Fig. 7.8. Even for pretty

extreme parameters of a peak current of 10 mApk at a frequency of 10 MHz, the

dissipation only reaches pW levels.

For eddy currents induced in the sample holder, we are well in the inductive limit.

In this case we can modify 7.4 by once again taking into account the magnetic field

distribution to calculate the dissipation:

P =

(
1

µ0

)2
ρl

δ

(
µ0I

2π

)2 ∫
1

(d2 + r2)
dr (7.7)

Here d is the thickness of the detection chip (the minimal distance between the sample

holder and RF wire), and the integral is taken over the full width of the sample

holder. Once again, we have calculated the expected dissipation for typical RF pulse

parameters, the result of which can be seen as the blue curve in Fig. 7.9. The

red curve in this figure is the result of a finite element analysis using COMSOL

Multiphysics for the same system with the same settings. Both methods show the

same
√
ω dependency, and in absolute values they are within a factor of 2 of each

other. The absolute value for the dissipation is between 10 and 100 nW, so the

effects of eddy currents in the sample holder are certainly present, but are still small

compared to the dissipation measured in the setup.

Based on these calculations, we conclude that both the frequency-dependence and

absolute values of the eddy current losses indicate that they are not responsible for

the observed dissipation during the MRFM experiments.
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Figure 7.9: Calculation of the dissipation due to a 10 mApk current induced by eddy currents

in the sample holder located 0.5 mm below the RF source, assuming a resistivity of 1 nΩm

(RRR = 100).

7.4.2 Dissipation in type-II superconductors

A completely different line of thought is that the dissipation originates within the

superconductor. We will consider two different mechanisms for losses in a super-

conductor carrying an alternating current. The first is based on the presence of

quasiparticles in the superconducting condensate, and the second on the movement

of flux vortices penetrating the superconductor. As we are only trying to identify

potential origins of the dissipation, the theoretical description of these models will

be minimal. For a more in-depth analysis, the reader is referred to more specialized

work like Tinkham [175] and Annett [176].

The quasiparticle model: For high frequency currents, we can use the two-fluid

model to predict that normal electrons (the quasiparticles) within the superconduct-

ing condensate can give rise to a finite amount of dissipation [175]. The normal and

superconducting electrons can be seen as two parallel conduction channels, one resis-

tive (dissipation) and one inductive (no dissipation), leading to a total conductivity

given by

σ(ω) = σ1(ω)− iσ2(ω), (7.8)

with σ1 = nne
2τn/m the conductivity of the normal channel and σ2 = nse

2/mω the

conductivity of the superconducting one. τn is the scattering relaxation time of the

normal electrons, and nn and ns are the densities of the normal and superconducting
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electrons. At low frequencies, the inductive superconducting channel shorts the

resistive one, but there is a crossover frequency above which the resistive channel

becomes favourable. This crossover frequency is given by ω ≈ (ns/nn)(1/τn). This

frequency is expected to be very high, due to the short τn, which is in the fs range

[177], and due to the fact that in the BCS theory, nn ∼ exp(−∆/kBT ), so nn goes

exponentially to zero at low temperatures. However, even far below the crossover

frequency, there will always be a nonzero dissipation from the normal component.

Following the argument above, given an imposed alternating current density J , the

dissipation per unit volume is given by Re(1/σ)J2 = [σ1/(σ
2
1 + σ2

2)]J2 ≈ (σ1/σ
2
2)J2,

where we assumed σ1 � σ2. Inserting the conductivities for both channels, we find:

P =
nnτnm

n2
se

2
ω2J2 (7.9)

Thus, the dissipation in this model should be proportional to the square of both the

frequency and the amplitude of the AC current.

When we compare this model to the experiments described in this chapter, we

find that the model matches in terms of the current-dependence of the dissipation.

However, we do not observe a quadratic dependence on the frequency. Giving an

actual number for the dissipation based on this equation is difficult, but since we

measure at temperatures far below the energy gap of NbTiN (∆ ∼ 1.76 kBTc ≈ kB·
26 K) [55] we expect nn to be extremely small, and thus the dissipation to be small

as well. We therefore deem it unlikely that this is the main origin of the observed

dissipation.

The vortex model: A defining property of type-II superconductors is their capa-

bility to carry supercurrents at relatively high magnetic fields. The explanation for

this was given by Abrikosov, who hypothesized that quantized magnetic vortices are

allowed to enter the superconductor when it is subjected to a magnetic field between

the lower (Hc1) and upper (Hc2) critical field [178]. However, several theories are now

holding these vortices responsible for the observed dissipation in superconductors.

When a current density J is applied, a Lorentz force FL = Φ0J acts on the vortex3

[179]. Here Φ0 = h/2e is the magnetic flux quantum. When this force is smaller than

the pinning force holding the vortex in place, the vortex will make a small oscillation

around its pinning site, similar to a particle trapped in a potential U0. Thermally

assisted flux creep is possible when the temperature T � U0/kB, but in our temper-

ature regime it is estimated that this motion of vortices does not lead to significant

3Actually, this is the Lorentz force per vortex per unit length.
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dissipation. This situation changes when the current density is increased and the

Lorentz force becomes larger than the pinning force, in which case the vortices start

to move [180]. This leads to the dissipation of energy, as experimentally observed by

Raes et al. [181].

In the Bardeen-Stephen model for the case of free vortex flow without pinning

it is assumed that the core of the moving vortex with radius ξ is fully normal[182].

Dissipation occurs due to ordinary resistive processes in the core. Following this

model, it is found that the power dissipated per unit volume due to the flow resistance

ρf is given by [179]:

P = J2ρf = J2ρn
B

Hc2
, (7.10)

with B = Φ0/a
2
0, where a0 is the spacing between vortices. So, in the Bardeen-

Stephen model, dissipation rises quadratically with the RF current. Note that the

dissipation is a fraction B/Hc2 of the dissipation in the normal state with resistance

ρn. Additionally, as the origin of the dissipation in this model is a viscous flow of the

vortex, the power dissipation is also quadratic with the velocity of the vortex, and

thereby quadratic with the frequency of the RF current.

We can try to calculate an order of magnitude number for the dissipation due to

the flux flow mechanism described above. For this, we calculate the upper critical

field

Bc2 = µ0Hc2 =
Φ0

2πξ2
∼ 20 T, (7.11)

where ξ = 3.8 nm is the BCS coherence length of NbTiN [183, 184] . When we assume

that the vortices have entered the RF wire during cooldown in the earth’s magnetic

field, and that all losses occur within the narrow part of the RF wire, the dissipated

power is on the order of 1 µW, which is definitely in the right ballpark.

As we measure an exponent of the frequency-dependence of the power dissipation

between 1 and 1.5, it remains unclear via what mechanism the vortices induce losses.

Anyway, the influence of vortices can be checked by applying a direct current in

combination with the RF current. The idea here is that as soon as the field induced

by the wire itself surpasses Hc1, additional vortices will enter the wire. The first

critical field of the NbTiN can be calculated using [176]

Hc1 =
Φ0

4πµ0λ2
ln

(
λ

ξ

)
, (7.12)

where λ = 260 to 300 nm is the London penetration depth [55, 185]. Using these

values, we find a critical magnetic field Bc1 = µ0Hc1 ∼ 8 mT. The current necessary
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Figure 7.10: Measurement of the dissipation due to an RF current of 1.6 mArms at 1 MHz

as a function of the applied direct current.

to create this field at the surface of a wire of radius R0 is given by [175]

Ic1 =
2πR0Bc1

µ0

(
2

3

)3/2

, (7.13)

leading to a critical current of 3.3 mA. Here we assume the wire to be cylindrical

with a diameter equal to the thickness (so R0 = 150 nm). When the applied direct

current gets above this value, the dissipation should increase linearly with the number

of vortices, and thus with the amplitude of the direct current [186].

A direct current with a peak value of 50 mA was added to the RF current using a

bias tee. After attenuation at the 4K plate of the cryostat, this leaves a current of up

to 16 mA. To subtract the Joule heating, we again relied on differential measurements,

where we first measure the dissipation with only the direct current, and subsequently

with both the DC and AC at the same time. As can be seen in Fig. 7.10, indeed the

measured dissipation stays constant up to a direct current of about 4 mA, after which

it increases linearly with the applied current. The measurement was performed with

an alternating current of 1.6 mArms at 1 MHz, with a sample holder temperature of

70 mK to optimize the power resolution.

Interestingly, coinciding with the onset of the linear increase in the dissipation is

a distinct dip of roughly 5 nW. Possibly, this is caused by the transition from flux

penetrating the edges of the RF wire to flux vortices which completely penetrate the

superconductor, which might lead to a more favorable overall field distribution.
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7.5 Suggestions to reduce dissipation

It has become clear that the dissipation observed in the MRFM RF wire can originate

from a number of possible sources, where we estimate the effects of flux vortices to

be dominant. In order to reduce the dissipation, there are several technical options

to consider:

• Reducing the Joule heating: we have measured a residual resistance of 0.9 mΩ

in our RF circuit, which we attribute to one or several of the transitions between

different materials and to the connectors in the circuit. The residual resistance

can be improved by replacing all clamping contacts by spotwelded connections

[170], or by moving all connections as close to the mixing chamber as possible,

where more cooling power is available to remove generated heat.

• Reducing eddy current losses: As we have seen, the largest part of eddy current

losses is expected to be induced in the copper sample holder. Increasing the

distance between the RF wire and metal components in the setup would reduce

these losses. However, as the magnetic field generated by a wire falls off linearly

with the distance to the wire, large separations are needed to get a significant

improvement. This could be done by placing the detection chip on top of a

sapphire sample holder. Alternatively, one could try to shield the normal metals

from the magnetic field by coating the bottom of the detection chip with a layer

of superconducting material with a thickness much larger than the London

penetration depth. However, both of these options will probably reduce the

thermalization of the sample.

• Reducing flux vortices losses: When we assume the movement of flux vortices

to be responsible for the power dissipation, there are two things we can do. The

first is to reduce the total number of vortices. Stan et al. have shown that the

maximum field you can apply before vortices enter a thin superconducting strip

is given by Bm ≈ Φ0/w
2, with w the width of the strip [186]. So, by reducing the

width of the RF wire, the number of vortices at a given field can be reduced.

The downside to this is that a narrow RF wire has a higher current density,

which could enhance the flux flow of the remaining vortices, and reduces the

maximal B1 field. A similar effect can be achieved by making a laminar RF

wire, where the thickness d of each layer is well below the London penetration

depth. Then, the first critical field is enhanced via

Hc1 =
2Φ0

πd2
ln

(
d

ξ

)
, (7.14)
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which prevents vortices from entering [187]. The second approach is to enhance

the pinning of the vortices, and thereby reduce vortex motion. This can be done

by intentionally introducing defects in the superconductor [188–190] or applying

the appropriate external magnetic fields [191, 192].

• Reducing dielectric losses: This is a topic we did not cover before, but it has

been reported that the presence of the dielectric substrate, in our case the SiO2,

can cause dissipation in superconducting resonators [52, 193, 194]. It is not clear

if this type of dissipation is currently an issue in our RF wire. As a precaution,

it might be possible to etch away the substrate near the RF wire to create

a trenched microwire. Removing the dielectric from areas with high electric

field gradients has been shown to improve the performance of superconducting

devices [195].

7.6 Reducing the effects of dissipation

If all of the proposed solutions fail, there is a low tech solution: accept the dissipation,

but guide the heat away from the sample. For low levels of dissipation, this can be

done by covering the RF wire with a gold or copper layer with its own thermalization

channels. For a 300 nm thick copper layer with a width of 300 µm and a total length

of 2.5 mm we expect a thermal resistance of 3 mK/nW, where we assume the thermal

conductivity to be ∼ 10 W/mK at 100 mK. This rough estimate is backed up by

a more accurate finite element analysis of the local temperature of the RF wire for

various RF powers, as can be seen in Fig. 7.11. In this analysis a power P is applied

at the RF wire, which is placed on top of a silicon chip with κSi ∝ T 3, as expected

for insulating materials [196]. The bottom of this chip is assumed to be perfectly

thermalized to the sample holder.

It shows that even with very moderate dissipated powers the local temperature

of the RF wire increases far above the temperature of the sample holder. Adding

additional heat conductance by covering the RF wire with copper as described above

is a significant improvement, and is therefore highly recommended. For the copper

thermalization, we assume that the edge of the copper is properly thermalized to

the sample holder, and κCu ∝ T . The simulation shows that the improvement is a

combined effect of direct cooling via the copper and a larger effective contact area to

the silicon substrate.

Alternatively, it might be possible to keep the RF source separated from the

sample, for instance by putting it on a different chip or by switching to a more
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Figure 7.11: Finite element analysis of the local temperature of the RF wire while applying

various powers, with and without additional copper thermalization.

long-ranged RF source. For high dissipation, this might be a better alternative, but

it remains technically challenging to prevent a parasitic heat flow to the sample.

Furthermore, a more long-ranged RF field would cause eddy current dissipation in

surrounding metals to increase.

7.7 Conclusions

In this chapter, we have described the possibility of using Fermat as a highly sensitive

calorimeter to measure the dissipation induced by the RF fields generated by the RF

wire. We have measured this dissipation for various RF amplitudes and frequencies,

concluding that the dissipation scales with I2 and fn, where n was found to vary

between 1 (at low frequency) and 1.5 (at high frequency). We did not find a temper-

ature dependence for temperatures below 500 mK. We evaluated various models for

the dissipation, including eddy current losses and the intrinsic dissipation in super-

conductors when carrying an AC current. Our conclusion is that eddy currents only

contribute to a small part of the observed dissipation, so completely removing these

will only give a marginal improvement. We hypothesize that the dissipation is caused

by the presence of flux vortices within the superconducting RF wire, but we were so

far unable to match our data to a specific mechanism.

We have proposed some technical adjustments which might reduce the (effects of

the) dissipation. When the NbTiN is indeed the source of the dissipation, we would
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advise to start by fabricating detection chips with an additional thermalization of the

RF wire. The gold thermalization is easy to implement, and based on the simulations

it should offer a significant reduction of the sample temperature resulting from the

dissipated power.

We end this chapter by calculating whether the measured dissipation allows to

do an imaging experiment on protons with a B1 field of 4 mT. At a distance of 0.5

µm from the RF wire, this requires a current of 20 mApk. The Larmor frequency of

protons in a field of 100 mT is roughly 4 MHz. We extrapolate that a continuous

power RF pulse with these parameters would dissipate roughly 30 - 40 µW, which

would rule out continuous power protocols. Fortunately, most MRFM protocols have

a low duty-cycle. For instance, cyclic-CERMIT has a duty cycle of only 0.5%, as the

RF power is only switched on once every several cantilever periods [14].

Assuming that by using a properly chosen MRFM protocol, we can reduce the

dissipation to 1 µW. According to the simulations in Fig. 7.11, this would allow

sample temperatures close to 100 mK, which is already quite good. We can improve

on this by increasing the thickness of the RF wire from 300 nm to 1 µm, as this

would reduce the dissipation by an additional factor of 10 according to Eq. 7.10.

The resulting 100 nW dissipation would heat the sample to about 50 mK. Therefore,

based on these estimates, we are cautiously optimistic that the proposed technical

improvements will reduce the dissipation from the RF wire, and enable a full fledged

milliKelvin MRFM experiment.
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Double-magnet cantilevers for

increased magnetic field

gradients

Ever since its first conception, the goal of MRFM was to reach levels of sensitivity sufficient

to measure the properties of a single nuclear spin [1]. One of the approaches to increase

the sensitivity of MRFM is to increase the spin signals by increasing the magnetic field

gradients. In this chapter, we motivate this approach, and describe our attempt to increase

the magnetic field gradient in such a way that it requires minimal change to the experimental

setup, and reduces the effects of potential drawbacks.
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8.1 Introduction

There has been a wide variety of methods to maximize the magnetic field gradients

in MRFM. The standard approach of growing a magnetic structure on top of the

RF source is widely used and has been very successful [16, 57, 197]. The fabrication

of these structures is relatively straightforward, and by creating sharp edges, very

large field gradients of up to 6 MT/m can be achieved using a variety of magnetic

materials, such as dysprosium and iron-cobalt. The most extreme example of this

approach was the utilization of a commercial disk drive write head, resulting in a

record magnetic field gradient of 28 MT/m, with the added advantage of dynamic

control of the gradient with frequencies up to 1 GHz [42]. However, this approach

has the drawback of a complex resonant slice shape, and positioning the sample to

within 100 nm of these structures can be challenging.

A more innovative approach of creating the magnetic field gradients is by using a

current-focusing field gradient source (CFFGS), in which a constriction in a current-

carrying wire is used to generate time-dependent field gradients of up to 1 MT/m,

but at the cost of significant dissipation [17, 114, 198]. The maximum field gradients

are limited by the breakdown current density in the wire. Once again, the experiment

has to be performed very close (within 50 nm) to the wire.

The methods described above are all based on the sample-on-tip approach for

MRFM. There has also been work focused on the magnet-on-tip approach. Micron-

sized SmCo-particles have been used to generate gradients of up to 0.5 MT/m [19,

63, 199]. Higher field gradients can be achieved by using focused ion beam milling

to shape magnetic particles [200–202] or using e-beam lithography [203], with the

record set at 5.4 MT/m [41]. A big issue for all of these approaches is the positioning

of the magnetic tip with respect to the sample. Furthermore, due to our SQUID-

based detection, the problem is intensified as we are even incapable of detecting the

cantilever motion at all when the cantilever is not positioned close enough to the

pickup loop.

In an attempt to evade this issue, we have decided to combine two NdFeB magnets

with different radii on the same cantilever: a small one to create higher field gradients

than our group has achieved in the past, and a large one to have a high coupling to

the SQUID-based detection system, which eases positioning and reduces the detec-

tion noise. This approach requires minimal changes to the experimental setup, and

reduces the effects of potential drawbacks. We calculate the expected magnetic fields

originating from these new cantilevers, and how this influences the flux coupling to

the pickup loop. We end the chapter by analyzing how the spin-induced dissipation
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is affected by the higher magnetic field gradients.

8.2 Intuition about magnetic field gradients

The purpose of this section is to create some intuition about how the signals in MRFM

scale with the size of the magnet used to generate the magnetic field gradient. In this

section we will use the following simplifications:

• To be completely correct one has to always consider only the component of the

force in the soft-direction of the cantilever, which in our case is the horizontal

direction parallel to the magnetization of the magnet. However, in order to

be able to gain some insight in the various scaling laws, we will consider the

magnetic field gradient in the radial direction instead. This simplification will

be justified in Sec. 8.5.

• We neglect the dynamics of the spin in the cantilever’s magnetic field, assuming

that the moment of the spin µs is always perfectly aligned with the field. In that

case, the interaction between the spin and the magnetic field can be determined

from the interaction energy E = − (µs ·B), instead of from the full analysis by

De Voogd et al. [52].

An intuitive picture of how the radius of the magnet influences the expected signals

is given by Garner [204]. When a single spin with magnetic moment µs is placed in a

magnetic field B originating from the magnet on the tip of the cantilever, this creates

a force between the spin and the cantilever, given by:

F = ∇ (µs ·B) = µs · ∇B (8.1)

This force induces a shift of the stiffness of the cantilever:

ks = µs · ∇2B (8.2)

which results in a measurable frequency shift according to

∆f =
1

2

ks

k0
f0 (8.3)

To use these equations, we need to know the distribution of the magnetic field

originating from the magnet. As discussed in Ch. 2, we can describe the spherical
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Figure 8.1: (a) Schematic of a magnet with radius R positioned above a sample with a

resonant slice at a distance d from the surface of the magnet. (b) Calculated gradient versus

radius of the magnet for a given d. The gradient is maximal for R = 3d.

magnet at the tip of the cantilever as a magnetic dipole with magnetic moment m,

for which the field is given by [146]

B(r) =
µ0

4π

m

r3
[3 (m̂ · r̂) r̂ − m̂] (8.4)

Here r = |r| is the distance to the center of the magnet positioned at the origin,

which can be rewritten as r = R + d, with R the radius of the magnet and d the

distance between the surface of the magnet and the resonant slice. The situation is

sketched in Fig. 8.1(a). The magnetic moment, in turn, can be rewritten in terms of

the saturation magnetization M = Br/µ0 and the volume V of the spherical magnet1:

m =
Br

µ0
V =

4π

3

1

µ0
BrR

3 (8.5)

Thus, B ∝ R3/ (R+ d)
3
. Considering this, the first derivative of the magnetic field,

for simplicity calculated in the radial direction, then scales as

∂B

∂r
∝ R3

r4
=

R3

(R+ d)
4 (8.6)

Let us now consider the implications of these equations for maximizing the mag-

netic field gradient, and thereby the MRFM signals. First, imagine that we can

perform our experiment right at the surface of the magnet, so d = 0. Then the gra-

dient scales as R−1, and we should take the smallest possible magnet to obtain the

largest magnetic field gradient.

1For our magnetic material, NdFeB, Br is equal to 1.15 - 1.3 T [51, 59]
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However, in practice it is not possible to measure so close to the surface of the

magnet, as non-contact friction reduces the sensitivity of the experiment [51, 52, 68].

When we therefore demand that d is a constant value larger than 0, we can maximize

the gradient to find that for a given d there is an optimal radius R = 3d [204]. A plot

of the gradient is shown in Fig. 8.1(b). When the radius is much smaller than 3d,

the gradient roughly scales with R3, as the decreasing radius reduces the magnetic

moment. So, for measurements where d > R/3, one would be better off using a larger

magnet. On the other hand, when the radius is much larger than 3d, the gradient

scales with R−1, and a smaller magnet would give a higher signal per spin. So,

decreasing the size of the magnetic particle is only beneficial when the experiment

can be performed within d < R/3.

There is a second important aspect to consider, namely the total MRFM signal.

Let’s say that we are always measuring at a distance d that is proportional to the

radius. In other words, when the radius is increased, the distance between the magnet

and the sample is increased proportionally. Then the force per spin increases as the

size of the magnetic particle is reduced, proportional to R−1. However, the volume of

the resonant slice, and thus the number of spins within it, increases with the size of

the magnetic particle, proportional to R3. Therefore, even though the signal per spin

and the volume sensitivity are improved, the total MRFM signal in the experiment

decreases when a smaller magnet is used.

8.3 Signal-to-noise ratio

As usual in MRFM, the right experimental parameters depend on the specific exper-

iment in mind. A measurement based on using spins to drive the amplitude of the

cantilever, a so-called force measurement, has different optimal parameters than a

frequency shift measurement.

We start from the assumption that our experiment is thermally limited, i.e. the

dominant noise factor is the thermal force noise, given by

SF = 4kBTΓ (8.7)

with Γ = k/(ω0Q) the damping of the cantilever. The signal-to-noise ratio (SNR) for

a force experiment on a single spin with magnetic moment µs is then given by

SNRF = µs
∂B

∂x
(4kBTΓ BW )

− 1
2 (8.8)
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with BW the bandwidth of the measurement2.

For a frequency shift measurement we want to find the frequency noise. First, we

can calculate the noise in the stiffness of the cantilever using Hooke’s law as transfer

function, leading to

Sk =
SF

A2
=

4kBTΓ

A2
(8.9)

with A the rms amplitude of the cantilever motion. From this, we can find the

frequency noise using

Sδf0(f) =

(
1

2

f0

k0

)2

Sk =
kBTΓf2

0

k2
0A

2
(8.10)

Note that this equation is only valid for f � f0/(2Q). We can combine this with

Eqs. 8.2 and 8.3 to find the frequency shift SNR:

SNRδf0 =
f0

2

µs

k0

∂2B

∂x2

(
kBTΓf2

0 BW

k2
0A

2

)− 1
2

(8.11)

Using Eqs. 8.8 and 8.11, we can compare the relative signal-to-noise ratios of the

two experiments for different experimental parameters when both experiments are

operated in the thermal limit:

SNRF

SNRδf0

∝ R0

A
(8.12)

Here we assume the experiments are performed at the optimal height as described in

Sec. 8.2. Frequency shift experiments become more interesting for smaller magnets

and large driving amplitudes. However, given that the radius of the magnetic particle

is on the order of several micrometers, and that the driven cantilever amplitude is

roughly 1 - 100 nm, direct force measurements remain more sensitive for our range of

experimental parameters.

8.4 Fabrication of double-magnet cantilevers

Based on considerations from the previous sections, we have fabricated MRFM can-

tilevers that combine a small diameter particle at the tip of the cantilever for a high

2Here we assume a single-shot experiment (no averaging) where we reduce the spin magnetic moment

to zero, as would be the case in a saturation experiment.
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Figure 8.2: Scanning electron microscope image of the double magnet cantilever. The inset

shows a zoom on the tip of the cantilever.

field gradient with a larger diameter particle a bit higher up the cantilever to maintain

a high coupling strength to the SQUID. In selecting the appropriate combination of

cantilever and magnet sizes, a trade-off is made between the sensitivity, for which a

low stiffness is required, and keeping the resonance frequency high enough to stay

within the effective range of the vibration isolation. We aim for finished cantilevers

with a resonance frequency close to 3 kHz, similar to the conventional cantilevers in

our group.

In total, three cantilevers were made with slightly different parameters. In the

remainder of this chapter, we will base our calculations on the parameters of one

of these finished double-magnet cantilevers, which is shown in Fig. 8.2. This new

cantilever has a length of 138 µm and carries two magnets: at the very end, a small

magnet with radius R1 = 0.95 µm, and at about 7.3 µm from the tip a second larger

magnet with a radius R2 = 1.82 µm. The magnets are attached to the cantilever

using the same method as described in Sec. 2.3.

The resonance frequency of the cantilever can be calculated using the familiar

equation ω2
0 = k0/m, but with a modified effective mass which takes into account

the new mass distribution ρ(l). When we assume the magnetic particles to be point

masses, we find for the effective mass

m =

∫ l

0

x2

l2
ρ(x)dx = m1

x2
1

l2
+m2

x2
2

l2
+
ρSilwt

4
, (8.13)

with m1 and m2 the masses of the small and large magnets, respectively, and x1
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and x2 their respective positions measured from the base of the cantilever. The last

term represents the effective mass of the silicon cantilever itself, with ρSi the density

of silicon3. Using this equation with the parameters obtained from Fig. 8.2, the

calculated natural frequency of the double-magnet cantilever is 3086.7 Hz, very close

to the 3085.1 Hz measured at 4 K.4

8.5 Magnetic field distribution

The main purpose of the large top magnet is to increase the coupling strength between

the cantilever and the SQUID, as will be discussed in Sec. 8.6. However, a potential

downside is that the large magnet might have an effect on the field at the position

of the sample, thereby complicating the shape of the resonant slice. To check this,

we calculate the total magnetic field resulting from both particles. A contour plot

of the field distribution is shown in Fig. 8.3(a). The figure shows that the field of

the large top particle falls off sufficiently quick that the amplitude and shape of the

resonant slices (constant B0) below the bottom magnet are hardly affected, allowing

us to do our simulations using a simple single dipole model. This is confirmed in

figure 8.3(b), where we compare the magnitude of the field directly below the bottom

magnet with and without the top magnet. We find that at small heights, where all of

the experiments are performed, the magnitude of the magnetic field is unaltered by

the presence of the large upper magnet.

Of course, the main goal of going for smaller magnetic particles is to increase

the magnetic field gradient. Fig. 8.4(a) shows a contour plot of the derivative of

the magnetic field in the X-direction for a magnet with a radius of 0.95 µm5. As

expected, the derivative is zero directly below the magnet, but increases to values of

several hundred mT/µm at positions right in front of or behind the magnet.

A cross section of the contour plot along the line Z = R0/3 is show in Fig. 8.4(b),

calculated for two magnets with different radii of 0.85 µm and 1.9 µm. From this im-

age, we find the following: First of all, the maximum field gradient is indeed inversely

proportional to the radius of the magnet; secondly, the distance to the optimum of

∂B/∂x scales with the radius of the magnet, so a smaller particle reduces the effective

field of view of the MRFM. Both of these observations match the predictions from Sec.

8.3 where we looked at the radial component of the magnetic field gradient, showing

3ρSi = 2330 kg/m3 and ρNdFeB = 7400 kg/m3.
4Note: this calculation is only valid for the fundamental mode.
5reminder: the Z-direction is the vertical direction along the axis of the cantilever, and the X-direction

is pointed along the soft direction of the cantilever and the magnetization of the magnets.
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Figure 8.3: (a) Contour plot of the magnetic field distribution around the new cantilever

(radii 0.95 µm and 1.82 µm). The gray circles indicate the positions of the magnets. The

labels indicate the magnitude of the field (mT) for the different contour lines. (b) B-field

versus the distance between the sample and the surface of the magnet for a single magnet

(blue) and the double magnet (red) configurations, calculated directly below the magnet.
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Figure 8.4: (a) Contourplot of ∂B/∂x in the Y = 0 plane for a magnet with radius 0.95 µm.

The labels indicate the magnitude of ∂B/∂x in units mT/µm. The surface of the magnet is

located at Z = 0. (b) Cross-section of Fig. (a) for two different magnets, one with radius 0.95

µm (blue) and the other with radius 1.9 µm (red), along Z = R0/3 (following Garner). As

predicted, the magnitude of ∂B/∂x scales with the inverse of the radius of the magnet, while

the distance between the center of the magnet and the optimum of ∂B/∂x scales linearly

with the radius.
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Figure 8.5: Calculation of the improved coupling of the double magnet cantilevers (solid

red) compared to a single magnet cantilever (solid blue), with (a) the coupling along the red

dashed line in (c) at 20 µm above the surface, and (b) the coupling versus the height at the

position marked by the star in (c), 5 µm outside the pickup loop at X = 15 µm.

that this was a valid simplification to find the general scaling laws concerning the

radius of the magnet.

8.6 Enhanced coupling strength to pickup loop

Where traditional MRFM setups utilizing a laser readout of the cantilever motion

have a constant detection sensitivity, with our SQUID readout this sensitivity is highly

dependent on the position of the magnetic particle with respect to the pickup loop,

and on the amplitude of the oscillation of the cantilever. This coupling is obviously

very small when the cantilever is far away from the pickup loop, as is the case when we

are still determining the exact position of the cantilever. A bit less obvious is the fact

that the coupling also becomes small when the magnet is very close the surface of the

detection chip. This is because the vertical component of the magnetic field from the

magnet is zero in the horizontal plane crossing the magnet. Both of these situations

with low coupling should be improved by the second magnet: In the far-field limit the

second particle increases the total magnetic moment and thereby the coupling, and

close to the pickup loop, when the bottom magnet is nearly touching the surface of

the chip, the top particle is still high above the pickup loop with a strong coupling.
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These intuitive ideas are checked by a calculation of the coupling from both par-

ticles using the equations outlined in Sec. 2.2. The result is shown in Fig. 8.5. The

coupling at large distances from the pickup loop (20 µm above the pickup loop) is

shown in Fig. 8.5(a), where we find that the ratio between signals of the single and

double magnet cantilever is simply equal to the ratio of the volumes of the magnets,

since to first order the coupling is proportional to the magnetic moment m = V Br

µ0
,

with Br the saturation magnetization. Fig. 8.5(b) shows the coupling versus the

height at a typical position where an MRFM experiment could be performed. While

it is clear that the coupling for the single magnet decreases rapidly as the height of

the magnet is reduced, the coupling of the double magnet to the pickup loop keeps

rising, with a maximum increase in coupling of a factor of 3.

We can get some intuition about these values for the coupling by looking at the

signals that we would get from the thermal motion of the cantilever. A cantilever

with spring constant k0 = 80 µN/m at a temperature of 20 mK has a mean thermally

driven amplitude of about 50 pm. In order to be able to detect the thermal motion,

this motion has to be multiplied by the coupling strength, and then compared to the

SQUID flux noise floor of about 1 µΦ0/
√

Hz, while taking into account that we only

have about 3% of efficiency in transferring the signal from the pickup loop to the

SQUID (see Sec. 2.2.1). So, a detection noise of 1 µΦ0/
√

Hz at the SQUID means

a detection limit of about 30 µΦ0/
√

Hz at the pickup loop. This implies that the

coupling has to be larger than

30 µΦ0

50 pm
= 0.6 mΦ0/nm (8.14)

for the thermal motion to be detectable within a 1 Hz bandwidth.

8.7 Spin-induced dissipation

We will now present experimental data demonstrating that the new double-magnet

cantilevers work, i.e. retain their magnetization, based on measurements of the spin-

induced dissipation of the cantilever when coupled to the 2D spin system on the

surface of a silicon substrate. This experiment was first performed by Den Haan

et al. using a force sensor with a single magnet[77]. In Ref. [77], it is described how

the coupling between paramagnetic spins and the magnet on the cantilever opens a

dissipation channel for the energy in the cantilever, inducing a shift of the inverse

quality factor given by:

∆
1

Q
= C

2πf0T1

1 + (2πf0T1)
2 , (8.15)
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Figure 8.6: Quality factor versus temperature for the new double-magnet cantilever coupled

to the electron spins on a silicon substrate. The solid lines are fits to the data for a collective

spin density σ and relaxation time T1. Q0 is extrapolated from the high temperature limit

for each height individually. The dashed red line shows the results of a calculation for a 3.4

µm diameter magnet at h = 1.5 µm for identical parameters.

with

C =
σµ2

k0kBT

∫
S

(
B̂(r) · ∂B(r)

∂x

)2

cosh2 (µB(r)
kBT

)
d2r (8.16)

The quality factor of the cantilever is then given by Q−1 = Q−1
0 + ∆Q−1. Using this

theory, Den Haan et al. were able to extract a spin density of 0.14 spins/nm2, with a

spin-lattice relaxation time T1 = 0.39 ms.

We have repeated this experiment with the double-magnet cantilever shown in Fig.

8.2 positioned above one of the silicon detection chips. The measurement consists of

measuring the properties (resonance frequency and quality factor) of the cantilever

for various temperatures and heights above the surface, in our case by performing

frequency sweeps around the cantilever resonance frequency using a piezoelectric ele-

ment to drive the cantilever. The resulting quality factor measured in this experiment

is shown in Fig. 8.6. During this experiment, some unintended charging of the can-

tilever tip or sample induced large 1/f frequency noise, leading to sudden jumps in

the cantilever resonance frequency every couple of minutes. For this reason, we were

unable to obtain reliable frequency shift data. The 1/f noise does not influence the

measurement of the cantilever quality factor, as long as no frequency jump occured

during the sweep.
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The solid lines in Fig. 8.6 are fits to Eq. 8.15, assuming a magnet with a radius

of 0.95 µm and a saturation magnetization of 1.15 T. We cannot extract independent

values for the spin density and relaxation time, as this requires reliable frequency shift

data. When only the quality factor data is available, the two parameters can balance

each other. However, in the limit of ω0T1 � 1, the shift of the inverse quality factor is

proportional to σ/T1, so this factor is still a meaningful way to compare the dissipative

properties of various surfaces. For the data presented in Fig. 8.6, we find σ/T1 = 1.04

nm−2ms−1, a value three times higher than what was reported by Den Haan et al.,

indicating that the surface of the used detection chip was contaminated, most likely

caused by residue of e-beam lithography resist on the surface of the chip. However,

considering the poor quality of the surface, the smaller magnets indeed lead to less

dissipation of the energy in the cantilever for equal heights, as visible when comparing

the solid red line in Fig. 8.6 with the dashed red line, which indicates the calculated

quality factor using the same parameters as the other curves but for a magnet with

a radius of 1.7 µm.

In the analysis of this data, we have made the following assumptions:

• The minima of the dissipation curves can be used to calibrate the height or

saturation magnetization of the magnet. We had to add 300 nm to the assumed

height to match the data with the calculations. This height error can be caused

by a systematic error in our height calibration method6, or by a dead layer

of the magnet, which reduces the effective radius and then requires a higher

saturation magnetization. We believe the problem lies in the height calibration,

as the MRFM experiments described in Ch. 4 showed a similar height mismatch.

• Q0 has been determined individually for each height curve, by extrapolation of

the data to high temperatures using that the spin-dependent dissipation has a

1/T dependence for high T . We find a quality factor of over 37 000 for the largest

heights, and a gradually decreasing quality factor as the height decreases. We

attribute this temperature-independent dissipation to the fluctuating charges at

the cantilever frequency, whose low frequency counterparts are held responsible

for the 1/f frequency noise.

The results from Fig. 8.6 suggest big improvements in the quality factor close to

the sample when using smaller magnets. This is made more explicit in Fig. 8.7(a),

where we show the calculated spin-induced dissipation for the cantilever coupled to

6The height calibration consists of a touch measurement, where the cantilever is slowly approached

to the surface until it’s motion cannot be detected anymore. Errors can be introduced when, for

instance, charging causes the cantilever to bend when close to the sample, or when the cantilever

is not aligned perfectly perpendicular to the surface of the detection chip.
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Figure 8.7: Calculation of the spin induced dissipation (= ∆Q−1) using the parameters

found in Fig. 8.6 for two different magnet radii, plotted versus (a) the height above the

sample and (b) the Larmor frequency of the electron spins in the field from the two magnets.

a 2D spin system at a temperature of 30 mK as a function of the height. However,

this presentation of the data is misleading since this compares equal heights. In re-

ality, when using a smaller magnet the experiments have to be performed at smaller

distances. Therefore, a better comparison is by looking at constant Larmor frequen-

cies instead, as shown in Fig. 8.7(b). The translation between height and Larmor

frequency was done by calculating the magnitude of the magnetic field directly below

the magnet for all heights.

We find that the spin-induced dissipation presented in this way is completely

independent of the radius of the magnet. This can be understood following the same

arguments we used in Sec. 8.3. The dissipation per spin is determined by the square of

the field gradient, which is roughly proportional to R−2
0 when evaluated at a constant

Larmor frequency7. At the same time, the total number of spins for a 2D system scales

as R2
0, so the increasing dissipation per spin is perfectly balanced by the decreasing

number of contributing spins, making the total dissipation independent of the radius

of the magnet.

Note that this finding is only valid when the dissipation originates from a 2D

system. In the case that the dissipation originates from the bulk of the sample a

7This is equivalent to using a height proportional to the radius.
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smaller magnet will lead to reduced dissipation proportional to the radius, and thus

a higher quality factor.

8.8 Conclusions

To summarize, we have succeeded in the fabrication of MRFM cantilevers with two

magnetic particles, one at the end of the tip with a small radius to generate large field

gradients, and a second larger particle several micrometers higher on the cantilever to

reduce the detection noise. Initial experiments measuring the spin-induced dissipation

show that the new cantilevers are fully functional and should be suited for MRFM

experiments. To date, the true MRFM experiments have yet to be done.

With the enhanced field gradients, more sensitive MRFM experiments become

possible. In Ch. 4, the prospects for these new cantilevers for the imaging of protons

is discussed. However, one should keep in mind that even though the signal per spin

increases, the total signal is decreased due to the small detection volumes. Further-

more, the issue of a reduced quality factor of the cantilever by the magnetic coupling

to an approximately 2D spin-system is not solved by using these new cantilevers.

A follow up to the fabrication of these cantilevers to get even higher field gradients

was attempted in collaboration with the Marohn Group from Cornell University.

Although some cantilevers were made, unfortunately they broke before they could be

tested in our MRFM setup [205].
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Valorisation: the easy-MRFM

Magnetic Resonance Force Microscopy is a technique with immense potential, but in practice

it is hindered by the complexity of the setup and strong restrictions on possible samples. For

these reasons only approximately 10 groups work on this technique worldwide, and MRFM

setups are not commercially available. In this valorisation chapter, we explain the necessity

for a more simplified MRFM setup, if necessary with a slightly reduced functionality. This

would make the technique more broadly applicable, in which case it could offer invaluable

information to a variety of fields, some of which will be exemplified at the end of this

chapter. We show current progress in the development of this new instrument, and describe

the modifications required to reach the desired specifications for full operation.
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9.1 Necessity for a new characterization tool

The current performance of many nanodevices is limited by the presence of fluctuating

two-level systems (TLS) that couple to the device. These systems are often associ-

ated with the presence of dangling chemical bonds on the surface of the substrate or

inside the device itself. Examples of the limited performance of devices include the

reduced coherence times in superconducting qubits [193, 206–211], the short T2 times

of shallow NV-centers [135, 137–139, 212, 213], and excess flux noise in SQUIDs and

Josephson junctions [214–217].

Attempts to solve these issues follow two general approaches. On the one hand

people try to reduce the device’s sensitivity to the noise by tweaking the design

[195, 218, 219]. On the other hand they try to remove the source of the noise by

changing materials and fabrication procedures [141, 220, 221]. However, real progress

is hindered by the fact that we are blind to the effects of various adjustments until the

finished device is tested, as only the final performance of the device gives a decisive

answer. This means improvements are costly and time-consuming, as changes to one

of the first steps of the production still require the completion of all subsequent steps.

Additionally, when it is suspected that the unwanted electron spins are introduced in

one of the fabrication steps, it is currently very challenging to find out which particular

step is responsible. What is needed is an independent characterization tool that is

capable of quantifying the impact of an action at any stage in the device fabrication

process on the density of two level systems.

Our magnetic resonance force microscope (MRFM) might be a viable option for

this purpose. We have demonstrated that we are able to do ultra sensitive magnetic

force microscopy measurements on dilute paramagnetic spin systems to extract spin

densities, spin-lattice relaxation times, and even rudimentary dynamics such as spin

diffusion. Over the years, we have used this technique on a variety of samples, such as

the dangling bonds in the native oxide of silicon [77], the surface spins and (N−) bulk

spins in diamond [34], and the Fe3+ defects in the bulk of single-crystal strontium

titanate (SrTiO3) [53]. In our group, the ultra sensitive magnetic force technique has

become a standard sample characterization before the start of MRFM experiments.

The method of the characterization of a sample’s spin properties is based on the

observation that the resonance frequency and damping of the magnetically-tipped

cantilever are altered by the vicinity of nearby spins. By measuring the temperature-

and distance-dependence of both the resonance frequency and the damping of the

cantilever at very low temperatures (< 250 mK), the density and T1 times of the

spins on the surface and in the bulk of a sample can be determined [52]. The lowest
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surface spin density that we have found was 0.07 spins/nm2. In other words, these

surface spins are on average 4 nm apart. The sensitivity of our method would be

sufficient to detect 100 times fewer spins than this, i.e. electron surface spins that are

up to 40 nm apart on average.

However, our current MRFM setup is ill-suited as a general sample characteri-

zation tool, since measurements can only be done in the proximity of a pickup loop

necessary for the detection of the motion of the magnetically-tipped cantilever. This

means that either the sample has to be placed on a detection chip, or a superconduct-

ing pickup loop has to be fabricated on the sample. Using optical detection instead

would not allow to reach the low temperatures that are called for to polarize the mag-

netic spins with the field of our magnetic particle. An additional drawback is that

changing the sample requires a partial deconstruction of the setup, so it takes at least

several days. This makes the current setup incompatible with, for instance, testing

surface treatments concerning the removal of oxide layers, where a fast throughput

time is essential.

Therefore, we have developed a new setup, called the easy-MRFM, that is still

compatible with milliKelvin operating temperatures (and therefore is still based on

SQUID technology), and where all vital MRFM components are separated from the

sample. This opens the possibility to characterize more general samples with a higher

turn-over rate.

9.2 Progress of the easy-MRFM

The idea of the easy-MRFM is to fabricate a superconducting pickup loop on a silicon

arm that can be placed next to the cantilever, rather than fabricating the pickup loop

on the sample itself. This would allow for detection of the motion of the cantilever with

a constant coupling independent of the position of the cantilever with respect to the

sample. The ability to measure the properties of the cantilever is all that is required

for the magnetic force measurements to extract the spin densities of the sample under

investigation. More complex MRFM protocols, requiring radio-frequency (RF) pulses,

can be performed by using the higher modes of the cantilever for the mechanical

generation of RF fields [50].

The first prototype of the easy-MRFM is shown in Figs. 9.1(a)-(d). It was designed

to be a module for the current MRFM setup, where it can simply be exchanged with

the old cantilever holder without major adjustments. As a result, the entire easy-
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Figure 9.1: (a) Photograph of the easy-MRFM prototype with the most important compo-

nents labeled. (b) Easy-MRFM detection chip and cantilever. (c) Alignment of the cantilever

with respect to the pickup loop with area (40 µm)2. (d) Easy-MRFM positioned above a

conventional MRFM detection chip before cooling down. (e) Detected cantilever response

to a driving force. The left image shows the polar plot (raw data), the right image shows

the squared amplitude response, corrected for the direct crosstalk between the drive and

detection circuits. The solid red line is a Lorentzian fit to the data.
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MRFM has a diameter of only 8 mm. The prototype contains the cantilever chip,

mounted on top of a piezoelectric element, the easy-MRFM detection chip made of 100

nm thick NbTiN, fabricated by Delft Circuits [222], and a gradiometric transformer to

match the detection chip pickup loop to the input coil of a SQUID, which is placed in

a superconducting shielding several centimeters away from the tip of the easy-MRFM.

The cantilever, which is one of the double-magnet cantilevers described in Ch. 8 of

this thesis, can be placed within a distance of 50 µm from the pickup loop (see the

inset of Fig. 9.1(c)).

Initial results show that it is possible to detect the driven motion of the cantilever

and extract its properties, as shown in Fig. 9.1(e). Despite large crosstalk, we can

extract the properties of the cantilever which gives access to the two parameters,

fres and Q, that are necessary to extract a spin density. In the right image of Fig.

9.1(e) we have manually subtracted the offset due to the crosstalk. The same can be

achieved using a circle fit to the cantilever signal in the polar plot [72]. Protocols for

the fits to the polar plot data are available [65].

Even though this data gives the proof-of-concept for the easy-MRFM, further

optimization is desirable. The coupling between the magnetically tipped cantilever

and the detection pickup loop is currently too small to see the thermal motion of the

resonator (required to calibrate the absolute coupling strength). Furthermore, the low

coupling requires the cantilever to be driven to a large amplitude for its motion to

become detectable. This large amplitude may induce non-linearities in the cantilever,

which hinder the determination of the cantilever’s resonance frequency and quality

factor. For these reasons, the coupling should be improved by at least one order of

magnitude. This can be done by optimizing the position of the cantilever with respect

to the pickup loop, increasing the radius of the magnet at the end of the cantilever,

or improving the matching between the pickup loop and the input coil of the SQUID.

The latter can be done by reducing the parasitic inductance and tweaking the design

of the transformer.

When the easy MRFM is operational, the turn-over rate will be dictated by the

cooldown time of the dilution refrigerator in which it is operated, which is several

days. The turn-over rate can be improved further by mounting the instrument on a

cold-insertable probe [223], in which case samples can be exchanged without the need

to open the cryostat. Then it should become possible to determine spin densities on

one sample per day.
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9.3 Future applications

When the easy-MRFM is further developed into a mature technique, applications can

be found in many fields of physics and industry. In the greater quantum computation

community, it could be used to pinpoint the critical fabrication steps that should be

removed, adapted, or included to remove the dangling bonds responsible for the low

coherence times. As a pilot experiment we propose to measure the spin density on

a thin layer of NbTiN, a common material used for superconducting qubits, before

and after the in-situ application of a small amount of hydrofluoric acid to remove the

surface layer on top of the NbTiN.

Apart from the prospect of using the easy-MRFM technology to specifically ad-

dress the problem of unwanted electron spins in quantum computation devices, we

believe that it may also be useful to study chemically amplified resists after they

have been illuminated with UV light. The radicals that are produced in the process

have an unpaired electron [224–226]. It is estimated that a typical density of broken

bonds is about 1020 cm−3 = 0.1 nm−3 [227]. At this density, these radicals should be

readily detectable as a frequency shift of our magnetic force sensor. Any additional

information about the detailed response of the resist to various radiation doses could

be invaluable for improving the performance of the new high resolution resists.
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Feedback cooling of the

cantilever's fundamental mode

The fundamental sensitivity of MRFM is limited by the thermal force noise. This noise can

be reduced by lowering the temperature of the cantilever. However, this is complicated by

the limited thermal conductance of all the different components combined with the constant

influx of power from various sources. This can create large temperature gradients between

the experiment’s vital components, such as the sample and the cantilever, and the source

of cooling (e.g. the mixing chamber). To give an example from Poggio et al.: in a cryostat

with a base temperature of 250 mK, the cantilever temperature saturated at 2.2 K due to

the laser used for the detection of the cantilever [44].

In this appendix, we discuss our efforts to cool the cantilever, focusing on the achieved

cantilever temperature and thermal force noise, and the feedback cooling of our resonator

to an effective mode temperature below 150 µK. Note that the experiments in this chapter

were performed in one of the older versions of the setup than that explained in Ch. 2. All

relevant experimental details will be discussed.
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Figure A.1: Setup used for the experiments described in this section. (a) Photograph of

the improvised two-stage SQUID, consisting of a magnetometer coupled to a SQUID array.

(b) Optical microscope image of the cantilever placed directly above the SQUID loop of the

magnetometer.

A.1 Cantilever temperature and thermal noise

force

In order to achieve the lowest possible cantilever temperature, several measures were

taken to ensure a good thermalization to the mixing chamber of the dilution refrig-

erator. First of all, the silicon chip which supports the cantilever is attached to a

copper block using a brass spring, and further thermalized using some silver epoxy at

the base of the chip. This copper block is directly connected to the mixing chamber

via a silver wire with a diameter of 1 mm and a length of about 30 cm. When we

assume the silver is the limiting factor in the thermal conductance, this configuration

leads to an optimal power tolerance of 3 nW/mK at 100 mK. However, since this

estimate ignores the thermal resistance at the interfaces of different components and

materials, the actual thermal conductance should be much lower.

To determine the lowest temperature at which the cantilever saturates, we place

the cantilever directly above a SQUID1 (see Fig. A.1) in order to maximize the

coupling and thereby the SNR. We measure the thermal motion of the cantilever by

looking at the power spectral density of the SQUID signal at different temperatures.

Two representative curves measured at 12 mK and 500 mK can be seen in the upper

image of Fig. A.2. The thermal motion of the cantilever’s fundamental mode at 2727

Hz is clearly visible above the noise. We use a cantilever with a magnet with a radius

of 1.5 µm, and a stiffness of 50 µN/m. The smaller bumps visible in the bottom

1PTB GX1GFM Magnetometer, connected to a PTB 5X1GF4 SQUID series Array used as amplifier
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A.1 Cantilever temperature and thermal noise force

curve are mechanical vibrations of the setup amplified by the transfer function of the

cantilever.
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Figure A.2: (a) SQUID signal for two bath temperatures. The black lines are Lorentzian fits

to the data. (b) Cantilever noise temperature calculated from the area beneath the peaks

obtained from the fit. The red solid line is a fit to the data using Eq. A.2, with T0 = 17.3

± 3.3 mK, and n = 2.2 ± 0.6.

Once the coupling between the magnetic particle and the SQUID is known, the

area obtained from a fit of the data to a Lorentzian peak can be used to calculate the

effective mode temperature, and via the equipartition theorem 2 this can be translated

to the mean square displacement of the resonator. The coupling, which depends on

the position of the cantilever with respect to the SQUID, can be experimentally

determined by using a calibration coil in the SQUID input coil circuit to drive the

cantilever [53]. Alternatively, the coupling can be determined by assuming that at

high temperatures the cantilever temperature is equal to the bath temperature. This

gives us

1

2
k〈x〉2 =

1

2
kBT =

1

2
kB βA (A.1)

2The equipartition theorem relates the thermal energy of a system to its average potential energy.

In the case of an harmonic oscillator, it simply states that 1
2
kBT = 1

2
k〈x〉2.
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A Feedback cooling of the cantilever’s fundamental mode

with β the conversion factor between the area and the temperature in units K/V2,

and A the area under the curve of the power spectral density.

The measured cantilever noise temperature is shown in Fig. A.2(b). Our as-

sumption that at high temperatures the cantilever temperature is equal to the bath

temperature is justified by the linear behavior observed above approximately 50 mK,

as indicated by the black diagonal line. Below this temperature, a saturation of the

cantilever noise temperature can be observed. The red solid line is a fit to the data

using a saturation curve [47]:

TN = (T n + T n
0 )1/n (A.2)

The best fit to the data was obtained when using a saturation temperature T0 =

17.3 ± 3.3 mK, and an exponent n = 2.2 ± 0.6, where the value of the exponent

n is determined by the temperature dependence of the limiting thermal resistance.

The acquired value for n indicates that the thermal conductance is due to conduction

electrons [109], whereas the first Oosterkamp MRFM setup, which was used in the

work of Usenko et al. [47], appeared to be limited by phonon processes or boundary

effects. This difference could be due to the improved direct electrical connection of the

cantilever to the mixing chamber via the silver wire and silver epoxy. Since the thermal

conductance via electrons is much better than via phonons at low temperatures, this

might also explain the reduction in the saturation temperature of the cantilever by

nearly a factor of 2 when compared to the work by Usenko et al..

By using the conversion factor defined in Eq. A.1, we can now use the SQUID

signal power spectral density to calculate the displacement noise, as shown in Fig.

A.3.

With the data we have gathered so far, we can calculate some numbers which

indicate the final measurement sensitivity of our setup, such as the thermal force

noise, which is given by

√
SF =

√
4kBT

k

2πf0Q
(A.3)

In recent years, several groups have reached astonishingly low values for the thermal

force noise, reaching well within the zeptoNewton range, using a variety of resonator

geometries [228–231]. However, most of these geometries are unsuited for MRFM.

For our cantilever, assuming k = 50 µN/m, f0 = 2727 Hz and Q = 5·104 at low

temperatures, we calculate a force noise
√
SF = 0.23 aN/

√
Hz. This value is very

close to the lowest values ever reported for the soft cantilever geometries necessary

for magnetic resonance force microscopy [45, 232, 233].
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Figure A.3: Displacement spectra showing the thermal motion of the cantilever for temper-

atures of 500 mK (red) and 12 mK (blue).

A.2 Feedback cooling of the cantilever's funda-

mental mode

Since the effective temperature of our resonator appears to be limited by the perfor-

mance of the dilution refrigerator, the next step to reduce the motion of the resonator

is to implement a technique called feedback cooling. In this technique, a high pre-

cision measurement of the motion of a resonator is used to perform active feedback

on said motion, thus introducing an additional damping of the resonator. Feedback

cooling is widely used for a variety of reasons:

• One of the ultimate goals is to use MRFM to detect the magnetic moments of

individual nuclei with Ångström-scale spatial resolution. Detecting such small

forces requires the smallest possible spring constant. However, since the mean-

square amplitude of a cantilever’s Brownian motion is given by 〈x2〉 = kBT/k,

reducing the spring constant might lead to a thermal motion exceeding the

desired imaging resolution [234]. Furthermore, the Brownian motion of the

resonator also introduces a fluctuation of the polarizing field felt by the spins

with an amplitude of Bx = xrms∂B/∂x [235]. To solve these issues feedback

cooling must be used to reduce the cantilever’s motion to within an acceptable

range.

• As the quality factor of a resonator increases, its bandwidth is reduced. Since
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A Feedback cooling of the cantilever’s fundamental mode

the amplitude of a resonator decays with a typical time τ = Q/πf0, the time

between independent measurements becomes very large. By reducing the quality

factor using feedback, the decay time can be kept short, which increases the

bandwidth of the experiment without sacrificing the force sensitivity [57].

• A cold resonator with a low number of phonons is useful for a variety of ex-

periments exploring the limits of quantum mechanics [236–238]. This topic is

extensively covered in the thesis of de Voogd [59].

The setup used for the feedback cooling experiment was the same as the one used

in the previous section on the effective cantilever temperature, but at a position with

a slightly better coupling to the pickup loop, which affects the detection noise floor.

Figure A.4: Diagram of the experimental setup used for the feedback cooling

In order to perform the feedback, the SQUID signal containing the information

about the cantilever motion is sent through a low-pass filter followed by a high-pass

filter3 to add a gain and phase shift. The bandwidth of both filters is adjusted to

obtain the desired phase shift with a random attenuation. This signal is then sent to

an amplifier with a tunable gain4. This altered signal is then sent to a piezoelectric

element which is mechanically coupled to the cantilever. A diagram of this setup can

be seen in Fig. A.4. When the phase shift is set in such a way that the feedback is

negative, this scheme results in a damping of the cantilever motion, proportional to

the velocity of the cantilever. Simultaneously, the SQUID signal is sent to a spectrum

analyzer to measure the resulting cantilever motion.

The response of the cantilever to this feedback signal can be calculated from an

equation of motion very similar to the one defined in Eq. 2.10, but with an additional

force term [44]:

mẍ+ Γẋ+ kx = Ftot = Fth − gγ (ẋ+ ẋn) , (A.4)

3SRS SIM965 Analog Filter
4SRS SIM911 BJT Preamp
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A.2 Feedback cooling of the cantilever’s fundamental mode

where Fth is the random thermal force, g the gain of the feedback, and xn is the

detector displacement noise. The reason this last term is present here and not in Eq.

2.10, is that now also the detector displacement noise is coupled back to the cantilever

motion via the feedback mechanism.

Considering this equation of motion, the spectral density of both the actual dis-

placement and the measured displacement of the cantilever can be calculated, follow-

ing Poggio et al. [44]. The actual displacement spectral density is given by

Sx(ω) =

 1/m2

(ω2
0 − ω2)

2
+ (1 + g)

2 ω2
0ω

2

Q2
0

SF

+

 g2ω2
0ω

2/Q2
0

(ω2
0 − ω2)

2
+ (1 + g)

2 ω2
0ω

2

Q2
0

Sxn
,

(A.5)

and the measured displacement spectral density by

Sx+xn
(ω) =

 1/m2

(ω2
0 − ω2)

2
+ (1 + g)

2 ω2
0ω

2

Q2
0

SF

+


[(
ω2

0 − ω2
)2

+ ω2
0ω

2
]
/Q2

0

(ω2
0 − ω2)

2
+ (1 + g)

2 ω2
0ω

2

Q2
0

Sxn ,

(A.6)

with Sxn the spectral density of the detection noise, and SF = 4kBTΓ the standard

thermal force spectral density with T the cantilever temperature at zero gain.

The result of the feedback cooling of the cantilever, starting from a Q-factor of

5.2 · 104 at a temperature close to 20 mK is shown in Fig. A.5. The solid lines are fits

to the data according to Eq. A.6. Fitting the data can be challenging due to the high

number of parameters and, especially in the case of the purple curve, the low SNR.

In the procedure we followed, we fix the parameters for the mass and spring constant

by calculating them based on the cantilever geometry. For T , we take the calibrated

cantilever temperature based on the procedure described in section A.2. We fix Q0

at the value obtained from a Lorentzian fit to the data at zero gain. This only leaves

three parameters free: the resonance frequency f0, the gain g, and the detection noise

Sxn .

This procedure works well for all but the highest gain data. To get a reliable

value for the gain for this data, we also fix f0 and Sxn
to the values found for the

second highest gain. The gain we obtain in this way can then be used to calculate
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Figure A.5: The main result of the feedback cooling, indicating a final mode temperature of

127 µK. The solid curves are fits to equation A.6. The Q factors of all curves (apart from

the bottom one) are obtained from a Lorentzian fit to the data.

the Q using Q = Q0/(1 + g) [48, 239].

The fit values obtained from Fig. A.5 can be used to calculate the final mode

temperature achieved by the feedback cooling, using [44]

Tmode =
T

1 + g
+

kω0

4kBQ0

(
g2

1 + g

)
Sxn , (A.7)

from which we find that at our maximum gain (limited by the detection noise) we

have achieved a mode temperature of 127 µK. The minimal achievable temperature

is given by

Tmin =

√
kω0T

kBQ0
Sxn

= 122 µK, (A.8)

given our parameters and measured force noise.

This mode temperature corresponds to a phonon occupation number

Nphonons =
kBTmode

~ω0
= 937, (A.9)

at a thermal force noise of 0.23 aN/
√

Hz and a displacement noise floor of

840 fm/
√

Hz.
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Limitations of the mechanical

generation of radio-frequency

fields

While the higher modes have the potential for generating very large B1 fields with very little

dissipation, we have also encountered some serious drawbacks of the presence and use of the

higher modes. In this appendix, we will demonstrate some of these limitations based on

saturation experiments performed on copper, as described in Ch. 4.
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B Limitations of the mechanical generation of RF fields

B.1 Off-resonant coupling

The first issue we discuss is the unintended driving of one or more of the higher modes,

even when the applied RF pulse is far off-resonance with the higher mode. During

the pulse, the cantilever higher mode acts like a forced damped harmonic oscillator,

with equation of motion

ẍ(t) + Γẋ(t) + ω2
0x(t) =

F0

m
cos(ωt), (B.1)

with m the mass of the oscillator, ω2
0 = k/m the natural frequency, Γ the damping,

and F0 the amplitude of the external force. For ω 6= ω0, no damping, and the initial

conditions where the cantilever is stationary at t = 0, the general solution is given by

x(t) = 2A0 sin

[
(ω0 + ω)t

2

]
sin

[
(ω0 − ω)t

2

]
, (B.2)

with

A0 =
F0/m

ω2
0 − ω2

. (B.3)

So, if ω ≈ ω0, we can look at x(t) as the product of a slow modulation with an ampli-

tude 2A0 sin((ω0 − ω)t/2), and a rapid oscillation with amplitude sin((ω0 + ω)t/2).

The amplitude of the modulation increases as ω approaches ω0. When Γ > 0, the mo-

tion decays to zero as time progresses, resulting in a steady oscillation with amplitude

A(ω) = F0/
[
m2(ω2

0 − ω2)2 + Γ2ω2
](−1/2)

(B.4)

When the pulse is switched off, the cantilever motion starts to decay following

x(t) = A1 exp(−ω0t/2Q) cos(ω0t), (B.5)

where A1 is the amplitude of the cantilever at the end of the pulse. We assume weak

damping.

We demonstrate the effect of this behaviour in Fig. B.1(a), where we show the

direct frequency shift after an RF pulse with a frequency of 950 kHz, which is in be-

tween the higher modes at 756 kHz and 1009 kHz, and very short pulse durations. We

observe an oscillation of the direct frequency shift, which in the past was wrongfully

interpreted as a potential Rabi oscillation [205]. The period of the oscillation is 18

µs, which indicates that it originates for the beating with the higher mode at 1.009

156



B

B.1 Off-resonant coupling

0 2 0 4 0

- 3 0

- 2 0

- 1 0

0

∆f 0 (m
Hz

)

 I r f  =  6  m A p p  I r f  =  9  m A p p

( b )

Am
plit

ud
e (

au
)

P u l s e  d u r a t i o n  ( µ s )

0

( a )

Figure B.1: (a) Direct frequency shift ∆f0 versus pulse duration at RF frequency fRF =

950 kHz, T = 30 mK, and h = 0.95 µm, for 2 different B1 fields. The solid curves are fits to

a simple cosine, from which we extract oscillation periods of 17.7 ± 0.3 and 18.0 ± 0.2 µs

for the 6 and 9 mApp data sets, respectively. (b) Simulation of the motion x(t) of the 1.009

MHz higher mode when excited by a 950 kHz drive force.

MHz, 59 kHz off-resonance. Fig. B.1(b) shows the simulated amplitude of the 1.009

MHz higher mode when excited with a periodic driving force at 950 kHz.

Thus, the “Rabi” oscillations observed for very short pulse times are in reality

caused by the motion of one or more of the higher modes, generating a BRF field

with an amplitude which varies with the slow beating frequency, and with a duration

determined by the exponential decay with characteristic time τ = Q/πfn.
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B.2 Non-linearities

The second issue is the inherent non-linearity of the higher modes of the cantilever. In

Fig. B.2(a) we vary the frequency of the drive field we use to excite the higher mode

at 756 kHz. We drive the higher mode using RF currents of about 3 µApp (black), 10

µApp (red), and 30 µApp (green). The solid lines in the figure are guides to the eye.

The asymmetry of the curves shows that even at extremely small driving amplitudes

the non-linearities of the cantilever dominate the total BRF field.

In Fig. B.2(b) we see a measurement where we drive the same higher mode, but

now far away from the sample. In this case, we drive the mode using the cantilever

piezo, and we measure the response using the induced magnetic field in the pickup

loop. Also far from the surface we observe a clear non-linearity, indicating that at

least parts of the non-linearity are an inherent property of the cantilever. We assume

that the non-linearities are caused by stress at the surface of the cantilever, which

would mean this issue intensifies for higher mode numbers. The slight mismatch

between the mode frequency in both figures is attributed to a small sample-induced

frequency shift in the top figure.

B.3 Temperature dependence of quality factor

Finally, we report a large temperature-dependence of the quality factor of the higher

modes on the cantilever temperature. Measurements of the temperature-dependence

of the Q-factor for the 756 kHz mode is shown in Fig. B.3(b). The solid red line in this

curve indicates a 1/T dependence. The precise origin of the dissipation responsible

for this Q-factor is unknown. For low temperatures, the Q-factor increases to over

5·105, with a characteristic time τ > 0.2 s. For higher frequency modes, Q-factors in

excess of 1 million have been observed.
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Figure B.2: (a) Direct frequency shift ∆f0 for various drive frequencies around the higher

mode frequency. The amplitude of the RF currents are 3 µApp (black), 10 µApp (red), en

30 µApp (green). The solid lines are guides to the eye. An asymmetry of the signal and thus

BRF field generated by the higher mode indicates a strong non-linearity of the mode. (b)

Response of the higher mode when driven by the cantilever piezo at various drive amplitudes

far away from the sample. The drive frequency is swept from frequencies below the resonance

to frequencies above the resonance and back. The signal is obtained from the magnetic field

measured by the SQUID.

It is possible to convert the Q-factor to a dissipation constant. The shape of the

higher vibrational modes of the cantilever induces a rotation of the magnet at the tip

of the cantilever, which means we can calculate the dissipation constant using

Γn =
κn

Qωn
, (B.6)

where κn is the torsional spring constant, given by

κn = ω2
nI, (B.7)
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Figure B.3: (a) Resonance Frequency and (b) quality factor of the higher mode at 756 kHz

measured for different temperatures of mass 3, when the magnetic particle is far away (> 5

µm) from the surface. The red solid line in (b) indicates a 1/T dependence.

with I the moment of inertia. When we assume the moment of inertia is dominated

by the rotation of the heavy spherical magnet, it is given by I = (2/5)mR2
0 with

m = 2 ·10−13 kg the mass of the magnet and with R0 = 1.7 µm the radius. If we take

the 6th higher mode at 756 kHz as an example, we find κ6 = 5 · 10−12 Nm/rad, which

at a temperature of 20 mK leads to a dissipation constant Γ6 = 3 · 10−24 kg m2/s and

a thermal torsional noise of about 2 yNm/
√

Hz. However, our detection sensitivity is

not sufficient to detect the thermal motion for most of the higher modes.
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Quenching of SQUID modulation

under radio-frequency

interference

In this appendix, we briefly expand upon the results presented in Ch. 6, in particular Fig.

6.5, to show the influence of the amplitude of the RF interference or crosstalk on the depth

of the SQUID modulation, and the corresponding SQUID noise.
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C Quenching of SQUID modulation under RF interference

C.1 Quenched SQUID modulation

As we have seen in Ch. 6, the peak-to-peak amplitude of the SQUID modulation

(∆Vm) is reduced when the SQUID is exposed to a large RF flux. When we apply

a test flux Φa to the SQUID in combination with RF interference Φrf , the time-

dependent SQUID voltage response to Φa is given by [152]:

V (t) = ∆Vm · cos
2πΦa

Φ0
· J0

(
2πΦrf

Φ0

)
, (C.1)

with Φ0 = 2.068 · 10−15 Wb the magnetic flux quantum, and J0 the zeroth-order

Bessel function. In Ch. 6 we only looked at the response of the SQUID voltage under

a constant RF amplitude, but we can also reconstruct the entire response by varying

the RF amplitude. The result of this measurement can be seen in Fig. C.1 for a

constant frequency RF interference at 1908 kHz. We applied a text flux using the

generator of the SQUID electronics with an amplitude of a little over 2Φ0. The inset

shows an example of the SQUID modulation for this applied test flux combined with

RF flux at constant amplitude and constant frequency.

Since we have only measured the absolute amplitude, the data follows the ab-

solute value of the zeroth-order Bessel function, shown as the red solid line. For a

peak RF flux of 0.38Φ0 the amplitude of the SQUID modulation is reduced to zero,
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Figure C.1: Measured SQUID modulation depth as a function of the amplitude of the RF

interference. This inset shows the way the modulation depth is extracted from the raw

SQUID-flux response. The red solid line is a fit to Eq. C.1.
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C.2 Possibilities

independent of the test flux Φa. For large RF amplitude we see that the period of the

oscillation increases. An increasing period means that the amplitude of the RF inter-

ference reaching the SQUID reduces. We speculate that this is linked to the observed

dissipation of power for high frequency, high amplitude RF fields, as described in Ch.

7. The idea behind this hypothesis is that we can make the data and fit match by

stretching the horizontal axis by a value proportional to the RF amplitude squared.

This scaling is consistent with the amplitude-dependent heating observed. An exper-

imental check for this hypothesis would be to repeat the experiment at a higher RF

frequency, as the dissipation of the RF wire scales as f1.5 for high f . In that case,

the deviation of the data from the fit should appear at lower RF amplitudes. This

check has not been done yet.

C.2 Possibilities

The measurement presented in Fig. C.1 might have important consequences for

SQUID-based MRFM experiments, if for some reason the compensation scheme pre-

sented in Ch. 6 cannot be used. For example in experiments on electrons, where the

required GHz-range frequencies pose a challenge for the compensation. In those cases,

the negative effects that the pulse has on the SQUID modulation can be reduced by

selecting a suitable amplitude for the pulse.

Furthermore, one could use a measurement such as that presented in Fig. C.1

to check the amplitude of the magnetic field that we create at the location of the

sample because the geometry of the pickup loop is known. Especially in the case

of GHz pulses this cannot be done directly using the SQUID because of the limited

bandwidth, but the amplitude of the pulse might show up in the amplitude of the

SQUID modulation.
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Fabrication recipes

This appendix discusses some of the basic fabrication recipes used for the work presented in

this thesis, as we believe this might be useful for future students.
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D Fabrication recipes

D.1 Detection chip

We start the fabrication of the MRFM detection chips from 350 nm thick NbTiN

films grown on top of a silicon wafer. All details about this film are given by Thoen

et al. (our films are grown using the Nordiko 2000 Static) [55]. The pickup loop and

RF wire are fabricated with a top-down approach using reactive-ion-etching (RIE).

We use the following fabrication recipe:

Resist and spincoating:

• Resist: Negative E-beam resist AR-N 7700.18.

• Spincoat at 1500 rpm for a thickness of 0.65 µm.

• Bake at 80◦C for 90 seconds on a closed hotplate.

Exposure using Raith EBPG 5000+ at the Kavli Nanolab Delft:

• E-beam dose 150 µC/cm2.

• Spotsize 66 nm. With proximity effect correction (PEC).

Development after exposure:

• Postbake at 110◦C for 120 seconds on a closed hotplate.

• MF321 developer, 180 seconds.

• H2O, 30 seconds.

• Rinse with H2O, dry with nitrogen.

Reactive-ion-etching using Leybold F2 at the Kavli Nanolab Delft:

• 13.5 sccm SF6, 5.0 sccm O2.

• 50 W forward RF power, 8 W backward RF power. 320 VDC bias.

• Etching time: 335 seconds + 10 second overetch.

• O2 plasma descum to help in resist removal.

• 20 sccm O2, 30 W forward RF power, 100 seconds.

Stripping of the resist before dicing:
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D.2 Double layer resists for sputtering

• PRS-3000 (positive-resist stripper), 40◦C, sonicate for 15 minutes.

• Acetone, 40◦C, sonicate for 5 minutes.

• IPA, 40◦C, sonicate for 5 minutes.

• Rinse with IPA, dry with nitrogen.

Dicing of the detection chips at the Kavli Nanolab Delft:

• Apply positive photoresist S1805 to prevent surface damage during dicing.

• Spincoat at 4000 rpm.

• Bake at 110◦C for 120 seconds on a closed hotplate.

• Dice using DAD 3220 wafer dicer.

Resist stripping after dicing:

• PRS-3000, heated to 85◦C au bain-marie, 15 minutes.

• Move beaker to sonicator, sonicate for 5 minutes.

• Reheat to 85◦C au bain-marie, 10 minutes.

• Move beaker to sonicator, sonicate for 5 minutes.

• Acetone, room temperature, sonicate for 5 minutes.

• IPA, room temperature, sonicate for 5 minutes.

• Rinse with IPA, dry with nitrogen.

Final measured thickness of the structures on the chip using DektakXT in Leiden:

400 nm, approximately 350 nm NbTiN and 50 nm overetch into the silicon substrate.

D.2 Double layer resists for sputtering

For sample fabrication using sputtering, a double resist layer with an undercut is

required for proper lift-off and to prevent dog-ears. We identified 2 recipes which

seem to work well with the available sputtering machines.

Recipe 1: thin samples.

Resist and spincoating:

• Spincoat PMMA 200k, AR-P 642.06, 4000 rpm. Thickness 0.2 µm.
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• Bake at 180◦C for 180 seconds on open hotplate.

• Spincoat PMMA 950k, AR-P 672.042, 4000 rpm. Thickness 0.25 µm.

• Bake at 180◦C for 180 seconds on open hotplate.

Optimal E-beam dose: 280 µC/cm2. Suitable for samples with a thickness of up to

about 150 nm. Very large undercut due to large difference in polymer length.

Recipe 2: thick samples.

Resist and spincoating:

• Spincoat PMMA 600k, AR-P 662.06, 4000 rpm. Thickness 0.4 µm.

• Bake at 180◦C for 180 seconds on open hotplate.

• Spincoat PMMA 950k, AR-P 672.042, 4000 rpm. Thickness 0.25 µm.

• Bake at 180◦C for 180 seconds on open hotplate.

Optimal E-beam dose: 300 µC/cm2. Suitable for samples with a thickness of up to

about 350 nm, at the expense of a smaller undercut.

Development and lift-off.

Both options are developed following the same recipe:

• MIBK:IPA (1:3), 60 seconds.

• IPA (stopper), 30 seconds.

• Rinse with IPA, dry with nitrogen.

Liftoff after sample deposition:

• Acetone, 52◦C, 20 minutes.

• Spray with acetone while keeping the chip submerged.

• Transfer to clean acetone, sonicate for 2 minutes.

• Inspection of the chip using an optical microscope, still submerged in acetone.

• When lift-off successful, sonicate in ethanol for 2 minutes.

• Sonicate in IPA for 2 minutes.

• Rinse with IPA, dry with nitrogen.
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D.3 Specific samples

In this section, we will briefly discuss the recipes used for the specific samples used

in the experiments presented in this thesis.

D.3.1 Copper

We aim for a sample consisting of about 100 nm of copper, capped with a 10-20 nm

layer of gold to prevent oxidation. Deposition of both layers is done in a single session

(without venting the system) using the Leybold Heraeus Z406 sputtering system in

Leiden. Before sputtering, we do a 4-5 second long dip in hydrofluoric (HF) acid to

remove oxides from the surface of the detection chip, followed by three H2O baths.

The chip is dried using nitrogen.

The chip is then loaded into the Z406 within minutes to prevent re-oxidation of the

surface as much as possible. The chip is glued to the sample holder using silver paint

to improve cooling. Sputtering is started from a background pressure of 5.5·10−6

mbar. We use the following sputtering parameters:

• Cu layer: 5·10−3 mbar argon, flow 49 sccm. RF voltage 1 kV. Pre-sputtering

for 3 minutes, final sputtering for 10 minutes.

• Au layer: 5·10−3 mbar argon, flow 49 sccm. RF voltage 1 kV. Pre-sputtering

for 3 minutes, final sputtering for 90 seconds.

Measured thickness of the combined Cu/Au layer using DektakXT: 130 nm.

D.3.2 Calcium fluoride

We start from a sample ordered from Kurt J. Lesker, containing crystalline calcium

fluoride pieces (1-4 mm) with a purity of 99.99%. The deposition was done using

resistance evaporation, inspired by earlier work by Mamin et al. [14]. To improve

thermalization, the CaF2 is deposited on top of a thin layer of copper and gold. The

copper and gold are deposited using e-beam evaporation in the Leybold Heraeus L560

at the Kavli Nanolab. The parameters for the different materials are:
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• Cu layer: e-beam, 12 kV. Evaporation time 100 seconds at a rate of 0.8-1.2 Å/s.

• Au layer: e-beam, 12 kV. Evaporation time 375 seconds at a rate of 1.0-1.2 Å/s.

• CaF2 layer: resistive heating, 25% power. Evaporation time 610 seconds at a

rate of 3-5 Å/s.

Measured thickness of the Cu/Au layer using DektakXT: 40 nm. Measured thickness

of the CaF2 layer: 240 nm.

D.3.3 Palladium

Target ordered from ESPI: purity 99.99%, with less than 2 ppm Fe. The sputtering is

done in the UHV sputtering system in Leiden. Before sputtering, we do a 4-5 second

long dip in hydrofluoric (HF) acid to remove oxides from the surface of the detection

chip, followed by three H2O baths. The chip is dried using nitrogen. After the HF

dip, the chip is loaded into the vacuum as soon as possible (< 20 minutes).

Sputtering is started at a chamber pressure of 7.7·10−9 mbar. Sputtering is done

using an argon pressure of 3.3·10−3 mbar. The RF power is set to 100 mA, 401V. We

pre-sputter for 5 minutes to clean the target, then do real sputtering on the sample

for 20 minutes. The measured thickness of the palladium layer using the DektakXT

is 108 nm.

D.4 Considerations for double-layer detection

chips

As discussed in Ch. 2, it is worth to invest time in the development of double-layer

detection chips. This would enable the fabrication of on-chip transformers to boost

the coupling efficiency between the pickup loop and SQUID input coil, and would also

open the possibility to fabricate gradiometric pickup loops that cross the RF wire to

reduce flux crosstalk. The first attempts to fabricate these double-layer devices were

done by de Voogd [59]. In these attempts, the first layer was fabricated following

a similar recipe as described in Sec. D.1 (RIE etching), while the second layer was

made using a lift-off process. At the visual inspection after the sputtering of the

second NbTiN layer, it was found that the resist was cracked. The measured critical

current of the second layer, which was much lower than expected with only several
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µA, confirms that the second layer was contaminated, probably from the resist which

could not stand the high temperatures during sputtering.

From this we conclude that structures made by sputtering and lift-off might be

more susceptible to contamination, resulting in a material with a lower critical current

density. Hence, it is preferable to make the RF wire and the secondary coil of a

transformer from the first (reactive-ion-etched) layer of high thickness NbTiN, as

especially the RF wire should be able to carry large currents when used for an NMR

experiment.
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Samenvatting

De samenvatting is toegankelijk gemaakt voor een breed publiek. Hierom zijn sommige

zaken vereenvoudigd en zijn er geen bronvermeldingen opgenomen. De wetenschappe-

lijk gëınteresseerde lezer wordt verwezen naar de introductie in hoofdstuk 1.

De noodzaak voor een nieuwe techniek

Eiwitten spelen een cruciale rol in het lichaam, en het niet correct vouwen van deze

eiwitten wordt in verband gebracht met een groot aantal ziektes, zoals Alzheimer en

Parkinson. Het is belangrijk om de precieze ruimtelijke structuur van de eiwitten

vast te kunnen stellen, zodat aan de hand hiervan een mogelijke behandeling kan

worden bepaald. Het bestuderen van eiwitten wordt tot nu toe vooral gedaan met

behulp van technieken zoals kernspinresonantie (NMR) en röntgendiffractie, maar om

uiteenlopende redenen kan van lang niet alle eiwitten op deze manier de structuur

worden ontrafeld. Er is daarom een sterke behoefte aan een nieuwe techniek om in

volledig detail de structuur van individuele moleculen of virussen te bepalen.

Het klinkt erg aantrekkelijk om magnetic resonance imaging (MRI) voor dit doel

te gebruiken. Deze techniek is in de medische wereld niet meer weg te denken, en

stelt ons in staat om drie-dimensionale afbeeldingen te maken van het menselijk li-

chaam. Hierbij kan zelfs onderscheid gemaakt worden tussen verschillende weefsels.

Echter, het is niet mogelijk om deze techniek direct ook toe te passen op veel kleinere

biologische monsters, zoals bijvoorbeeld eiwitten, vanwege de beperkte gevoeligheid

van MRI. Een lage gevoeligheid betekent dat er een relatief groot volume aan weefsel

nodig is om voldoende signaal te krijgen, wat dus gelijk staat aan een lage beeldre-

solutie. In de jaren 90 is daarom een alternatieve techniek voorgesteld die de sterke

punten van MRI zou moeten combineren met een veel hogere gevoeligheid en dus een

hogere resolutie van de afbeeldingen: magnetic resonance force microscopy (MRFM).

We gaan nu MRFM uitleggen via de analogie met MRI.
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Versimpelde weergave van een MRI scanner. Een extern magnetisch veld (B0) wordt

gebruikt voor het polariseren van de spins in het monster, en een lineaire magnetische veld

gradiënt wordt gebruikt om een platte resonant slice te definiëren.

Magnetic resonance imaging: van millimeters...

Een MRI apparaat heeft drie cruciale componenten: een elektromagneet die gebruikt

wordt voor het maken van een sterk, homogeen (overal gelijk) magnetisch veld (ook

wel het B0 veld genoemd), spoelen voor het aanleggen van een magnetische veld

gradiënt (een verloop in de sterkte van het magnetisch veld in het monster), en een

extra spoel om magnetische pulsen te sturen en signalen op te vangen. Om signaal

te krijgen, maakt MRI gebruik van het feit dat bepaalde atoomkernen zich gedragen

als een magneetje. Deze atoom-magneetjes worden ook wel spins genoemd. Wanneer

deze spins in een magnetisch veld worden geplaatst, richten ze zich zo dat ze parallel

aan het magnetisch veld komen te liggen. Het verschil tussen het aantal spins dat

met het veld mee wijst en het aantal dat ertegenin wijst hangt af van de sterkte van

het veld en de temperatuur, en wordt de polarisatie genoemd.

Een tweede bijzondere eigenschap van de spins is dat ze zich gedragen als kleine

tolletjes: ze draaien rond het magnetisch veld, net zoals een tol die niet precies ver-

ticaal staat ook gaat draaien in het zwaartekrachtsveld. De frequentie waarmee ze

draaien hangt af van de sterkte van het veld: hoe groter het veld, hoe sneller ze

draaien. Wanneer we nu een magnetische puls sturen met een frequentie die precies

overeenkomt met de frequentie waarmee de spins draaien, kunnen we de richting van

de spin in het magnetisch veld veranderen. Deze verandering van de richting kan

vervolgens worden gemeten met een van de detectiespoelen.
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Versimpelde weergave van onze MRFM opstelling. Een klein magnetisch deeltje wordt

tegelijkertijd gebruikt voor het maken van het magnetische veld B0 en de gradiënt.

Hierdoor ontstaat een dunne resonant slice in de vorm van een bolschil.

In een homogeen magnetisch veld worden alle spins bëınvloed door de magneti-

sche puls, en kan dus niet gezegd worden waar de spins zich precies bevinden in het

monster. Door het toevoegen van de veld gradiënt is dit wel mogelijk: spins op ver-

schillende plekken voelen nu een net ander magnetisch veld, en draaien daardoor met

een andere frequentie. De magnetische puls heeft nu dus alleen effect op een klein

deel van het monster waar de frequentie van de puls overeenkomt met die van de

spins. Het overeenkomen van de frequenties heet resonantie, en deze plek noemen we

daarom de resonant slice. Door het kiezen van de frequentie van de magnetische puls,

en met wat slim rekenwerk, is het nu dus ineens mogelijk om uit te vinden waar in het

monster de spins precies zitten, en kan zo een drie-dimensionale afbeelding worden

gevormd.

Het grote nadeel van MRI is echter de beperkte gevoeligheid. Om uiteenlopende

redenen heeft een moderne MRI machine een resolutie die beperkt is tot ongeveer een

tiende millimeter, ordes van grootte te laag voor onderzoek naar eiwitten en andere

microstructuren.

...naar nanometers: MRFM

Om de resolutie dusdanig te verbeteren dat het opvangen van signalen van veel kleinere

monsters, zoals bijvoorbeeld eiwitten, mogelijk wordt, is MRFM bedacht. Het idee

hierachter is dat MRFM de natuurkunde van MRI combineert met de technieken van
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scanning probe microscopy (SPM), waarin kleine naaldjes gebruikt worden om een

oppervlak te onderzoeken met extreem hoge resolutie. Een MRFM gebruikt daarom

een hele slappe hefboom (een soort duikplankje dat verticaal staat) met aan het eind

een klein magneetje. Dit magneetje zorgt voor zowel het B0 veld als de gradiënt

die het mogelijk maakt om spins op verschillende plekken te kunnen manipuleren.

Door de microscopische afmetingen van het magneetje is de gradiënt extreem groot

(ongeveer een miljoen keer sterker dan de gradiënt van MRI), waardoor we een hele

smalle resonant slice krijgen, en dus een hele hoge resolutie. Door het magneetje te

bewegen over het monster (scannen) kan het hele monster in kaart worden gebracht.

De signalen van de spins worden nu niet meer gemeten met een spoel, wat erg

ongevoelig is, maar in plaats daarvan meten we direct de kracht die de spins in het

monster uitoefenen op het magneetje (vandaar de term force in de naam). Deze krach-

ten zijn extreem klein (ongeveer 10−20 Newton voor een waterstofatoom). Daarom

zit het magneetje vast aan de hele gevoelige hefboom. De krachten zorgen voor een

beweging van deze hefboom. Door de spins in het monster met magnetische pulsen

meerdere keren om te draaien precies synchroon met de natuurlijke beweging van de

hefboom, kan de uitwijking extra versterkt worden, en is het mogelijk deze kleine

krachten te meten.

In hoofdstuk 1 van dit proefschrift bespreken we kort de geschiedenis van de

ontwikkeling van MRFM, en gaan we in detail in op de verschillende manieren waarop

de gevoeligheid van de techniek verbeterd kan worden. Een van de methodes om dit te

doen is het vergroten van de gradiënt van het magnetisch veld, bijvoorbeeld door nog

kleinere magneetjes te gebruiken. Dit hebben wij proberen te doen door het maken

van een nieuwe hefboom die magneten met verschillende afmetingen gebruikt, zoals

beschreven in hoofdstuk 8. Echter, de focus van het Oosterkamp lab ligt op het

verbeteren van de gevoeligheid door te meten bij extreem lage temperaturen.

Een honderste graad boven het absolute nulpunt

Het meten bij lagere temperaturen heeft een aantal voordelen. Zo zorgt het bij-

voorbeeld voor een hogere polarisatie van de spins in het monster, wat bij bepaalde

types MRFM metingen zorgt voor een sterker signaal (en dus de mogelijkheid om

een kleiner volume met spins te detecteren). Daarnaast bieden lagere temperaturen

de mogelijkheid om experimenten te doen waar het niet gaat om het afbeelden van

een monster, maar juist om het onderzoeken van de natuurkundige eigenschappen.

Veel materialen tonen deze exotische eigenschappen pas bij hele lage temperaturen.
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Wij proberen onze metingen daarom te doen bij 10 mK, dus 1/100ste graad boven

het absolute nulpunt. Onze groep doet daarmee de koudste MRFM experimenten ter

wereld. Het meten bij deze temperaturen brengt een aantal problemen met zich mee,

waarvan wij er in dit proefschrift een aantal hebben proberen op te lossen:

Uitdaging 1: Het uitlezen van de beweging van de hefboom. Dit wordt

in andere MRFM opstellingen gedaan door een laser te laten weerspiegelen op het

oppervlak van de hefboom, en te kijken naar het gereflecteerde licht. Echter, het

gebruik van een laser zou bij onze lage temperaturen voor te veel opwarming zor-

gen. In plaats daarvan meten wij daarom de beweging door met een Superconducting

Quantum Interference Device (SQUID) het magnetisch veld dat van het magneetje

afkomt te meten. De SQUID is een extreem gevoelige magneetveld sensor die werkt

met zulke lage vermogens dat dit niet tot extra opwarming leidt. Details over hoe we

dit precies doen en de rest van de opstelling worden besproken in hoofdstuk 2.

Uitdaging 2: Het krijgen van een koude en stille hefboom. We willen onze

hefboom in beweging krijgen door de interactie met de spins in het monster. Echter,

de hefboom wordt ook in beweging gebracht door de trillingen die gemaakt worden

door onze koelmachine en door trillingen die van buiten komen. Deze extra beweging

van de hefboom verdoezelt het signaal dat wij willen meten. Om trillingen te dempen

wordt vaak gewerkt met systemen waarin het experiment wordt opgehangen aan een

massa en een veer. Het probleem van deze massa-veer vibratie-isolatie systemen is

dat deze vaak een slechte warmtegeleiding hebben, en dat hierdoor de MRFM niet

meer zo koud wordt als wij hem zouden willen hebben. In hoofdstuk 3 beschrijven

wij het massa-veer systeem dat wij speciaal ontwikkeld hebben om deze conflicterende

eigenschappen zo goed mogelijk te combineren.

Uitdaging 3: Het onderscheiden van signaal en overspraak. Omdat wij

zijn overgestapt naar een magnetische manier van het uitlezen van de beweging van de

hefboom, zijn we een stuk gevoeliger geworden voor overspraak tussen onze detectie

en onze bron van magnetische pulsen. De manier waarop wij dit probleem hebben

opgelost staat beschreven in hoofdstuk 6. We doen dit door een techniek te gebrui-

ken die erg lijkt op hoe noise-cancelling koptelefoons werken. Door de toevoeging van

een klein extra circuit kunnen we de magnetische pulsen die we sturen direct opheffen

voordat ze in onze SQUID terechtkomen. Hierdoor wordt het mogelijk om de super-

kleine signalen te blijven meten tijdens pulsen, iets wat absoluut noodzakelijk is voor

veel van de protocollen in MRFM.
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Uitdaging 4: Het maken van de magnetische pulsen zonder opwarming.

Wij maken onze magnetische pulsen met een radio-frequency (RF) draad gemaakt

van een supergeleider (een materiaal zonder elektrische weerstand). Wanneer we

magnetische pulsen maken, meten we toch een toename van de temperatuur van de

MRFM opstelling, wat erop duidt dat de RF draad warmte creëert (ook wel dissipatie

genoemd) ondanks het feit dat de draad supergeleidend is. In hoofdstuk 7 hebben

we de dissipatie van onze RF draad gemeten, en bespreken we mogelijke oorzaken

hiervan. We doen enkele suggesties hoe de dissipatie verminderd zou kunnen worden,

maar helaas hebben we vooralsnog geen oplossing kunnen vinden. Wij beschouwen

dit op dit moment als het grootste open probleem van MRFM bij lage temperaturen.

Toepassing van SQUID-gedetecteerde MRFM

In dit proefschrift hebben we ons gefocust op het verbeteren van de SQUID-

gedetecteerde MRFM opstelling. Hoewel deze verbeteringen bijdragen aan het suc-

cesvol afbeelden van biologische samples, hebben wij vooral gekeken naar materialen

die interessant zijn vanuit een natuurkundig oogpunt.

In hoofdstuk 4 beschrijven wij een nieuw experiment op koper. In dit experi-

ment hebben we de polarisatie van de kernspins van koper in een heel klein deel van

het koper helemaal verwijderd met een magnetische puls. Het verwijderen van de

polarisatie leidt tot een verschuiving van de resonantiefrequentie van onze hefboom.

Door te meten hoeveel deze frequentie verschuift en hoe lang het duurt voordat de

frequentie na het uitzetten van de puls weer terug is op de oorspronkelijke waarde

kunnen we bepaalde eigenschappen van het koper achterhalen. We hebben gebruik

gemaakt van een combinatie van een nauwkeurigere theorie over het gedrag van de

spins van de koperatomen tijdens een magnetische puls en de vele technische verbete-

ringen. Hierdoor zijn we in staat geweest experimenten te doen met een gevoeligheid

die ongeveer 100 keer hoger is dan eerdere experimenten uit onze groep met een frac-

tie van de dissipatie. Metingen bij lagere temperaturen en aan kleinere monsters zijn

hierdoor mogelijk.

We hebben een hele andere aanpak gebruikt in hoofdstuk 5, waar we zonder

gebruik te maken van magnetische pulsen de elektronenspins in en op diamant bestu-

deren. Door het magneetje vlak boven de diamant te hangen en onder verschillende

omstandigheden de mechanische eigenschappen van de hefboom te meten is het mo-

gelijk om de dichtheid van de spins in en op het diamant te bepalen. De mogelijkheid

om dit te meten kan van grote waarde zijn, zoals we in de volgende sectie zullen
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bespreken. Verder is het mogelijk om de relaxatietijd van de spins te meten, een

indicatie voor de mate waarin de spins wisselwerken. Hieruit hebben we gevonden

dat we de spins op het oppervlak van het diamant van elkaar kunnen isoleren door

de hoge gradiënt van het magnetisch veld in de buurt van ons magneetje. Dit zou

een methode kunnen zijn om de gevoeligheid van op diamant gebaseerde sensoren te

verbeteren.

De toekomst: de Easy-MRFM

Het is ondertussen duidelijk dat MRFM een gecompliceerde techniek is waarvoor

veel componenten op hetzelfde moment moeten werken. Metingen op willekeurige

monsters zijn ingewikkeld, omdat wij, vanwege onze detectiemethode gebaseerd op een

SQUID, altijd structuren moeten aanbrengen op het monster, of het monster moeten

plaatsen op speciaal ontwikkelde chips. Vanwege deze complexiteit is MRFM op lage

temperaturen geen algemeen gebruikte techniek. In hoofdstuk 9 bespreken wij onze

poging om dit te veranderen door middel van de ontwikkeling van de zogenaamde

Easy-MRFM. Dit is een versimpelde uitvoering van de volledige MRFM opstelling,

waarin het monster volledig gescheiden is van alle cruciale MRFM componenten.

Met een eerste prototype van de Easy-MRFM hebben we laten zien dat de methode

in principe werkt. Er wordt ondertussen gewerkt aan een verbeterde versie. Wan-

neer de Easy-MRFM volledig functioneel is, zou deze vaker gebruikt kunnen worden

door vele onderzoeksgroepen, en bijvoorbeeld een bijdrage kunnen leveren aan het

verbeteren van de prestaties van qubits, de bouwstenen van de kwantumcomputer.
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