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ABSTRACT

We present a flux-resolved X-ray analysis of the dwarf Seyfert 1.8 galaxy NGC 4395, based on three archival
XMM-Newton and one archival NuSTAR observations. The source is known to harbor a low mass black hole
(∼ 104 − a few × 105 M�) and shows strong variability in the full X-ray range during these observations.
We model the flux-resolved spectra of the source assuming three absorbing layers: neutral, mildly ionized, and
highly ionized (NH ∼ 1.6×1022−3.4×1023 cm−2, ∼ 0.8−7.8×1022 cm−2, and 3.8×1022 cm−2, respectively. The
source also shows intrinsic variability by a factor of ∼ 3, on short timescales, due to changes in the nuclear flux,
assumed to be a power law (Γ = 1.6−1.67). Our results show a positive correlation between the intrinsic flux and
the absorbers’ ionization parameter. The covering fraction of the neutral absorber varies during the first XMM-
Newton observation, which could explain the pronounced soft X-ray variability. However, the source remains
fully covered by this layer during the other two observations, largely suppressing the soft X-ray variability. This
suggests an inhomogeneous and layered structure in the broad line region. We also find a difference in the
characteristic timescale of the power spectra between different energy ranges and observations. We finally show
simulated spectra with XRISM, eXTP, and Athena, which will allow us to characterize the different absorbers,
study their dynamics, and will help us identify their locations and sizes.

Keywords: galaxies: active — galaxies: individual (NGC4395) — galaxies: Seyfert — X-rays: general

1. INTRODUCTION

The dwarf Seyfert 1.8 galaxy NGC 4395 (d = 4.2 Mpc
Karachentsev & Drozdovsky 1998) is one of the most X-
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ray variable non-jetted active galactic nuclei (AGN; e.g.,
Iwasawa et al. 2000; Vaughan et al. 2005; Iwasawa et al.
2010). The optical and ultraviolet (UV) spectra of this source
show high-ionization forbidden lines with broad wings cor-
responding to gas velocities larger than ∼ 103 km s−1 (Filip-
penko & Sargent 1989), in addition to permitted lines such
as C IV, Mg II, O III and Hα (see e.g., Filippenko et al.
1993). Peterson et al. (2005) obtained a mass of MBH =
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(3.6±1.1)×105 M�, based on reverberation mapping of C IV.
More recently, Woo et al. (2019) estimated the time delay in
the Hα band to be 83 ± 14 minutes and found a small veloc-
ity dispersion of σHα = 426 ± 1 km s−1, inferring an even
lower mass of MBH = 9.1+1.5

−1.6 × 103 M�. The source can thus
be considered to lie at the highest end of the still elusive in-
termediate mass black hole population (see e.g., Koliopanos
et al. 2017; Mezcua et al. 2018, and references therein), rep-
resenting a scaled-down (by∼ 2 orders of magnitude) version
of ordinary and more luminous Seyfert galaxies.

X-ray observations of NGC 4395 revealed strong variabil-
ity in the soft X-rays (below ∼ 2 keV) attributed to a com-
plex multizone ionized absorber (e.g., Iwasawa et al. 2000;
Dewangan et al. 2008). Nardini & Risaliti (2011) (hereafter
NR11) studied the time-resolved spectra obtained from two
long observations with XMM-Newton and Suzaku with the
aim of explaining the anomalously flat X-ray spectrum of
NGC 4395 (see e.g., Moran et al. 2005). They found that
the source exhibited partial occultation by cold material with
column densities NH ∼ 1022 − 1023 cm−2, consistent with
a clumpy broad-line region. These results were later con-
firmed by Parker et al. (2015) who studied the X-ray variabil-
ity of this source applying a ‘Principle Component Analysis’
(PCA) to the XMM-Newton data. Their results show that the
variability in NGC 4395 is accounted for by a combination of
intrinsic flux variability and changes in the absorption cover-
ing fraction, with hints of changes also in the column density
of the absorbing material. The X-ray spectra of this source
show a prominent narrow Fe K line, attributed to neutral re-
flection by distant material (e.g., Iwasawa et al. 2000, 2010,
NR11). This is consistent with the PCA that did not show
any hint of reflection variability. This was also confirmed by
Kara et al. (2016) who did not detect any evidence of low-
frequency hard lag or Fe K lags from all three XMM-Newton
observations, despite the fact that De Marco et al. (2013) have
detected hints of soft lags using the first XMM-Newton obser-
vation only. We note that these lags could potentially be pro-
duced by reprocessing from the warm absorber(s) as shown
by Silva et al. (2016) for NGC 4051.

In this work, we analyze the flux-resolved spectra of three
XMM-Newton observations (including the one studied by
NR11) in addition to a short NuSTAR observation. Obser-
vations and data reduction are described in Section 2. The
spectral analysis is presented in Section 4. In Section 3 we
show the fractional rms variability obtained from the differ-
ent observations, in addition to the power spectral density us-
ing the XMM-Newton observations. Finally, we discuss the
results in Section 5 and we present our conclusions in Section
7.

2. OBSERVATIONS AND DATA REDUCTION

2.1. XMM-Newton observations

NGC 4395 was observed by XMM-Newton (Jansen et al.
2001) on 2003-11-30 (Obs ID 0142830101, hereafter Obs.
1), for a total duration of ∼ 113 ks. The time-resolved spec-
tra from this observation have been presented by NR11. The
source was later observed on 2014-12-28 and 30 (Obs IDs
0744010101 and 0744010201, hereafter Obs. 2+3, respec-
tively) for a duration of ∼ 53 ks each. We reduced the data
from the three observations using SAS v.17.0.0 (Gabriel
et al. 2004) and the latest calibration files. We followed
the standard procedure for reducing the data of the EPIC-
pn (Strüder et al. 2001) CCD camera, operating in full frame
mode for Obs. 1 and small window mode for Obs. 2+3,
with medium filter. The data were processed using EPPROC.
Source spectra and light curves were extracted from a circu-
lar region of a radius of 30′′ for all observations. The corre-
sponding background spectra and light curves were extracted
from an off-source circular region located on the same chip,
with a radius approximately twice that of the source. After
filtering out periods with strong background flares, the net
exposure times dropped to 88.7 ks, 36.2 ks and 22.5 ks, for
Obs. 1, 2+3, respectively.

The light curves were produced using the SAS task
EPICLCCORR. Fig. 1 shows the 0.5 − 2 keV and 2 − 10 keV
light curves for the three observations, clearly revealing the
large variability of this source. We note that in Obs. 1 the
source was significantly brighter and more variable in the
0.5 − 2 keV range compared to Obs. 2+3, while it shows a
similar brightness and variability amplitude for all observa-
tions in the 2 − 10 keV band. Given the consistency between
Obs. 2 and Obs. 3, and in order to increase the signal-to-
noise ratio we combine the two observations (hereafter Obs.
2+3) in the rest of this work.

2.2. NuSTAR observations

NuSTAR (Harrison et al. 2013) observed NGC 4395 for a
net exposure of 19 ks on 2013-05-10. The data were reduced
utilizing the standard pipeline in the NuSTAR Data Analy-
sis Software (NUSTARDAS v1.8.0), and using the latest cali-
bration files. We cleaned the unfiltered event files with the
standard depth correction. We reprocessed the data using the
saamode = optimized and tentacle = yes criteria for a
more conservative treatment of the high background levels in
the proximity of the South Atlantic Anomaly. We extracted
the source and background light curves and spectra from cir-
cular regions of radii 60′′ and 120′′, respectively, for both
focal plane modules (FPMA and FPMB) using the HEASOFT
task nuproducts.

We added the FPMA and FPMB light curves, using the
FTOOLS (Blackburn 1995) command LCMATH. Figure 2 shows
the background-subtracted light curves in the 4− 10 keV and
10 − 30 keV bands with a time bin of 1 ks. The source



Broadband X-ray variability in NGC 4395 3

0 20 40 60 80 100

10
2

10
1

10
0

CR
0.

5
2
(C

ou
nt

s
1 )

Obs. 1

0 10 20 30 40 50
Time (ks)

Obs. 2

180 190 200 210 220

Obs. 3

0 20 40 60 80 100

10
1

10
0

CR
2

10
(C

ou
nt

s
1 )

Obs. 1

0 10 20 30 40 50
Time (ks)

Obs. 2

180 190 200 210 220

Obs. 3

Figure 1. Background-subtracted XMM-Newton light curves in the 0.5 − 2 keV (top panel) and 2 − 10 keV (bottom panel) bands, with a time
bin of 100 s. The time in Obs. 3 is from the start of Obs. 2. The green, white and blue areas correspond to the low-, medium- and high-flux
levels considered in this work (see Section 4 for details).

varies simultaneously in both energy bands on the timescales
probed by the observations.

3. TIMING ANALYSIS

In this section we investigate the variability seen in NGC
4395 through two model-independent approaches. First, we
present the fractional rms variability amplitude (Fvar) for the
various observations. Then we analyze the Power Spectral
Density (PSD) for the various XMM-Newton observations.

3.1. Fractional variability

It is clear from Figs. 1 and 2 that the source is highly
variable in all energy ranges. We characterize the variabil-
ity by estimating Fvar and its corresponding error, following
Vaughan et al. (2003). We estimate Fvar from the 1-ks binned
light curves of all observations in various energy bands as
shown in Fig. 3. The segment lengths that are used to esti-
mate Fvar are 103 ks, 97 ks, and 37 ks for Obs. 1, 2+3, and
NuSTAR, respectively, corresponding to the full observation
lengths, after filtering. We note that due to the low flux and
the low variability level below ∼ 1 keV in Obs. 2+3, com-
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Figure 2. Background-subtracted NuSTAR light curves in the 4 −
10 keV (open circles) and 10− 30 keV (filled triangles) bands, with
a time bin of 1 ks and an exposure fraction > 0.5. The light curves
of FPMA and FPMB are added together. The medium- and high-
flux spectra are extracted from times below/above the flux increase
at ∼ 15 ks (dashed vertical line; see see Section 4 for details).
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Figure 3. The fractional rms variability amplitude (Fvar) as function
of energy, obtained from the light curves, with a time bin of 1 ks,
of Obs. 1 (blue dots), Obs. 2+3 (grey diamonds) and the NuSTAR
observation (open red circles). The black dash-dotted line corre-
sponds to simulated Fvar, using XMM-Newton responses, assuming
an unabsorbed power-law varying in normalization only. The black
dashed line and the green dotted line correspond to simulated Fvar,
using XMM-Newton and NuSTAR responses, respectively, assuming
an absorbed power-law varying in normalization only. The column
density and covering fraction of the absorber are constant and con-
sistent with the best-fit values obtained from Obs. 2+3. The shaded
areas correspond to the 1σ uncertainty on the simulated Fvar (see
Section 5 for more details about the simulations). The simulated
Fvar are in agreement with the observations above 4 keV, while they
could not reproduce the observed variability at softer energies.

pared with Obs. 1, it was not possible to estimate Fvar in
small energy bins. For that reason, we limit our analysis to
one bin in the 0.4-1 keV range.

Fig. 3 shows that Fvar is constant (〈Fvar〉 ' 0.28) above
5 keV, for all observations. This indicates that the variabil-
ity in this range is mainly due to variations in the intrinsic
flux of the nuclear emission (assumed to have a power law
shape varying in normalization only), in each observation.
Some deviations, though not statistically significant, can be
seen in the 6 − 7 keV and 15 − 20 keV ranges, where the rel-
ative contribution of reflection features (Fe K emission line
and Compton hump, respectively) is expected to be larger.
Longer NuSTAR observations would be needed to confirm
the presence of these features, especially above 10 keV. How-
ever, Fvar increases below ∼ 4 keV in Obs. 1, reaching more
than ∼ 0.9. This could be mainly due to the complex vari-
able absorption structure in this source affecting mainly the
soft X-rays (see NR11 and Section 4 in the current work, for
more details about the spectral modeling). Intrinsic variabil-
ity due to a change in the flux of the power-law component
would result in a nearly constant Fvar at all energies. How-
ever, any additional variability process that might be caused
by a change in absorption, for example, would lead to an in-
crease in the values of Fvar in the energy range affected by

these changes (see e.g., Matzeu et al. 2016, and Section 5
for more details). We note that that this does not necessarily
imply that the intrinsic continuum fluctuations and the ab-
sorption changes contributing to the variability in the soft X-
rays are operating on the same timescales. Any changes in
the absorber column density and/or the covering fraction are
expected to occur on longer timescales than the continuum.
Hence, what drives the increase in Fvar is the large amplitude
(a factor of more than 30 compared to ∼ 3 below and above
2 keV, respectively, as seen in Fig. 1) of the variations asso-
ciated with such changes. As for Obs. 2+3, Fvar is zero in
the 0.4 − 1 keV indicating a low variability amplitude in this
energy range.

3.2. The power spectral density

As an additional model-independent variability study,
we estimate the PSD of the source in different energy
bands, using the periodogram (e.g., Vaughan et al. 2003).
Background-subtracted light curves with a sampling time
of 16 s are extracted from standard event files as described
in Section 2.1. Gaps smaller than 400 s resulting from the
standard background filtering are linearly interpolated and
randomized. The periodogram using the RMS normalization
(see Vaughan et al. 2003) is then calculated from the Dis-
crete Fourier transform of the light curve arrays. The final
periodogram is produced by averaging every 20 frequency
values. The modeling is done in XSPEC using the Whittle20
statistic (Whittle 1953; Vaughan 2010; Barret & Vaughan
2012). A simple power law does not account for the apparent
break at ∼ a few ×10−4 Hz (see Vaughan et al. 2005). Hence,
to estimate the characterstic time scale, the periodograms are
modeled with a zero centered Lorentzian of the form,

P(ν) = K
σ

2π
1

ν2 + (σ/2)2 , (1)

where K is the normalization. In the νP(ν) representation, the
peak frequency νpeak = σ/2 can be considered as the “char-
acteristic frequency” of the PSD (see e.g., Belloni et al. 1997,
2002). The Poisson noise is modeled with a constant for each
PSD. The errors on the model parameters are estimated using
the Goodman-Weare MCMC algorithm in XSPEC (Goodman
& Weare 2010). We estimate the PSDs separately from Obs.
1 and Obs. 2+3 (combined together). The top panel of Fig.
4 shows the PSD of NGC 4395 in the 0.3 − 2 keV, 2 − 5 keV
and 5 − 10 keV bands. The best-fit σ and normalization of
the Lorentzian are listed in Table 1.

The probability densities of σ for each case are shown in
the lower panel of Fig. 4. This figure shows that the char-
acteristic frequency is smaller in Obs. 1 compared to Obs.
2+3, for all energy bands. Furthermore, the values of σ in the
0.3−2 keV and 2−5 keV bands are consistent during Obs. 1,
and smaller than the best-fit value in the 5−10 keV band. This
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Figure 4. Top panel: Power spectral density for Obs. 1 (blue) and Obs. 2+3 (red) in the 0.3 − 2 keV, 2 − 5 keV, and 2 − 10 keV bands. The
solid lines show the best-fit models, the dashed lines correspond to the best-fit Lorentzian, the dotted lines represent the Poisson noise level.
Bottom panel: The probability density of double the characteristic frequency (σ = 2νpeak) for each case, obtained from the MCMC analysis
(see Section 3.2 for details).

behavior could be due to the fact that Obs. 1 is affected by
both intrinsic variability and an additional variability process,
most probably absorption changes (as discussed in NR11 and
Section 4.1 of the current work), though operating on differ-
ent timescales. The additional variability process, also seen
in the Fvar, is expected to occur on longer timescales com-
pared to the intrinsic variability, and to affect mainly the soft
X-rays. Hence, its contribution to the overall variability de-
creases as the energy increases, which might explain the shift
to shorter timescales in Obs. 1 as the intrinsic variability be-
comes more dominant (in the hard X-rays). However, in Obs.
2+3, the intrinsic variability seems to be dominating over all
energy bands, which could explain the fact that the values of
σ are consistent over the full 0.3 − 10 keV range. We note

that the apparent large value of σ in the 0.3 − 2 keV band
in Obs. 2+3 is mainly due to the data quality as signal is
heavily affected by the Poisson noise. The value of σ in the
5− 10 keV range in Obs. 1 is systematically smaller than the
one in Obs. 2+3 (they are consistent within ∼ 2.5σ). This is
most likely due to the relatively high column density of the
variable neutral absorber in Obs. 1 (as discussed in Section
4.1) which still affects the overall variability in this energy
range (though in a more moderate way), shifting the charac-
teristic timescale towards a slightly larger value.

It is known that there is a relation between the power-
spectrum break timescale, BH mass, and X-ray luminosity
established for unobscured AGN and Galactic BH systems,
of the form,



6 Kammoun et al.

Table 1. The best-fit σ and normalization obtained by fitting the
PSDs with a Lorentzian function in the 0.3 − 2 keV, 2 − 5 keV, and
2 − 10 keV bands.

Obs. 1 Obs. 2+3
0.5 − 2 keV

σ (mHz) 0.79 ± 0.08 3.43+0.57
−1.40

Norm (×10−1) 7.59+0.51
−0.81 1.48+0.23

−0.35

2 − 5 keV
σ (mHz) 0.71+0.09

−0.11 1.74+0.21
−0.24

Norm (×10−1) 2.26+0.19
−0.26 2.30+0.16

−0.20

5 − 10 keV
σ (mHz) 1.11+0.15

−0.18 1.90+0.23
−0.30

Norm (×10−1) 1.46+0.11
−0.15 1.96+0.15

−0.17

log TB = 2.1 log(MBH,6) − 0.98 log(Lbol,44) − 2.32, (2)

log TB = 1.39 log(MBH,6) − 0.82 log(Lbol,44) − 2.7, (3)

as derived by McHardy et al. (2006) and González-Martı́n
(2018), respectively. In both relationships, TB is the break
timescale in units of day, MBH,6 is the BH mass in units of
106 M� and Lbol,44 is the bolometric luminosity in units of
1044 erg s−1. We note that in our modeling we do not assume
a broken shape of the PSD. If these relationships hold also for
NGC 4395, then considering TB = ν−1

peak = (σ/2)−1, with σ =

1.9 mHz (considering mainly the intrinsic variability above
5 keV in Obs. 2+3; see Table 5), and a bolometric lumninos-
ity1 of 1.52× 1041 erg s−1, we infer MBH = 8.4× 104 M� and
9.2 × 104 M�, following eq. 2 and 3, respectively. González-
Martı́n (2018) showed also that obscuration events might af-
fect the TB − MBH relationship. Our mass estimate is in-
termediate compared to the previously reported estimates of
9.1+1.5
−1.6 × 103 M� (Woo et al. 2019) and (3.6 ± 1.1) × 105 M�

(Peterson et al. 2005). It is worth mentioning that this bolo-
metric luminosity would correspond to and Eddington ratio
Lbol/LEdd = 0.12 (0.003) for MBH = 104 (3.6 × 105) M�.

4. X-RAY SPECTRAL ANALYSIS

Following a complementary approach with respect to the
time-resolved analysis of NR11, here we consider the flux-
resolved spectra from all observations. For XMM-Newton,

1 Lira et al. (1999) estimated Lbol = 1.2 × 1041 erg s−1, for d =

5.2 Mpc and considering the SED below 2 keV. However, for d = 4.2 Mpc
(Karachentsev & Drozdovsky 1998). Adding the 2 − 100 keV luminosity
assuming the best-fit from the medium-flux NuSTAR spectrum (see Section
4.1) we get Lbol = 1.91 × 1041 erg s−1.

Table 2. Net count rate (in the 0.5−3 keV and 3−10 keV bands) and
net exposure time for each flux-resolved spectrum obtained from
the different observations. Count rates are in units of count s−1,
exposure times are in units of ks.

Low Mean High
Obs. 1
CR0.5−3 0.202 ± 0.003 0.435 ± 0.004 1.131 ± 0.007
CR3−10 0.199 ± 0.003 0.331 ± 0.003 0.55 ± 0.005
Net exposure 23.3 38.9 26.5
Osb. 2+3
CR0.5−3 0.076 ± 0.002 0.113 ± 0.002 0.199 ± 0.005
CR3−10 0.215 ± 0.003 0.384 ± 0.004 0.598 ± 0.009
Net exposure 24.8 25.2 8.7
NuSTAR/FPMA
CR3−10 − 0.126 ± 0.004 0.218 ± 0.004
Net exposure (ks) − 6.9 12
NuSTAR/FPMB
CR3−10 − 0.113 ± 0.004 0.224 ± 0.004
Net exposure − 6.9 12

we extract the spectra for three different flux levels, using the
EPIC-pn light curves: low, medium and high, with 2−10 keV
count rate below 0.4 count s−1, between 0.4 count s−1 and
0.7 count s−1, and above 0.7 count s−1, respectively (as shown
in Fig. 1). The XMM-Newton spectra from the different flux
levels and observations are grouped requiring a minimum
signal-to-noise ratio (S/N) of 4 per energy bin. We have
checked also the EPIC-MOS data. The data from Obs. 3
are heavily affected by background flares and cannot be used.
Moreover, matching the count rates between the various de-
tectors to define the flux states is not trivial, and adding the
MOS spectra would be of a little help in the low flux states
due to the poor data quality, and redundant for the high flux
flux levels. Hence, for simplicity, we decided to neglect the
MOS data. We also checked the RGS data. However, they
are dominated by noise, even when considering the time-
averaged spectra. For that reason we do not include them
in this analysis.

The NuSTAR light curves presented in Fig. 2 show an in-
crease in flux after ∼ 15 ks from the start of the observa-
tion. Thus, we extract spectra before and after the flux in-
crease at 15 ks, requiring a minimum S/N of 4 per energy
bin. The spectra extracted from FPMA and FPMB (extend-
ing up to 70 keV) are consistent with each other, for both
flux levels, so they are analyzed jointly (but not combined to-
gether). Table 2 shows the net count rate (in the 0.5 − 3 keV
and 3 − 10 keV bands) and the net exposure time for each
flux level in the different observations. The spectra from all
flux levels are shown in Fig. 5. It can be seen that the soft
X-rays (below ∼ 1 keV) vary by a factor of more than ∼ 6
in Obs. 1 (between the low- and high-flux levels) while they
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are consistent with each other for all flux levels in Obs. 2+3.
The spectra from all flux levels in Obs. 1, 2+3 are consistent
above ∼ 4 keV. As for the NuSTAR observation, the spectra
extracted from the first part of the observation are consis-
tent with the medium-flux spectra extracted from the XMM-
Newton observations, and the spectra from the second part
of the observation are consistent with the high-flux XMM-
Newton spectra.

Throughout this work, spectral fitting is performed using
XSPEC v12.10e (Arnaud 1996). The XMM-Newton spectra
are fitted in the 0.5−10 keV range, while the NuSTAR spectra
are fitted in the 3 − 70 keV range. We apply the χ2 statis-
tic using the “model” weighting. This weighting method
estimates errors on each bin based on the model-predicted
number of counts rather than the square root of the num-
ber of counts, which can introduce a bias in the fit to low
flux states at modest count rates. We list the uncertainties
on the parameters at the 90% confidence level (∆χ2 = 2.71),
unless stated otherwise. These uncertainties are calculated
from a Markov chain Monte Carlo (MCMC)2 analysis, start-
ing from the best-fitting model that we obtained. We used the
Goodman-Weare algorithm (Goodman & Weare 2010) with
a chain of 5 × 105 elements, discarding the first 30% of ele-
ments as part of the burn-in period.

4.1. Spectral fitting

Previous studies (e.g., Iwasawa et al. 2000; Dewangan
et al. 2008; Iwasawa et al. 2010, NR11) show that the X-
ray spectrum of NGC 4395 is composed of a primary power-
law (PL) continuum that is affected by complex neutral and
ionized absorption, in addition to a neutral reflection com-
ponent. Moreover, the Chandra and the HST [O III] images
of the source (see e.g., Gómez-Guijarro et al. 2017) show an
extended soft emission region. Hence, we fitted the spectra
using a PL model with a high energy cutoff, modified by neu-
tral and ionized partial covering absorbers. We also added
a neutral reflection component and an emission component
from a collisionally ionized diffuse gas representing the con-
tribution from the extended regions. The model is written in
XSPEC terminology as follows:

M1= phabs[1] ∗ (zpcfabs[2] ∗ zxipcf[3] ∗ zcutoffpl[4]

+pexmon[5] + apec[6]),

where phabs[1] accounts for Galactic absorption in the line
of sight (LOS) of the source (NH = 4.34 × 1020 cm−2;
HI4PI Collaboration et al. 2016) and zpcfabs[2], zxipcf[3]

2 We use the XSPEC EMCEE implementation of the PYTHON EMCEE pack-
age for X-ray spectral fitting in XSPEC by Jeremy Sanders (http://github.com/

jeremysanders/xspec emcee)

(Reeves et al. 2008) account for the neutral and ionized ab-
sorption, respectively, at the redshift of the source. Neutral
reflection is modeled using pexmon[5]3 (Nandra et al. 2007)
and diffuse emission is modeled using apec[6] (Smith et al.
2001).

We kept the photon index of cutoffpl as a free parame-
ter for Obs. 1 but tied among the three flux levels. For the
rest of the observations (Obs. 2+3 and NuSTAR), we kept
Γ tied to a single free value jointly determined by the flux-
selected spectra. We fixed the high-energy cutoff to 500 keV
and let the normalization be free for all the spectra. For the
pexmon model we linked the photon index and high-energy
cutoff to the corresponding cutoffpl parameters. We fixed
the abundance to the solar value and the inclination to 45◦.
The normalization of pexmon is free for Obs. 1 and Obs.
2+3 (tied between the three flux levels) 4. The temperature
and the normalization of the apec component are kept tied
for all observations and flux levels.

We let the column density of the neutral absorber (NH,N)
and the corresponding covering fractions be free for all of
the spectra. As for the NuSTAR spectra, due to the lack of a
simultaneous high-quality observation in the soft X-rays, it is
hard to identify and characterize all the possible absorption
components. Hence, we conservatively assume neutral ab-
sorption fully covering the source. Fitting the NuSTAR data
for ionized absorption resulted in unconstrained parameters
and a covering fraction consistent with zero. For that reason
we do not consider this component in the fit. The fit sug-
gested also a fully covering neutral absorber for Obs. 2+3
with a constant NH,N across all flux levels. Therefore we
fixed the neutral covering fraction to 1 and tied NH,N for all
flux levels. For Obs. 1, the fit suggests a variable cover-
ing fraction among the different flux levels. As for the ion-
ized absorber, we kept the column densities (NH,W1) and the
corresponding covering fractions free to vary between obser-
vations but tied for the different flux levels. However, we
left the ionization parameter5 (log ξW1) free to vary for all of
the spectra. The resulting fit is not statistically acceptable
(χ2/dof = 1775/1537) with residuals suggesting absorption-

3 The data do not require any ionized reflection. Hence, using a different
model for the reflection, such as Xillver (Garcı́a & Kallman 2010; Garcı́a
et al. 2013) which includes emission lines from more elements as compared
to pexmon, would not affect our results, as the contribution of these emission
lines to the soft spectrum would be negligible for neutral reflection.

4 We test the assumption of having a constant reflection component by
fitting the spectra for each observation separately in the 5.5 − 8 keV range
assuming a power law plus a Gaussian emission line. The pexmin normal-
ization of the NuSTAR observation is tied to the one of Obs. 2+3. We found
that the flux of the line is constant within each observation for all flux levels,
and consistent between each observation.

5 The ionization parameter is defined as ξ = Lion/nr2, where n is the
electron density of the gas and r is its distance from an ionizing source with
1 − 1000 Ry luminosity Lion.

http://github.com/jeremysanders/xspec_emcee
http://github.com/jeremysanders/xspec_emcee
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Figure 5. Low-, medium- and high-flux spectra (left, middle, and right panel) from Obs. 1 (black), Obs. 2+3 (red), and the NuSTAR observation
(FPMA and FPMB in blue and orange dots, respectively).

like features in the 0.6−1 keV range, as seen in the top panel
of Fig. 6.

Hence, we added another ionized absorption component,
at the redshift of the source, also modeled with zxipcf, to
account for a higher ionization level absorber compared to
the one already probed. The model becomes, in XSPEC ter-
minology,

M2 = phabs[1]∗

(zpcfabs[2] ∗ zxipcf[3] ∗ zxipcf[4] ∗ zcutoffpl[5]

+pexmon[6] + apec[7]).

For M2 we kept the column density (NH,W2), the ionization
parameter (log ξW2) and the covering fraction (CFW2) free
to vary between Obs. 1 and the other observations. We
kept NH,W2 and CFW2 tied for the different flux levels corre-
sponding to the same observations, and log ξW2 free to vary
between the flux levels. The covering fractions for Obs.
2+3 and the NuSTAR observation were consistent with zero,
so we do not consider the presence of this component for
these observations. The fit is still not statistically acceptable
(χ2/dof = 1684/1532) but it has improved by ∆χ2 = −91
for five more free parameters. The improvement in Obs. 1
can be clearly seen in the second row of Fig. 6. Some excess
emission in the ∼ 0.6 − 1.5 keV range is still seen in Obs.
2+3. This component could be accounted for by the tem-
perature gradient that is expected to be present in the diffuse
gas. For that reason, and for consistency with our previous
modeling, we added another apec component that is, con-
servatively, assumed to be constant for all observations. The
model becomes,

M3 = phabs[1]∗

(zpcfabs[2] ∗ zxipcf[3] ∗ zxipcf[4] ∗ zcutoffpl[5]

+pexmon[6] + apec[7] + apec[8]).

The fit is statistically acceptable (χ2/dof = 1568/1530, pnull =

0.24) with ∆χ2 = −116 for two more free parameters. The
residuals shown in the third row of Fig. 6 and the bottom
rows of Fig. 7 show a clear improvement in all observations
with no obvious residuals.

The best-fit model and all components are presented in
Fig. 7. We report in Tables 3 and 4 the best-fit parameters for
the absorption and emission components, respectively. The
best fits reveal a small change in the power law photon index
from 1.67+0.02

−0.04 in Obs. 1 to 1.60 ± 0.04 in the other obser-
vations. We note that letting the photon index vary among
the various flux levels resulted in consistent results. It is
also clear that max-to-min variability due to the change in
the power-law flux is ∼ 2.4 on average, while the rest of the
spectral variability, observed in the soft X-rays, is driven by
the absorption changes. In fact, in Obs. 1, the neutral and the
ionized absorbers are variable. The different flux states, dur-
ing this observation, require an NH,N = 34.4+11.1

−6.8 × 1022 cm−2

for the neutral absorber, with a covering fraction that varies
between 0.16 and 0.48. The mildly and the highly ionized
absorbesr are both almost fully covering the source (CFW1 =

0.92+0.04
−0.05, CFW2 = 0.91+0.05

−0.08). The column density of the
mildly ionized absorber is NH,W1 = 8.2+1.7

−1.1 × 1021 cm−2 with
an ionization level varying by more than an order of magni-
tude (log ξW1 = 0.14 − 1.28). The highly ionized absorber
with NH,W2 = 3.81+0.79

−0.43 × 1022 cm−2 shows a more moder-



Broadband X-ray variability in NGC 4395 9

-6
-4
-2
0
2
4
6

Obs. 1

-6
-4
-2
0
2
4
6

Re
sid

ua
l(

)

1 5
Energy (keV)

-6
-4
-2
0
2
4
6

M
1

Obs. 2+3

M
2

1 5
Energy (keV)

M
3

Figure 6. Residuals for the different models (M1 − M3, top to bot-
tom) obtained by adding various absorption/emission components
(see text for details), for each XMM-Newton observation. The black,
blue and red spectra in each panel correspond to the low-, medium-
and high-flux spectra, respectively. The NuSTAR residuals are not
shown because the added spectral components affect mainly the soft
energies (below ∼ 2 keV).

ate variability in the ionization level log ξW2 = 1.99 − 2.28)
throughout this observation.

However, the situation is different for Obs. 2+3. In these
observations, which span ∼ 2.5 days in total, the neutral ab-
sorber shows no variations, fully covering the source with
NH,N = 1.62+0.53

−0.28 × 1022 cm−2. The best-fit suggests vari-
able mildly-ionized absorption. The different flux states
require an absorber with NH,W1 = 7.83+0.97

−0.38 × 1022 cm−2,
log ξW1 ∼ 0.17 − 1.33 and a covering fraction of 0.95+0.01

−0.02.
As for the NuSTAR observation, we found a column density
of the neutral absorber of NH,N = 5.95+2.04

−0.91 × 1022 cm−2.
The thermal soft components (apec) are conservatively

assumed to be constant for all observations (see Section 6
for more details about possible degeneracies and caveats in
modeling the soft emission). The best-fit temperatures are
0.16 keV and 0.78 keV. The 0.5 − 2 keV and 3 − 10 keV
fluxes of each emission component are listed in Table 5. The
sum of the soft components (apec1,2) results in a flux of

Table 3. Best-fit absorption parameters. Units are as follows: col-
umn densities in 1022 cm−2, and ionization parameters in erg cm s−1.

Parameter Low Medium High
Obs. 1

NH,N 34.36+11.09
−6.83

CFN 0.48+0.04
−0.07 0.38+0.04

−0.05 0.16 ± 0.06
NH,W1 0.820.17

−0.11

log ξW1 0.14+0.19
−0.29 0.67+0.09

−0.05 1.28+0.09
−0.07

CFW1 0.92+0.04
−0.05

NH,W2 3.81+0.79
−0.43

log ξW2 1.99+0.06
−0.19 2.08+0.06

−0.09 2.28+0.06
−0.11

CFW2 0.91+0.05
−0.08

Obs. 2+3
NH,N 1.62+0.53

−0.28

CFN 1fixed

NH,W1 7.83+0.97
−0.38

log ξW1 0.17+0.21
−0.17 0.99+0.13

−0.35 1.33+0.18
−0.11

CFW1 0.95+0.01
−0.02

NuSTAR
NH,N 5.95+2.04

−0.91

CFN 1fixed

Table 4. Best-fit parameters of power law, thermal emission
(apec1,2), and reflection. The normalizations are in units of 10−3,
10−5, or 10−4 photon s−1 cm−2 keV−1, as indicated by subscripts.
Temperatures are in keV.

Parameter Low Medium High
kT1 0.16 ± 0.01
Normapec1,−5 5.46+1.29

−0.72

kT2 0.780.03
−0.06

Normapec2,−5 1.61+0.13
−0.19

Obs. 1
Γ 1.67+0.02

−0.04

NormPL,−3 1.120 .14
−0.12 1.78+0.17

−0.16 2.51+0.25
−0.21

Normpexmon,−4 8.28+0.69
−2.31

Obs. 2+3
Γ 1.6 ± 0.04
NormPL,−3 1.12+0.17

−0.04 1.85+0.29
−0.03 2.78+0.45

−0.09

Normpexmon,−4 6.61+2.37
−1.19

NuSTAR
NormPL,−3 − 1.38+0.25

−0.05 2.56+0.45
−0.10

Normpexmon,−4 6.61tied

∼ 5.6 × 10−14 erg s−1 cm−2 that is ∼ 1 − 2% of the intrinsic
power law flux in the 0.5−2 keV range. We also note that the
reflected flux is constant during all observations. The intrin-
sic unabsorbed power-law luminosity in the 3−10 keV range
varies between 9.1 × 1039 erg s−1 and 2.4 × 1040 erg s−1.
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Figure 7. Top panel: Spectra and best-fitting model (M3) for all observations. The black, blue and red spectra in each panel correspond to the
low-, medium- and high-flux spectra, respectively. The blue/cyan and the red/grey NuSTAR spectra correspond to the medium- and high-flux
FPMA/B spectra, respectively. The thin dotted lines represent the transmitted power-law component. The thick green ines represent the reflec-
tion component, the blue dashed-dotted lines and the orange dashed lines correspond to the soft diffuse thermal emission components.Bottom
panels: corresponding residuals for each flux level.

Table 5. Intrinsic (unabsorbed) fluxes in units of 10−12 erg s−1 cm−2

for all the emission components in the 0.5 − 2/3 − 10 keV ranges.

Low Medium High
Apec1 0.027/−
Apec2 0.029−

Obs. 1
Power law 2.59/3.82 4.07/6.01 5.79/8.56
Pexmon −/0.37

Obs. 2+3
Power law 2.65/4.47 4.41/7.45 6.66/11.26
Pexmon −/0.41

NuSTAR
Power law − −/5.59 −/10.03

5. DISCUSSION

We have analyzed multi-epoch XMM-Newton and NuSTAR
flux-resolved spectra of the low-luminosity highly-variable
Seyfert galaxy NGC 4395. Our modeling suggests that the
nuclear emission is obscured by three layers of absorption:

neutral, mildly ionized, and highly ionized. The extent of in-
trinsic variability (a factor of ∼ 2.5) is revealed by the hard
X-rays as probed by NuSTAR and cannot by itself account
for all the flux variation (a factor of more than 10) that is
observed in the soft X-rays (below 2 keV) during Obs. 1.
To quantitatively estimate the expected variability within the
context of our spectral modeling, we considered the best-fit
model (M3) to simulate two sets of light curves. First, we re-
moved all absorption components from M3, and created 2000
XMM-Newton light curves, with an exposure time of 1 ks
each, assuming the best-fit parameters corresponding to Obs.
1. We considered the change in PL normalization as being
the only source of variability. We assumed a log-normal dis-
tribution of the PL normalization that is consistent with the
distribution of the 2-10 keV count rates. The black dash-
dotted line in Fig. 3 corresponds to the estimated Fvar for this
scenario. Fvar is almost constant (〈Fvar ∼ 0.3〉) over the full
the 0.4−10 keV range, except for a clear dip in the 6−7 keV
range, characterized by the constant Fe line in the pexmon
model. We repeated the same experiment by considering
the best-fit M3 parameters from Obs. 2+3 and considering
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a constant neutral absorption with NH = 1.6 × 1022 cm−2.
The Fvar estimated for both XMM-Newton and NuSTAR is
shown in Fig. 3 (dashed black lines and green dotted lines,
respectively). The observed 0.4 − 1.5 keV band is domi-
nated by the constant components (apec1,2), which reduce
the observed variability in this range. Above 1.5 keV, Fvar

follows a similar behavior to the previous set of simulations
(with no absorption). Interestingly, a small decrease in the
Fvar is also seen in the ∼ 15 − 30 keV corresponding to the
Compton-hump of the pexmon component. The simulations
are in agreement with the measured Fvar below 1 keV in Obs.
2+3, and above 4 keV for all observations. However, an ex-
cess in Fvar can be seen in the 0.4−4 keV and 1−4 keV ranges
in Obs. 1 and Obs. 2+3, respectively. We attribute this addi-
tional variability in Obs. 1 to independent (random) changes
in the covering fraction of the neutral absorber and the ion-
ization level of the ionized absorbers. This is consistent with
the time-resolved spectral analysis (NR11) and PCA analysis
(Parker et al. 2015) of Obs. 1.

As NR11 mentioned, the eclipse-like events seen in Obs.
1 could be either due to a single, inhomogeneous cloud or
a system of different small clouds. The absorption variabil-
ity might act on longer timescales compared to the intrinsic
one, which will lead to a shift in the characteristic timescale
towards smaller values for higher energy ranges (as seen in
Fig. 4). As for Obs.2+3, the neutral absorber shows no vari-
ations and fully covers the source explaining the low vari-
ability level that is observed below 1 keV. We note that ad-
ditional variability seen in the 1-4 keV range is probably due
to changes in the ionization level of mildly ionized absorber.
The fact that the characteristic timescales are consistent at all
energies in the PSDs of Obs. 2+3 might indicate that either a)
the intrinsic flux change and the ionization level changes are
acting on similar timescales, or b) the effects of the change in
ionization level are small compared to the ones due to the in-
trinsic flux change and could not be identified by the current
data quality.

We stress that the flux-resolved analysis, presented in this
work, likely probes the full range of variability of the differ-
ent components. This is complementary to the time-resolved
analysis probing the succession of different states. This is
more relevant for Obs. 1 which shows a more complex be-
havior than Obs. 2+3, where the neutral absorber shows
no variability. Our results give the characteristic absorp-
tion/emission properties required by each flux state. In our
approach, the flux levels are defined from the 2 − 10 keV
band showing moderate variability, since it is less affected
by absorption compared to lower energies. Hence, any cor-
relation between flux state and the obscuration level is not
obvious a priori. For instance, the covering fractions of the
neutral low- and medium-flux states in Obs. 1 are consistent.
However, it could be possible that at high flux levels the gas

becomes more ionized, hence the impact of neutral absorp-
tion diminishes. Testing this hypothesis requires an accurate
identification of all ionization phases, tracking also the evo-
lution of NH and the covering fraction of each of them. This
will be possible with the next generation of X-ray observato-
ries. Any study of the absorber’s structure and its evolution
requires a time-resolved approach similar to NR11. We fi-
nally note that our results are qualitatively in agreement with
the findings of NR11. The variability due to absorption is
associated with the higher column density absorber (of the
order 1023 cm−2). The lower column density absorber (of the
order 1022 cm−2) is less variable, with the main difference
compared to NR11 being that the current analysis finds this
absorber to almost fully cover the source.

Interestingly, McHardy et al. (2016) found that the X-rays
lead the UVW1 and the g-band light curves by 473 s and
788 s, respectively, during Obs. 2+3. This indicates that
the UV/optical reprocessing region responding to the X-ray
variability on these timescales is located at a distance that
is closer to the BH than the BLR. This is consistent with
thermal reprocessing by a standard accretion disk (see e.g.,
Cackett et al. 2007; Kammoun et al. 2019). However, the
current data quality does not allow us to identify any ionized
reflection from the accretion disk in the X-ray spectra.

6. THE SOFT X-RAY EMISSION

We acknowledge that our modeling of the soft X-rays is
limited by the low spectral resolution at low energies. We
model the soft X-ray spectra by including two apec com-
ponents. We associate the apec1 component to the extended
soft emission regions seen in the Chandra and the HST [O III]
images (see e.g., Gómez-Guijarro et al. 2017). However, the
nature of the apec2 component is uncertain. This compo-
nent could be the emission counterpart of the mildly-ionized
absorber or simply accounts for the gradient of temperature
in the diffuse gas. But its presence could be compensating
for some inadequacy of the employed absorption (and emis-
sion) models (e.g., the residuals at ∼ 0.75 keV in the high
flux spectrum of Obs. 1). We also tested the possibility
that the soft X-ray emission is due to a smooth soft com-
ponent (modeled with a blackbody), which could be associ-
ated with the intrinsic disk emission given the low BH mass,
in addition to a thermal diffuse emission (modeled with an
apec component). This results in a statistically worse fit with
χ2/dof = 1594/1530 (∆χ2 = +26 for the same dof). In fact,
as the intrinsic X-ray emission is obscured, it would be nat-
ural that parts of the accretion disk (mainly the innermost
region contributing most to the soft X-ray emission) are also
obscured. However, it is impossible to identify which parts
of the disk are obscured and their covering fractions, know-
ing that the obscuring material has a complex and inhomoge-
neous structure. Overcoming the uncertainties in modeling
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Figure 8. Best-fit ionization parameter (in units of erg cm s−1) as
function of the power law flux in the 3 − 10 keV band (in units of
erg s−1 cm−2), for all observations. The solid and dashed lines are
the best-fit linear relation for Obs. 1 and Obs. 2+3, respectively.
The error bars and the shaded regions correspond to the 1σ confi-
dence level on the fitted ionization level and the linear relationship,
respectively.

the soft X-ray spectrum of this source requires higher spec-
tral resolution, as will be provided by the next generation of
X-ray missions. These missions would help accurately iden-
tify any thermal emission and/or absorption structures (see
Section 6.3).

6.1. The variable ionized absorption

Our results show that the ionized absorbers (both mildly
and highly ionized) vary as a function of flux. We assume in
our analysis that the variability is just in the ionization level
of these components. We test the validity of this hypothe-
sis by tying different pairs in the column density, ionization
level, and covering fraction space, letting the third parameter
free to vary. We found that letting the column density or the
covering fraction free to vary results in statistically unaccept-
able fits with χ2 = 1599 and 1651 for 1530 dof, respectively,
compared to χ2 = 1568 for a free ionization level with the
same dof. Figure 8 shows the ionization level of the mildly
(Obs. 1 and 2+3) and highly (Obs. 1 only) ionized absorbers
as a function of the intrinsic power-law flux. This figure
shows a clear positive correlation between the two quanti-
ties, for the two absorbers. This may indicate that the ionized
absorbers are responding to the flux changes on timescales
that are comparable to the intrinsic variability timescale of
the power law emission. We fit the log ξ versus log F points
for Obs. 1 and Obs. 2+3 together for the mildly ionized ab-
sorber (dashed line) and the highly ionized absorber (dotted

line) assuming a linear correlation. The slopes of the corre-
lations are 3.2 ± 0.3 and 0.9 ± 0.2 for the mildly and highly
ionized absorbers, respectively. The slope of the highly ion-
ized absorber is consistent with unity, as expected from the
definition of the ionization parameter for a constant density
and location. However, for the mildly ionized absorber, the
slope of the correlation is larger than unity, which may in-
dicate some change in the location and/or the density of the
absorbing material. However, neither the size (hence the den-
sity derived from NH) nor the location of the gas could be
well determined using the current data quality. We note that a
similar relation between the ionization level and the intrinsic
flux has been seen in other objects, for instance NGC 4151
(Schurch & Warwick 2002; Zoghbi et al. 2019).

6.2. The BLR size

The best-fit model suggests that the neutral reflection is
constant among all observations. Thus, we can use this com-
ponent as a tracer of the innermost extent of the cold obscur-
ing material, assuming that it is responsible for the observed
reprocessed emission. We added an rdblur relativistic blur-
ring function to modify the pexmon component. This model
assumes a Schwarzschild black hole, and a power-law emis-
sivity profile (ε ∝ r−q). We fixed the emissivity index at q = 3
and the outermost radius of the material at 106 rg (where rg =

GMBH/c2 is the gravitational radius), considering a fixed in-
clination of 45◦. We obtained a lower limit on the innermost
radius Rin & 4600 rg. This corresponds to 6.9 × 1012 cm or
2.5 × 1014 cm for MBH = 104 M� or MBH = 3.5 × 105 M�,
respectively. The fit is driven mainly by the narrow Fe line,
disfavoring a broader line profile hence smaller value of Rin.
Using the ionization parameter definition (ξ = L/nr2), we
can get a rough estimate of the distance of the neutral mate-
rial. Assuming an ionizing luminosity of ∼ 1041 erg s−1 and
a density of 109−11 cm−3, we obtain r ≥ 1015−16 cm. This es-
timate is broadly consistent with the value obtained by blur-
ring the reflection component, and with the typical size of
the BLR (RBLR). In fact, Peterson et al. (2005) and Woo et al.
(2019) determined a time lag of ∼ 1 hr and ∼ 1.4 hr for the
C IV λ1549 and Hα emission lines, respectively, which gives
RBLR ∼ 1014 cm. This corresponds to 6.7× 104 (1.9× 103) rg

for MBH = 104 (3.6 × 105) M�.
The difference in the behavior of the neutral absorber be-

tween Obs.1 (short timescale variability) and Obs. 2+3 (con-
stant over longer timescales) might indicate an inhomoge-
neous and layered BLR. A simple calculation can be done in
order to have an estimate of the size of the obscuring neutral
clouds. The variability timescale associated with the change
in obscuration can be approximated as δt ' DC/v, where DC

is the characteristic size of the obscuring material, and v is the
transverse velocity of the medium. Obs. 1 shows clear varia-
tions in the neutral obscuring material. NR11 argue that, dur-
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Table 6. The distance of the BLR and the sizes of the obscuring
clouds assuming different masses and line velocity dispersions.

MBH 104 M� 3.6 × 105 M�

RBLR 1014 cm 6.7 × 104 rg 1.9 × 103 rg

Obs. 1 (δt = 10 ks)

DC σ = 500 km s−1 5 × 1011 cm 333 rg 9.26 rg

σ = 1500 km s−1 1.5 × 1012 cm 1000 rg 28 rg

Obs. 2+3 (δt > 220 ks)

DC σ = 500 km s−1 1.1 × 1013 cm 7.3 × 103 rg 200 rg

σ = 1500 km s−1 3.3 × 1013 cm 2.2 × 104 rg 611 rg

ing this observation, the source exhibited eclipse-like events
on timescales of ∼ 10 ks. This is also confirmed by our analy-
sis that shows variations in the covering fraction between the
low-/medium-flux (0.48/0.38) states and the high-flux state
(0.16). However, the neutral absorber remains constant and
fully covering the source during Obs. 2+3. This can give us
only a lower limit on the size of the obscuring material during
these observations. The exact location and velocity of the ob-
scuring material is unknown. Peterson et al. (2005) reported
a velocity dispersion σ ∼ 1500 km s−1 for C IV, while Woo
et al. (2019) reported a value of σ ∼ 426 km s−1 for the Hα
line. Given this, and the uncertainty on the mass measure-
ment, we estimate the cloud size assuming v = 500 km s−1

and 1500 km s−1, and the two mass measurements reported in
the literature, as shown in Table 6. The values are reported in
cm and in rg. We assume a variability timescale of 10 ks for
Obs. 1, while for Obs. 2+3 we can only estimate a lower
limit on the size of the cloud, assuming δt > 220 ks. It
is more likely that the absorber in Obs.1 is smaller, faster
and closer to the source compared to the absorber in Obs.
2+3. In these observations, the obscuration is most likely
due to a slower and bigger single cloud, located at a larger
distance. Assuming that the cloud density is nH ∼ NH/DC

we get densities of ∼ 2 × 1011 cm−3 for Obs. 1 (assuming
σ = 1500 km s−1) and ∼ 109 cm−3 for Obs. 2+3 (assum-
ing σ = 500 km s−1), given the best-fit NH,N values listed in
Table 3.

It is possible that the neutral absorption in principle could
be related some outflowing material from the disk which
could also extend to the BLR, as seen in NGC 5548 for ex-
ample (Kaastra et al. 2014). In that case, it might be possi-
ble that the ionization state of the absorption in this source
shows a radial dependence. Testing this would require high-
resolution UV and X-ray spectra that would allow to measure
the ionization state of this material and energy shifts due to
its motion. This would be possible with the next generation
of X-ray observatories. The layered geometry, proposed in
this work, is consistent with the general notion of a clumpy
BLR and torus, as seen in several sources (Risaliti et al. 2005;

Bianchi et al. 2012; Miniutti et al. 2014). The rapid changes
seen in the neutral absorption during Obs. 1 are consistent
with originating from the BLR. The lack of variability in the
neutral absorption during Obs. 2+3 allows us to infer lower
limits only. Hence, it is possible that the neutral material ob-
scuring the source in these observations is located in the outer
extent of the BLR or even in the torus (see e.g., Miniutti et al.
2014).

6.3. Future missions

Given the potential layering in the BLR inferred from our
current analysis, future X-ray missions would help determine
the low/moderate ionization state of the absorbers which will
allow us to better locate the different structures along the line
of sight, hence determining their orbital velocities and sizes.
The high spectral resolution and sensitivity of future X-ray
missions will allow us to identify many absorption and emis-
sion spectral features. This would be crucial to understand-
ing the nature of the soft X-ray features: whether they are
caused by a complex diffuse thermal emission or a smooth
absorbed blackbody. Furthermore, future missions would en-
able a better understanding of the nature and the dynamics
of the obscuring material and some better insights on out-
flows and AGN feedback. It would also be possible to iden-
tify the different ionization phases of the BLR gas and study
the evolution of their absorbing columns and covering frac-
tions. The bottom panel of Fig. 9 shows simulated 200-ks
XRISM/Resolve6 (Tashiro et al. 2018) spectrum based on the
high-flux Obs. 1 best-fit model. The low-flux level of this
source, based on our fits, would be comparable to the back-
ground level of the instrument. We stress that the simulated
XRISM high-flux spectrum does not correspond to a 200-ks
observation, but instead it is observing the source in its high-
est flux state for that exposure, which will require a long
monitoring. Instead, XRISM will allow us to study the Fe line
profile even when the source is in its lowest flux state. This
would allow us to determine the geometry and the location of
the reprocessing material. In addition, it would help identify
any disk reflection component and its possible eclipse.

Eclipsing events could be also studied by the ‘enhanced
X-ray Timing and Polarimetry’ mission (eXTP, Zhang et al.
2019). Thanks to the relatively large effective area of the
Spectroscopic Focusing Array (SFA) we will be able to ob-
tain spectra on timescales as short as 1 ks as shown in Fig. 10,
though with low energy resolution, that would be appropri-
ate for the fast variability and the characteristic timescales for
this source (see Section 3.2). For an eclipse timescale in the
order of ∼ 10 ks we will be able to probe the full evolution
of the covering fraction. We also note that a crossing time

6 https://heasarc.gsfc.nasa.gov/docs/xrism/proposals/

https://heasarc.gsfc.nasa.gov/docs/xrism/proposals/
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Figure 9. Top: Simulated 10 ks Athena/X-IFU spectra of NGC 4395 assuming the high-flux Obs. 1 (upper row) and low-flux Obs. 2 (bottom
row) best-fit models (solid lines). The spectra are binned using the ‘optimal’ binning scheme (Kaastra & Bleeker 2016). Bottom: Simulated 200
ks XRISM/Resolve spectra of NGC 4395 assuming the high-flux Obs. 1 best-fit model (red solid line). The RMF files are linearly compressed
reducing the number of channels by a factor of 2. No grouping is applied to the spectra. The low-flux Obs. 2+3 state is dominated by the
background, so we did not include it in the simulations. The left and right panels show the spectra below 3 keV and in the Fe Kα band,
respectively.

δt = 1 ks would correspond to a distance of ∼ 2 × 104 rg or
560 rg for MBH = 104 M� or 3.6 × 105 M�, respectively.

Athena/X-IFU (Barret et al. 2018) would allow us to com-
bine the time and energy resolution. The top panel of Fig. 9
shows simulated 10-ks Athena/X-IFU spectra7 based on the
high-flux Obs. 1 and low-flux Obs. 2 best fits. X-IFU
will allow us to study the variability in absorption on short
timescales with a high accuracy (see Barret & Cappi 2019,
for more details about the ability of X-IFU to study absorp-
tion features in AGN). In addition, this will allow us to re-
veal any possible variability in the reflection spectrum, or
broadening of the Fe Kα feature which would help iden-
tify the location and the nature of the reprocessing material.
High-resolution spectra would help in tracking any eclipsing
events in NGC 4395, allowing us to probe the innermost re-

7 http://x-ifu.irap.omp.eu/resources-for-users-and-x-ifu-consortium-members/

gion close to the BH (see Kammoun et al. 2018, for more
details).

7. CONCLUSION

We have presented a detailed flux-resolved analysis of
the X-ray spectra of NGC 4395 using multi-epoch non-
simultaneous XMM-Newton and NuSTAR observations. Our
results suggest that the source is affected by a complex struc-
ture of absorbing material. It consists of three layers with
different ionization levels: neutral, mildly ionized, and highly
ionized. The neutral material shows variations in its cover-
ing fraction during Obs. 1, which, in addition to the intrinsic
variability, explains the high observed variability (a factor of
∼ 6) in the soft X-rays. However, this layer remains con-
stant during Obs. 2+3 where the variability is mainly in-
trinsic. The intrinsic variability could be also detected in the
hard X-rays with NuSTAR. The ionization level of both midly
and highly ionized absorbers increase with the intrinsic flux,

http://x-ifu.irap.omp.eu/resources-for-users-and-x-ifu-consortium-members/
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Figure 10. Same as Fig. 9 but for the eXTP/SFA, with an exposure
time of 1 ks for each spectrum. The spectra are binned using the
‘optimal’ binning scheme.

which indicates a response of the flux changes on timescales
comparable to the intrinsic timescale. Our spectral modeling
is also supported by the dependence of the PSD and Fvar on

energy. Future missions would allow us to study in detail the
absorption/emission features in addition to the evolution of
any absorption changes on their typical timescales.
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