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CHAPTER 1

Introduction

The unit residue group, to which the present thesis is devoted, is defined
using the norm-residue symbol, which Hilbert introduced into algebraic number
theory in 1897. This symbol is a bimultiplicative map whose values are roots
of unity. If we just work with the field of rational numbers, as we shall do for
now, those roots of unity are only 1 and −1.

One of the most famous theorems in elementary number theory is the
quadratic reciprocity law, proved by Gauss in 1801, which expresses an un-
expected symmetry property of the Legendre symbol. The norm-residue sym-
bol enables us to reformulate the quadratic reciprocity law, together with its
two supplementary laws, in terms of bilinear forms on vector spaces over the
field of two elements. This reformulation is not only concise and elegant, but
it also places the quadratic reciprocity law in the context of linear algebra.
In addition, it points the way to higher reciprocity laws in algebraic number
fields.

In Sections 1.1 to 1.6, everything we just mentioned, including the unit
residue group, will be explained for the field of rational numbers. Section 1.7
is an overview of the content of the thesis and in Sections 1.8 to 1.17 we outline
the main results of each chapter.
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Chapter 1. Introduction

1.1 Quadratic reciprocity

Gauss called the quadratic reciprocity law both “Theorema aureum” (golden
theorem) and “Theorema fundamentale”. In his Disquisitiones Arithmeticae
[21, article 131] he explained the latter name as follows: “Quia omnia fere, quae
de residuis quadraticis dici possunt, huic theoremati innituntur, denominatio
theorematis fundamentalis, qua in sequentibus utemur, haud absona erit.”1

More than one hundred people published proofs of this law since Gauss proved
it in 1801. The formulation chosen here uses the Legendre symbol, which was
introduced by Legendre in 1798 in his Théorie des nombres [36].

Definition 1.1 (Legendre symbol). Let p be an odd prime number. For every

integer a, the Legendre symbol

(
a

p

)
is defined by

(
a

p

)
=


−1 if the equation x2 ≡ a mod p has no solution in Z/pZ,

1 if the equation x2 ≡ a mod p has a nonzero solution in Z/pZ,

0 if p divides a.

Theorem 1.2 (Quadratic reciprocity law (Gauss 1801)). Let p and q be two
distinct odd prime numbers. Then one has(

p

q

)(
q

p

)
= (−1)

p−1
2

q−1
2 .

In other words, the symbols
(
p
q

)
and

(
q
p

)
are equal unless p and q are both

congruent to 3 modulo 4, in which case they are different. At first glance,
one may not expect any connection between the two symbols, because one is
defined by a congruence modulo q and the other one by a congruence modulo p,
and p and q are coprime. Many number theorists view the quadratic reciprocity
law as a miracle that is not explained away by any of its many proofs.

The behaviour of −1 and 2 modulo an odd prime number is governed by
two other laws, called first supplement to the quadratic reciprocity law and
second supplement to the quadratic reciprocity law, respectively.

Theorem 1.3 (First supplement to the quadratic reciprocity law). Let p be
an odd prime number. Then one has(

−1

p

)
= (−1)

p−1
2 .

1“Since almost everything that can be said about quadratic residues depends on this theo-
rem, the term fundamental theorem which we will use from now on should be acceptable.”
Translation into English by Clarke [20].
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1.2. The Jacobi symbol

Theorem 1.4 (Second supplement to the quadratic reciprocity law). Let p be
an odd prime number. Then one has(

2

p

)
= (−1)

p2−1
8 .

In other words, the symbol
(
−1
p

)
equals 1 if and only if p ≡ 1 mod 4, and the

symbol
(

2
p

)
equals 1 if and only if p ≡ ±1 mod 8.

Some traces of these laws, in particular of the first supplement, can be found
in Fermat’s theorems about expressing a prime by a quadratic form around the
mid 1600’s [37, pp. 2–3]. During the 18th century Euler studied Fermat’s work.
He made conjectures equivalent to the quadratic reciprocity law in 1744 [37,
p. 4] and proved that for each prime p congruent to 1 modulo 8 the equation
x2 ≡ 2 mod p has a solution in Z/pZ [27, p. 70]. In 1785 Legendre discovered
the laws independently of Euler and gave an incomplete proof [35]. The first
full proof was given by Gauss in the Disquisitiones Arithmeticae [21] in 1801.

For more details about the history of the quadratic reciprocity law we refer
to the books by Lemmermeyer [37] and Weil [77].

1.2 The Jacobi symbol

A result closely related to the quadratic reciprocity law is Euler’s criterion.

Theorem 1.5 (Euler’s criterion (Euler 1748)). Let p be an odd prime. Then
for every integer a one has (

a

p

)
≡ a

p−1
2 mod p.

From Euler’s criterion it follows immediately that the Legendre symbol is a
completely multiplicative function of its top argument, that is for all a, b ∈ Z
one has (

ab

p

)
=

(
a

p

)(
b

p

)
.

Formulated in group theory language, the Legendre symbol induces a group
homomorphism

(Z/pZ)∗ → {±1}

with kernel the subgroup (Z/pZ)∗
2

of squares.
When computing Legendre symbols, the quadratic reciprocity law makes it

possible to turn symbols upside down. Hence, it is natural to extend the symbol
to a function in two arguments. In 1837 Jacobi introduced a generalization of
the Legendre symbol.

3



Chapter 1. Introduction

Definition 1.6 (Jacobi symbol). Let a be an integer and let n be an odd

integer. When n is positive, the Jacobi symbol
(a
n

)
is defined by

(a
n

)
=
∏
i

(
a

pi

)ei
,

where n =
∏
i p
ei
i is the prime factorization of n. When n is negative, it is

defined by (a
n

)
=


−
(
a

−n

)
if a < 0,(

a

−n

)
if a ≥ 0.

Not everybody agrees on our definition of the Jacobi symbol: it is often defined
only for odd positive integers n and is sometimes defined for odd negative

integers n by
(
a
n

)
=
(
a
|n|

)
. Our choice makes it a restriction of the Kronecker

symbol and is motivated by Theorem 1.7. The supplements to the quadratic
reciprocity law generalize to the Jacobi symbol without amendment.

The Jacobi symbol equals the Legendre symbol when the denominator is
a prime number and provides an efficient algorithm to calculate all Legendre
symbols without performing factorization along the way. The quadratic reci-
procity law for the Jacobi symbol is slightly different from the one for the
Legendre symbol, because it also needs to take into account the sign of the
arguments of the symbol.

Theorem 1.7 (Quadratic reciprocity law and its supplements for the Jacobi
symbol). Let a and b be two odd coprime integers. Then one has(

−1

b

)
= (−1)

b−1
2 ,

(
2

b

)
= (−1)

b2−1
8 ,

(a
b

)( b
a

)
= 〈a, b〉−1 · 〈a, b〉2,

where

〈a, b〉−1 =

{
−1 if both a and b are negative

1 if at least one of a and b is positive

and

〈a, b〉2 =

{
−1 if both a and b are congruent to 3 modulo 4,

1 if at least one of a and b is congruent to 1 modulo 4.

The Jacobi symbol is a bimultiplicative function of its two arguments, that
is it is a completely multiplicative function of each of its arguments when
the other one is fixed. The quadratic reciprocity law implies that it is not

4



1.3. Orthogonal primes

symmetric. If we restrict the domain of the Jacobi symbol by requiring that a
and n are coprime in Definition 1.6, then it takes values in the multiplicative
group {±1}, which is isomorphic to the additive group Z/2Z. Moreover, it
is well-defined modulo squares. Since the quotient group Q∗/Q∗2 is a vector
space over Z/2Z with the addition modulo 2 defined as multiplication modulo
squares, the Jacobi symbol is reminiscent of bilinear forms on vector spaces
over the finite field of two elements.

1.3 Orthogonal primes

In this section we turn the quadratic reciprocity law and its supplements into
linear algebra using the bilinear map called the norm-residue symbol. We
rephrase the statements of the laws in terms of bilinear forms on vector spaces
over the finite field of two elements. This formulation has the advantages of
compactness, symmetry, and generality. It combines three messy identities into
one beautiful mathematical structure. The role of the prime 2 is less excep-
tional than before and there are no coprimality constraints on the arguments of
the norm-residue symbol. Moreover, since the norm-residue symbol is defined
on every local field, and all completions of number fields are local fields, this
way of expressing the quadratic reciprocity law can be extended to any number
field. In order to make the section more broadly accessible, we postpone some
technical details and proofs to later sections.

We start by defining some vector spaces. Instead of taking the multiplicative
group of the field of rational numbers modulo squares, we mod out Q∗ by
each of the subgroups consisting of the elements that are locally squares, as
explained in Remark 1.13 . We get finite groups of exponent 2. The vector space
structure may cause confusion: the vector addition is the usual multiplication
and the scalar multiplication is the exponentiation.

Notation 1.8. Let T be the set of integers consisting of −1 and all the primes.
For each r in T we define the group Jr by

Jr =


Q∗/Q>0 if r = −1,

Q∗/(Q∗2 · 〈1 + 8Z〉) if r = 2,

Q∗/(Q∗2 · 〈1 + rZ〉) if r > 2.

The group J−1 is canonically isomorphic to the multiplicative group {±1}.
Using this isomorphism, the natural group homomorphism Q∗ → J−1 is given
by the sign function.

In Section 1.4 for each r in T we show that the group Jr is a vector space

5



Chapter 1. Introduction

over the finite field F2 of 2 elements of dimension

dimF2
Jr =


1 if r = −1,

3 if r = 2,

2 if r > 2.

In addition, we shall define the norm-residue symbol at r

〈·, ·〉r : Jr × Jr → {±1},

which is a nondegenerate symmetric bilinear map by Remark 1.15. In the case
r > 2, this symbol does not carry much more information than the Legendre
symbol

( ·
r

)
.

Let S be a finite subset of T containing −1 and 2. Let JS be the group∏
r∈S Jr. Note that we have dimF2

JS = 2 · |S|. By taking the product compo-
nentwise we get the nondegenerate symmetric bilinear map

〈·, ·〉S : JS × JS → {±1},

(x, y) 7→
∏
r∈S
〈xr, yr〉r,

where x = (xr)r∈S and y = (yr)r∈S . We call this bilinear map the norm-residue
symbol at S.

We rephrase the quadratic reciprocity laws in terms of orthogonality with
respect to the norm-residue symbol. See Remark 1.16 for more details.

Theorem 1.9. Let T be the set of integers consisting of −1 and all the primes.
Let p and q be two elements in T and let S be a finite subset of T containing
−1, 2, p, and q. Then p and q are orthogonal with respect to the norm-residue
symbol at S.

Proof. This follows from Lemma 1.17.

Let 〈S〉 be the subgroup of Q∗ generated by the elements of S. It has dimension
|S| over F2. By Lemma 1.19 the natural group homomorphism Q∗ → JS
restricts to a group homomorphism 〈S〉 → JS with kernel 〈S〉2. Hence, the
induced group homomorphism 〈S〉/〈S〉2 → JS is injective. We will denote the
group generated by the image of S in JS by 〈S〉.

Using the common notation for the orthogonal complement of a vector space
with respect to an inner product, we denote the annihilator in JS of 〈S〉 with
respect to the norm-residue symbol at S by 〈S〉⊥. Note that Theorem 1.9
implies the inclusion 〈S〉 ⊆ 〈S〉⊥. Theorem 1.10 states that this inclusion is
actually an equality.

6



1.4. The norm-residue symbol

Theorem 1.10. Let the notation be as in Notation 1.8 and let S be a finite
subset of T containing −1 and 2. Then the group generated by the image of S
in JS is its own annihilator with respect to the norm-residue symbol at S.

Proof. Note that we have

dimF2
JS = 2 · |S| = 2 dimF2

〈S〉.

Since the norm-residue symbol at S is nondegenerate, it follows that the an-
nihilator 〈S〉⊥ of 〈S〉 with respect to the norm-residue symbol at S has also
dimension |S| over F2. Theorem 1.9 implies that 〈S〉⊥ contains 〈S〉. Since both
〈S〉 and its annihilator have dimension |S| over F2, the equality 〈S〉 = 〈S〉⊥
follows.

Remark 1.11. The equality 〈S〉 = 〈S〉⊥ stated in Theorem 1.10 implies that
the group homomorphism

JS → Hom(〈S〉, {±1}),
x 7→ (r 7→ 〈x, r〉S),

induces a group isomorphism JS/〈S〉
∼−→ Hom(〈S〉, {±1}) and the norm-residue

symbol at S induces a nondegenerate bilinear map JS/〈S〉 × 〈S〉 → {±1}.

Remark 1.12. The group JS/〈S〉 can be viewed as a Galois group. Let KS

be the number field Q(
√
r : r ∈ S) and let GS be the Galois group Gal(KS/Q).

We have the well-known Kummer pairing

GS × 〈S〉/〈S〉2 → {±1},

(σ, r) 7→ σ(
√
r)√
r
.

It is a nondegenerate bilinear map and therefore we have a group isomorphism
GS

∼−→ Hom(〈S〉/〈S〉2, {±1}). See Theorem 3.47 for a more general statement
in abelian Kummer theory. Since the groups JS/〈S〉 and GS are isomorphic
to Hom(〈S〉, {±1}) and Hom(〈S〉/〈S〉2, {±1}), respectively, we obtain a group
isomorphism JS/〈S〉

∼−→ GS . This is a group isomorphism we also get from
class field theory.

1.4 The norm-residue symbol

The natural definition of the norm-residue symbol uses class field theory. In
the present section we give a more concrete and accordingly more artificial
definition.

7



Chapter 1. Introduction

Let r be a prime. Every nonzero rational number x can be written in the
form rn ab , where n, a, and b are integers with ab 6≡ 0 mod r. The integer n is
unique, is called the valuation of x at r, and is denoted by vr(x).

For any odd prime r the map

Q∗ → (Z/2Z)⊕ ((Z/rZ)∗/(Z/rZ)∗
2
),

x = rn
a

b
7→ (vr(x) mod 2, ab mod r),

where n is the valuation of x at r and a and b are integers that are not divisible
by r, is a surjective group homomorphism with kernel Q∗2 ·〈1+rZ〉. This proves
that the group Jr is generated by the images of r and any integer that is not
a square modulo r.

For r = 2 the map

Q∗ → Z/2Z⊕ (Z/8Z)∗,

x = 2n
a

b
7→ (v2(x) mod 2, ab mod 8),

where n is the valuation of x at 2 and a and b are odd integers, is well-defined.
It is a surjective group homomorphism with kernel Q∗2 · 〈1 + 8Z〉. So J2 is
isomorphic to the group on the right-hand side, which is generated by the
images of 2, −1, and 5. Therefore, we can write J2 as 〈2〉 × 〈−1〉 × 〈5〉.

It follows from the definition that for each r ∈ T the group Jr has exponent
2 and we have just shown that it is a vector space over the finite field F2 of 2
elements of dimension

dimF2
Jr =


1 if r = −1,

3 if r = 2,

2 if r > 2.

Remark 1.13 explains the origin of these groups to the reader who knows about
completions of Q.

Remark 1.13. The set T can be thought of as the set of places [Defini-
tion 4.10] of Q. For each r ∈ T the group Jr is Q∗ modulo the subgroup of
the elements that are locally squares at the place corresponding to r. The
group J−1 is isomorphic to R∗/R∗2 and for each positive r ∈ T the group Jr
is isomorphic to Q∗r/Q∗r

2, where Qr is the field of r-adic rationals.

In 1897 Hilbert introduced his symbol, which we present in our setting. For
each r in T we define the norm-residue symbol at r, which is a bilinear map

〈·, ·〉r : Jr × Jr → {±1}.

8



1.4. The norm-residue symbol

We proceed in the following way: we define a bilinear map

〈·, ·〉r : Q∗ ×Q∗ → {±1}

and the norm-residue symbol at r is the map induced by the natural group
homomorphism Q∗ → Jr. We distinguish three cases: r > 2 and the two special
cases r = −1 and r = 2. The first one has a clear connection to the Legendre
symbol, while the other two appear in the quadratic reciprocity law for the
Jacobi symbol and take into account the sign and the congruence modulo 4 of
the arguments of the symbol.

Case r > 2. For each (x, y) ∈ Q∗ ×Q∗ we set

〈x, y〉r ≡
(

(−1)vr(x) vr(y)x
vr(y)

yvr(x)

) r−1
2

mod r.

This formula may look quite involved, but it defines the same map, linear in

each argument and with values in {±1}, as the following: 〈r, r〉r = (−1)
r−1

2

and for each integer a that is not a square modulo r one has 〈a, a〉r = 1 and
〈a, r〉r = 〈r, a〉r = −1. The formula is also similar to the congruence in Euler’s
criterion. In fact, using the Legendre symbol, for any integer b that is not
multiple of r we get

〈b, r〉r = 〈r, b〉r =

(
b

r

)
.

Moreover, for all integers c and d that are not multiple of r we have 〈c, d〉r = 1.
Case r = −1. For each (x, y) ∈ Q∗ ×Q∗ we set

〈x, y〉−1 =

{
−1 if both x and y are negative,

1 if at least one of x and y is positive.

Case r = 2. For each (x, y) ∈ Q∗ ×Q∗ we set

〈x, y〉2 = (−1)
a1b1−1

2 · a2b2−1
2 +v2(x)· (a2b2)2−1

8 +v2(y)· (a1b1)2−1
8

where x = 2v2(x) a1

b1
and y = 2v2(y) a2

b2
with a1, b1, a2 and b2 odd integers.

Writing J2 as 〈2〉 × 〈−1〉 × 〈5〉, an explicit description of the norm-residue
symbol at 2 is given by the following table.

〈·, ·〉2 2 −1 5
2 1 1 −1
−1 1 −1 1
5 −1 1 1

9



Chapter 1. Introduction

The table is equivalent to the following formula: for all integers a−1, a2, a5,
b−1, b2, and b5 one has

〈(−1)a−1 · 2a2 · 5a5 , (−1)b−1 · 2b2 · 5b5〉2 = (−1)a−1b−1+a2b5+a5b2 .

The definition of the norm-residue symbol is convoluted, in particular for r = 2,
but Remark 1.14 shows that the symbol also has an interpretation in terms of
the existence of a nonzero solution of a certain equation.

Remark 1.14. Let r ∈ T and let F be the corresponding local field in Re-
mark 1.13. Then one has

〈a, b〉r =

{
−1 if z2 = ax2 + by2 has no nonzero solution (x, y, z) ∈ F 3,

1 if z2 = ax2 + by2 has a nonzero solution (x, y, z) ∈ F 3.

Remark 1.15. It follows from the definition that for each r ∈ T the norm-
residue symbol at r

〈·, ·〉r : Jr × Jr → {±1}
is a nondegenerate symmetric bilinear map.

1.5 Orthogonality

We explain why we say that Theorem 1.9 rephrases the quadratic reciprocity
law in terms of orthogonality.

Remark 1.16. Theorem 1.9 states that if p and q are two elements in S, then
they are orthogonal with respect to the norm-residue symbol at S. Firstly,
suppose that p and q are two distinct odd primes in S. Since for each odd
prime r different from p and q we have 〈p, q〉r = 1, we get the equality

〈p, q〉S = 〈p, q〉−1〈p, q〉2〈p, q〉p〈p, q〉q,

which can be written, using the Legendre symbol, as

〈p, q〉S = (−1)
p−1

2
q−1

2

(
p

q

)(
q

p

)
.

Hence, the quadratic reciprocity law is equivalent to the equality 〈p, q〉S = 1.
Similarly, for each odd prime p, the equalities 〈−1, p〉S = 1 and 〈2, p〉S = 1 are
equivalent to the two supplements to the quadratic reciprocity law.

Lemma 1.17. Let the notation be as in Notation 1.8 and let S be a finite
subset of T containing −1 and 2. Then the group generated by the image of
S in JS is contained in its own annihilator with respect to the norm-residue
symbol at S.

10
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Proof. A straightforward computation shows the equality 〈−1,−1〉S = 1:

〈−1,−1〉S = 〈−1,−1〉−1〈−1,−1〉2
∏

p∈S\{−1,2}

〈−1,−1〉p = (−1)(−1) · 1 = 1.

In a similar way, we can prove the equalities

〈−1, 2〉S = 〈2,−1〉S = 〈2, 2〉S = 1

and for all odd primes p in S the equality 〈p, p〉S = 1. These equalities cover
all cases where both entries of the norm-residue symbol at S are in the set
{−1, 2} or equal. Hence, using also the symmetry of the norm-residue symbol
at S, we may assume that the second entry is an odd prime in S and the first
entry is different from the second one. By Remark 1.16 for distinct elements
r ∈ S and r′ ∈ S \ {−1, 2} we have 〈r, r′〉S = 1.

Let the notation be as in Notation 1.8. For each r in T we define a group
homomorphism Jr → Z/2Z. For r = −1 the map is the zero map. If r is
positive, the map is given by x 7→ vr(x) mod 2. For each r ∈ T we denote the
kernel of this homomorphism by Ur. We have U−1 = J−1 and for each positive
r ∈ T we get a short exact sequence

1 −→ Ur −→ Jr −→ Z/2Z −→ 0. (1.18)

Let S be a finite subset of T containing −1 and 2. As before, we denote the
group

∏
r∈S Jr by JS . Moreover, we define the group

US =
∏
r∈S

Ur = {(xr)r ∈ JS : ∀r ∈ S \ {−1} : vr(xr) ≡ 0 mod 2}.

Now it is straightforward to prove Lemma 1.19.

Lemma 1.19. The natural group homomorphism Q∗ → JS restricts to a group
homomorphism 〈S〉 → JS with kernel 〈S〉2.

Proof. It follows from the definition of the components of JS that 〈S〉2 is
contained in the kernel of the group homomorphism 〈S〉 → JS . On the other
hand, any element in the kernel has to be contained in US , that is it has even
valuation at each prime number in S, and has to be positive. This implies
that it is an element of 〈S〉2. Hence, the kernel of the group homomorphism
〈S〉 → JS is 〈S〉2 .

We focus our attention on the norm-residue symbol at S. It follows from its
definition that for each r ∈ T the annihilator U⊥r of Ur with respect to the
norm-residue symbol at r is contained in Ur. As before, we distinguish three
cases.

11
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Case r > 2. We have the equality Ur = U⊥r . It follows that the dimension
over F2 of Ur/U

⊥
r is 0.

Case r = −1. The group U−1 is equal to J−1. Since the norm-residue symbol
is a nondegenerate bilinear map, the annihilator U⊥−1 of U−1 is trivial. Hence,
the dimension over F2 of U−1/U

⊥
−1 is 1.

Case r = 2. Writing J2 as 〈2〉 × 〈−1〉 × 〈5〉 the group U2 is the subgroup
〈−1〉×〈5〉 of J2. Its annihilator is the subgroup 〈5〉 and therefore the dimension
over F2 of U2/U

⊥
2 is 1.

Summarizing, the dimension over F2 of Ur/U
⊥
r is 0 if r is greater than 2

and 1 if r is equal to −1 or 2. Hence, the annihilator U⊥S of US with respect
to the norm-residue symbol at S is contained in US and the dimension over
F2 of US/U

⊥
S is 2. We present the situation in the following diagram, which is

reflected upside down by taking the annihilators. Each segment connects two
groups, of which the lower one is a subgroup of the higher one, and is labelled
by the dimension over F2 of their quotient group.

JS
#S

#S−1

US

2〈S〉 = 〈S〉⊥

#S
U⊥S

#S−11

The diagram shows two ways to break up JS . On the right-hand side we find
the quotient group US/U

⊥
S . Note that it is independent of S and has order 4.

Up to a natural isomorphism, this group is the 2-nd unit residue group of the
field of rational numbers [Theorem 5.32]. In Section 1.6 we see how S can be
replaced by T .

1.6 Global formulation

Many results will become more interesting as soon as we are able to define the
group JT for the infinite set T , which consists of −1 and all the primes. An
obvious choice would be the direct product

∏
r∈T Jr. Unfortunately, in this

case it is not clear how to extend the norm-residue symbol to JT × JT . The
product componentwise does not work, because there can be infinitely many
nontrivial components. It works if we take the direct sum

⊕
r∈T Jr, but then

we do not have anymore a natural group homomorphism Q∗ → JT . It seems
that the direct product is too ‘big’ and the direct sum too ‘small’ for our
purposes. We are going to define a topological group J in between that does
not present these problems.

12
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We define the group

J = {(xr)r ∈
∏
r∈T

Jr : for all but finitely many r ∈ T : xr ∈ Ur}.

We endow the groups Jr with the discrete topology, consider them as topo-
logical groups, and endow J with the topology that makes J the restricted
topological product of the Jr with respect to the Ur. Here we do not give the
general definition, which can be found in Definition 4.15, but we remark that
a standard notation is

J =
∏
r∈T

′
Jr.

Let U =
∏
r∈T Ur be the topological product of the compact groups Ur. It is

a compact topological group and is a subgroup of J .

Remark 1.20. The reader who knows about ideles may think of J as the
group of ideles of Q modulo squares and of U as the group of unit ideles of Q
modulo squares.

We have a short exact sequence

1 −→ U −→ J −→
⊕
r∈T

Jr/Ur −→ 1.

We extend the norm-residue symbol to a bilinear map J × J → {±1}. By
taking the product componentwise, we define the norm-residue symbol

〈·, ·〉 : J × J → {±1},

(x, y) 7→
∏
r∈T
〈xr, yr〉r,

where x = (xr)r∈T and y = (yr)r∈T . It is well-defined, because for all but
finitely many r ∈ T we have 〈xr, yr〉r = 1. This follows from the fact that for
all but finitely many odd primes r ∈ T we have vr(xr) = vr(yr) = 0.

We have a natural group homomorphism Q∗ → J , because, given a nonzero
rational number, for all but finitely many r ∈ T its image in Jr is contained in
Ur. Moreover, this natural group homomorphism has kernel Q∗2 and induces
an injective group homomorphism Q∗/Q∗2 ↪→ J . We will denote the group
generated by the image of Q∗ in J by Q∗. We see that the role played by S
in the previous sections is played by Q∗ here. This observation suggests the
statement of the following theorem, which collects the main results we have
presented so far.

Theorem 1.21. The image of Q∗ in J is its own annihilator with respect to
the norm-residue symbol J × J → {±1}.

13
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Proof. The inclusion Q∗ ⊆ Q∗⊥ follows from Lemma 1.17. Let y ∈ Q∗⊥.
Multiplying y by an element in Q∗, we may assume y−1 = 1 and for each
positive r ∈ T the equality vr(yr) = 0. We cannot have y2 6= 1, because in this
case 〈−1, y〉 = 〈−1, y2〉2 and 〈2, y〉 = 〈2, y2〉2 are not both equal to 1. Suppose
there is s ∈ T \ {−1, 2} with ys 6= 1. Then we have

〈s, y〉 = 〈s, 1〉2 · 〈s, ys〉s = −1,

which contradicts y ∈ Q∗⊥. Hence, we get the inclusion Q∗⊥ ⊆ Q∗.

Remark 1.22. The image of Q∗ in J is a discrete subgroup of J .

Remark 1.23. Theorem 1.21 and Remark 1.22 can be extended to global
fields [Definition 4.3] containing a primitive m-th root of unity. See Theo-
rem 4.52 and Theorem 4.53.

We look at the annihilator U
⊥

of U in J with respect to the norm-residue

symbol. The inclusion U
⊥ ⊆ U follows from the definition of the norm-residue

symbol. We remark that the inclusion is strict and therefore we get the non-

trivial quotient group U/U
⊥

. This is the group substituting for US/U
⊥
S in

Section 1.5 when we replace the set S by T . Since US/U
⊥
S is independent of

S, it is not surprising that U/U
⊥

is a finite group of order 4 and, up to a
natural isomorphism, is the 2-nd unit residue group of the field of rational
numbers [Theorem 5.32]. The behaviour of the group U with respect to the
norm-residue symbol can be considered as a possible starting point of our re-
search. For instance, what happens if we replace Q by a number field or a
function field?

The situation for the field of rational numbers is summarized in the follow-
ing diagram. Each segment connects two groups, of which the lower one is a
subgroup of the higher one, and its label refers to their quotient group.

J

compact

discrete

U

order 4Q∗ = Q∗⊥

discrete
U
⊥

compact
1

We say that the subgroup Q∗ of J lies halfway in J , because it is its own
annihilator with respect to the norm-residue symbol. Do we have a similar
subgroup on the right-hand side? The answer is affirmative and it gives rise to
the virtual group [Definition 5.15].

14



1.7. Overview

1.7 Overview

We will now replace Q by a global field K, i.e. either an algebraic number field
or the function field of a curve over a finite field. The fields R and Qr will be
replaced by the completions Kv of K at the places v of K; these completions
are local fields. We also fix a positive integer m such that K contains a primitive
m-th root of unity; for K = Q we took m = 2. We denote by µm the group of
m-th roots of unity in K.

The role of the groups Jr will be played by the groups K∗v/K
∗
v
m, which

are finite abelian groups, “most” of which have order m2. For each v there
is a norm-residue symbol, which is a nondegenerate antisymmetric pairing
K∗v/K

∗
v
m × K∗v/K∗v

m → µm. As before, we write J for the restricted direct
product of the groups K∗v/K

∗
v
m, with v ranging over all places of K; it is

a topological group, which one may identify with J/Jm, where J is the so-
called group of ideles of K. The product of all norm-residue symbols defines
a nondegenerate antisymmetric pairing J × J → µm. Just as for the field of
rational numbers, the image K∗ of K∗ in J equals its own annihilator with
respect to this pairing.

Let it now first be assumed that K is a function field. In this case each group
K∗v/K

∗
v
m has order m2, and it has a subgroup Uv that plays the role of the

groups Ur in the rational case; Uv has order m and is its own annihilator with
the respect to the norm-residue symbol. The product U of all Uv is a subgroup
of J and equals its own annihilator with respect to the pairing defined on J .
The latter equality leads to a construction of the so-called the Tate pairing,
which is important both in arithmetic geometry and in cryptography.

Not everything we just wrote carries over to the case of number fields, where
the situation is more complicated. Investigating it is one of the main purposes
of the present thesis.

Let K be a number field. The first difficulty is the existence of infinite places,
which are places v for which Kv is isomorphic to R or C. For K = Q there
is just one infinite place, corresponding to r = −1. For general K the set of
infinite places is finite and nonempty. When v is infinite, then it is not obvious
how to define Uv, and we choose Uv = K∗v/K

∗
v
m; this group is trivial unless

m = 2 and Kv
∼= R, in which case it has order 2. As for K = Q, we now define

U to be the product of all Uv as v ranges over all places of K. The second
difficulty is that, while almost all of the groups K∗v/K

∗
v
m have order m2, there

are exceptions when m > 1. These exceptions are exactly those v for which Uv
is not its own annihilator with respect to the norm-residue symbol. However,

our definition ensures that the annihilator U
⊥

of U with respect to the pairing

defined on J satisfies U
⊥ ⊆ U .

Thus, the quotient group U/U
⊥

, which is trivial in the function field case,
measures the complication of the number field situation. One of our results
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is that it is isomorphic to (Z/mZ)2s, where s is the number of infinite places

of K. Also, U/U
⊥

carries again a nondegenerate antisymmetric µm-valued
pairing. This group, together with its pairing, is called the unit residue group.

By its definition, the unit residue group is a direct sum of local contributions.
It also has a subgroup of a global nature, called the virtual group, which is the
image of K∗ ∩ U in the unit residue group. The virtual group equals its own
annihilator with respect to the pairing, and has order ms, but it is not generally
isomorphic to (Z/mZ)s.

In the present thesis we give a precise description of the unit residue groups
and their virtual subgroups for some classes of number fields, including all
quadratic fields. In addition we point out connections to two classical theorems
on ideal class groups, namely the theorem of Armitage and Fröhlich on 2-ranks
and Scholz’s theorem on 3-ranks.

In Chapter 10 we study certain subgroups of the multiplicative group of a
local field that play an important role in an algorithm for computing norm-
residue symbols. Chapter 11 is independent of the rest of the thesis. We de-
scribe its contents in Section 1.17.

1.8 Skew abelian groups

In Chapter 2, which is purely auxiliary, we collect some results about finite
abelian groups equipped with an antisymmetric pairing, rephrasing them in
terms of the skew element.

The norm-residue symbol defined in Section 1.4 is a nondegenerate sym-
metric bilinear map. Since it is defined on groups of exponent 2, it is also
antisymmetric. For general exponents the norm-residue symbol is antisym-
metric.

Definition 1.24 (Skew abelian group). A skew abelian group is a triple
(A,C, β), where A is a finite abelian group, C is an abelian group, and
β : A×A→ C is an antisymmetric perfect pairing [Definition 2.3].

Remark 2.24 shows that not much generality is lost in Definition 1.24 by
assuming C = Q/Z.

Every skew abelian group has a special element called its skew element,
which has order dividing 2. In the skew abelian groups we study, the skew
element is usually the residue class of −1.

Definition 1.25 (Skew element). Let (A,C, β) be a skew abelian group. The
skew element of (A,C, β) is the element g ∈ A such that β(g, a) = β(a, a) for
all a ∈ A.

An alternating pairing is a well-known example of an antisymmetric pairing.
We call a skew abelian group symplectic if its pairing is alternating. Theo-
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rem 2.15 states this occurs if and only if the skew element is the identity
element of A.

Definition 1.26 (Isomorphism of skew abelian groups). Let (A,C, β) and
(B,C, γ) be skew abelian groups. An isomorphism of skew abelian groups
is a group isomorphism ϕ : A → B such that for all x, y ∈ A one has
β(x, y) = γ(ϕ(x), ϕ(y)).

The classification of symplectic abelian groups up to isomorphism [Theo-
rem 2.25] is well-known: every symplectic abelian group is isomorphic to the
direct sum of a finite abelian group and its dual group. The classification of
skew abelian groups up to isomorphism [Theorem 2.28] distinguishes two cases,
according to the parity of the 2-rank; this 2-rank is even if and only if the skew
element is orthogonal to itself [Remark 2.31]. The odd case is reminiscent of
the classification of symplectic abelian groups, which is itself a special case of
the more complicated even case; the skew element still plays a decisive role
here.

1.9 The local norm-residue symbol

In Chapter 3 we review local class field theory and the norm-residue symbol.
For a positive integer m and a local field F that contains a primitive m-

th root of unity, the norm-residue symbol is a pairing F ∗ × F ∗ → µm that
is characterized by a few easily stated properties [Theorem 3.80]; while the
uniqueness of the norm-residue symbol allows a perfectly elementary proof, its
existence proof uses local class field theory.

In Section 3.7 we show that for an Archimedean local field the norm-residue
symbol is the trivial map, unless the field is the field of real numbers and m is
equal to 2. In this case, the second power norm-residue symbol is the pairing

(·, ·) : R∗ × R∗ → 〈−1〉

defined for all a, b ∈ R∗ by

(a, b) =

{
−1 if both a and b are negative,

1 if at least one of a and b is positive.

It gives rise to the skew abelian group (UR/U
⊥
R , 〈−1〉, (·, ·)), where UR = R∗,

U⊥R = R>0, and the pairing is the map induced by the norm-residue symbol.
This skew abelian group has order 2 and its skew element is −1 · U⊥R .

Also in the case of a non-Archimedean local field does the norm-residue
symbol give rise to a skew abelian group. When F is a non-Archimedean local
field containing a primitive m-th root of unity, the map

(·, ·)F,m : F ∗/F ∗m × F ∗/F ∗m → µm

17
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induced by the m-th power norm-residue symbol is an antisymmetric perfect
pairing. Since the group F ∗/F ∗m is finite, the triple (F ∗/F ∗m, µm, (·, ·)F,m) is
a skew abelian group. Theorem 3.82 shows that its skew element is −1 · F ∗m
and describes how this triple fits into the classification of skew abelian groups.
When the characteristic of the residue field of F does not divide m, we have a
group isomorphism F ∗/F ∗m ∼= (Z/mZ)2.

Narrowing our focus on the group UF of units of the ring of integers of F
produces a result of the same nature [Corollary 3.92]. In particular, if U⊥F is
the annihilator in UF of UF with respect to the norm-residue symbol, then the
triple (UF /U

⊥
F , µm, (·, ·)F,m) is a skew abelian group with skew element−1·U⊥F ,

and UF /U
⊥
F is trivial if and only if m is not a multiple of the characteristic of

the residue field of F .
When F ranges over completions of a global field K, the skew abelian groups

UF /U
⊥
F are the local components of the m-th unit residue group of K.

1.10 The global norm-residue symbol

The local norm-residue symbols induce a pairing on the group of ideles of any
global field. This pairing is studied in Chapter 4.

Let m be a positive integer, let K be a global field containing a primitive
m-th root of unity, and denote by J the group of ideles of K [Definition 4.19].
Taking the product of the local norm-residue symbols over all completions
of K, we obtain a nondegenerate antisymmetric pairing J × J → µm, where
J = J/Jm and µm is the group of m-th roots of unity in K. We refer to this
pairing as the global norm-residue symbol.

Two important subgroups of J are the multiplicative group K∗ of K and
the group of unit ideles U of K. The former is a discrete subgroup of J and its
image K∗ in J equals its own annihilator in J with respect the global norm-
residue symbol. The latter is a compact subgroup of J and its image U in J

contains its own annihilator U
⊥

in J with respect to the same pairing. The
global norm-residue symbol induces a perfect pairing of finite abelian groups

(K∗ ∩ U)× J/(K∗ · U⊥)→ µm.

When K is a function field, Remark 4.70 shows that this pairing is an extension
to larger groups of the inverse of the Tate pairing [Definition 4.68], which has
found several applications in cryptography. As a corollary we obtain a new
proof of the fact that the Tate pairing is a perfect pairing.

The existence of the Tate pairing relies on the equality U = U
⊥

. The unit
residue group naturally arises when one tries to extend the Tate pairing to
number fields and can be also viewed as an obstruction to the existence of a
similar pairing. Indeed, in the case of number fields and for m greater than 1,
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the group U strictly contains its own annihilator U
⊥

. In Chapter 5 the m-th

unit residue group of K is defined to be the quotient group U/U
⊥

together
with the antisymmetric perfect pairing induced by the global norm-residue
symbol.

When K is a number field, the global norm-residue symbol does not give a
clean duality between Cl[m] and Cl /Clm, where Cl is the ideal class group of
K, but it induces pairings that do not deviate much from a naturally defined
perfect pairing Cl[m]× Cl /Clm → µm [Theorem 4.84 and Theorem 4.86]. We
show that an upper bound for these deviations is provided by the m-th virtual
group of K [Definition 5.15], which is a subgroup of the m-th unit residue
group of K.

In the function field case, the groups K∗∩U and J/(K∗ ·U) are very familiar
to algebraic geometers. Indeed, they have an interpretation in terms of étale
cohomology. For more details about this subject we refer to the books by
Milne [46], [47]. If C is the projective nonsingular absolutely irreducible curve
over a finite field of which K is the function field, then we have natural group
isomorphisms

K∗ ∩ U ∼−→ H1(C, µm) and J/(K∗ · U)
∼−→ H2(C, µm).

A duality theorem from algebraic geometry implies that there is also a bilinear
cup product

H1(C, µm)×H2(C, µm)→ H3(C, µm ⊗ µm),

which is a perfect pairing of finite abelian groups. Since the abelian group
H3(C, µm ⊗ µm) is canonically isomorphic to µm, one may expect that, mod-
ulo the isomorphisms just mentioned and with suitable sign conventions, the
pairing induced by the global norm-residue symbol coincides with the cup
product.

1.11 The unit residue group

Chapter 5 is devoted to introducing the unit residue group and the virtual
group, and presenting general results on them.

In Section 1.5 we introduced the 2-nd unit residue group of the field of
rational numbers, which is described in detail in Section 5.3. It has only two
nontrivial local components, at 2 and at infinity, and as an abelian group it is a
Klein four-group. Equipped with the pairing given by the second power norm-
residue symbol of Q it is a skew abelian group. This pairing is essentially a
combination of the two pairings in the quadratic reciprocity law for the Jacobi
symbol.
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Given a positive integer m and a global field K containing a primitive m-th
root of unity, we define in Chapter 5 the m-th unit residue group of K. It
is a finite abelian group equipped with a pairing induced by the m-th power
norm-residue symbol. This pairing makes it into a skew abelian group. When
K is a function field, the m-th unit residue group of K is the trivial group.
In general, as an abelian group, the m-th unit residue group of a global field
K is isomorphic to (Z/mZ)2s, where s is the number of infinite places of K
[Theorem 5.10].

The m-th unit residue group of K is isomorphic to an orthogonal sum of
skew abelian groups that are defined locally at the places of K dividing m and
at the real Archimedean places of K. It has a subgroup that is defined globally:
the m-th virtual group of K. It is a maximal self-annihilating subgroup of the
m-th unit residue group, of order ms [Theorem 5.17] and its order equals its
index in the m-th unit residue group. We remark that the m-th virtual group
is not necessarily isomorphic, as an abelian group, to (Z/mZ)s. In fact, in
Chapter 6 we give an example of a number field whose 4-th virtual group is
not a free module over Z/4Z [Theorem 6.31].

The m-th virtual group of K is also the image of a natural surjective group
homomorphism [Remark 5.28] from the group of m-virtual units of K, which
are the elements in K that have normalized valuation divisible by m at every
non-Archimedean place of K. This group homomorphism enables us to com-
pute the m-th virtual group by explicitly specifying a set of m-virtual units
of K of which the image generates the m-th virtual group, as well as the rela-
tions among those generators. The field extensions of K that are obtained by
adjoining m-th roots of m-virtual units of K can ramify only at the places of
K dividing m and at the real Archimedean places of K.

1.12 Quadratic number fields

In Chapter 6 we explicitly describe all unit residue groups and virtual groups
of quadratic number fields, including their Galois module structure.

Let K be a quadratic number field, OK be its ring of integers, ∆ be its dis-
criminant, and G be the Galois group Gal(K/Q). By the 2-adic component of
the 2-nd unit residue group of K we mean the product of its local components
at the places of K dividing 2, and by its component at infinity we mean the
product of its components at the real places. The 2-nd unit residue group is
the orthogonal sum of its 2-adic component and its component at infinity.

The component at infinity of the 2-nd unit residue group of K is trivial if
K is imaginary, and is a free (Z/2Z)[G]-module of rank 1 if K is real. In the
latter case the skew element is the unique nontrivial Galois invariant element,
which is the image of −1.
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1.13. Two-ranks of ideal class groups

We next discuss the 2-adic component. The group

(OK/4OK)∗/(OK/4OK)∗
2

is a Klein four-group and there is a unique perfect pairing

β : (OK/4OK)∗/(OK/4OK)∗
2 × (OK/4OK)∗/(OK/4OK)∗

2 → {±1}

that makes ((OK/4OK)∗/(OK/4OK)∗
2
, {±1}, β) into a skew abelian group

with skew element the residue class of −1. This skew abelian group is naturally
isomorphic to the 2-adic component of the 2-nd unit residue group of K. Its
structures as a Galois module and as a skew abelian group are intimately
linked: they are both determined by the skew element. In fact, the Galois action
is trivial if and only if the skew element is the identity element, and if and only
if the skew abelian group is symplectic [Definition 2.6]. Also, this occurs if and
only if ∆ is congruent to 4 modulo 8 [Corollary 6.13]. For ∆ 6≡ 4 mod 8 the 2-
adic component of the 2-nd unit residue group of K is a free (Z/2Z)[G]-module
of rank 1. In order to write down an explicit (Z/2Z)[G]-module isomorphism,
we will distinguish the cases ∆ ≡ 1 mod 4 and ∆ ≡ 0 mod 8 [Theorem 6.12].

To describe the 2-nd virtual group V , we first assume that K is imaginary
quadratic. Then V has order 2, and is therefore trivially acted upon by G. Since
for ∆ 6≡ 4 mod 8 the 2-nd unit residue group of K is a free (Z/2Z)[G]-module
of rank 1, it has only one nontrivial Galois invariant element; this is the residue
class of −1, which is therefore a generator of V . For ∆ ≡ 4 mod 8 the residue
class of −1 is trivial; in this case it turns out that V is generated by the image
of 2 under the surjective group homomorphism {2-virtual units of K}� V in
Remark 5.28. These results are proved in Section 6.5.

Now let K be real quadratic. Then the 2-nd virtual group V of K is a
Klein four-group. For ∆ ≡ 4 mod 8, we shall prove that it is generated by the
images of −1 and 2 under the map {2-virtual units of K}� V and is therefore
trivially acted upon by G. Next suppose ∆ 6≡ 4 mod 8. If ∆ has a prime divisor
p that is congruent to 3 modulo 4, then V is, for any such p, generated by the
images of −1 and p, and again trivially acted upon by G. If no such p exists,
then there is an integer a for which ∆−4a2 is a square, and V is, for any such
a, generated by the images of −1 and 2a−

√
∆. Also, in the latter case V is a

free (Z/2Z)[G]-module of rank 1. These results are proved in Section 6.6.

1.13 Two-ranks of ideal class groups

Chapter 7 places the 2-nd virtual group of a number field K in the classical
context of inequalities involving 2-ranks of ideal class groups.

What is the difference between the 2-ranks of the ideal class groups of K
in the strict sense [Definition 7.1] and in the usual sense? We show how this
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difference is measured by the projection of the 2-nd virtual group of K on the
product of local components of the 2-nd unit residue group of K at the places
dividing 2 [Theorem 7.2].

Using a lower bound on the 2-rank of the projection just mentioned [Corol-
lary 5.22] we get the inequality in Oriat’s theorem [Theorem 7.6]. This theorem
is a strengthening of the theorem of Armitage–Fröhlich [Theorem 7.8], which
gives a lower bound on the 2-rank of the ideal class group of a number field.

1.14 Biquadratic number fields

Using unit residue groups we rephrase and prove Scholz’s theorem in Chapter 8.
Moreover, we present and employ a probabilistic model on 3-ranks of ideal class
groups of quadratic number fields.

Let d ∈ Z>1 be squarefree and let K be the number field Q(
√
d,
√
−3). The

number field K/Q is normal with Galois group G a Klein four-group. The 3-rd
unit residue of K is a free (Z/3Z)[G]-module of rank 1 [Theorem 8.1]. There
are two different Galois module structures of the 3-rd virtual group of K and
they correspond to the two cases in Scholz’s theorem on the 3-rank of the ideal
class group of the quadratic subfields of K [Theorem 8.2]. As a byproduct we
get a proof of Scholz’s theorem in this setting.

In Section 8.5 we present Dutarte’s probabilistic model on 3-ranks of ideal
class groups of quadratic number fields, which he used to study the compatibil-
ity of the Cohen–Lenstra heuristics with Scholz’s theorem. We show that the
basic assumptions in his model and a further, much more natural assumption
are sufficient to compute the probability that a real quadratic number field
has prescribed 3-rank [Theorem 8.6]. The value of this probability is exactly
the one predicted by the Cohen–Lenstra heuristics. We get a similar result for
imaginary quadratic number fields [Theorem 8.31].

1.15 Cyclic number fields

In Chapter 9 we describe the 2-nd unit residue group and the 2-nd virtual
group of a number field that is Galois over Q and unramified at 2. In the case
of a cyclic number field K/Q of degree either 3 or 5 these descriptions give rise
to an unexpected bijection involving the set of real Archimedean places of K.

Let K be a number field that is Galois over Q with Galois group G and
unramified at 2. The 2-nd unit residue group of K is a free (Z/2Z)[G]-module
of rank either 1 or 2 according as the extension K/Q is complex or real [Re-
mark 9.22]. The latter case includes all abelian extensions of Q of odd degree
[Lemma 9.24]. When G is abelian and its exponent divides at least one of the
integers in the set {2n + 1 | n ∈ Z>0}, the 2-nd virtual group of K is the graph
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of a (Z/2Z)[G]-module isomorphism between two free (Z/2Z)[G]-modules of
rank 1 that is also an isomorphism of skew abelian groups [Theorem 9.25]. In
the case of a cyclic number field extension of Q of degree either 3 or 5 we give
a more precise description of this isomorphism [Theorem 9.27, Theorem 9.30,
and Theorem 9.33]. These results are connected with the fact that both the
finite field extension of degree 3 over Z/2Z and the finite field extension of
degree 5 have a unique self-dual normal basis over Z/2Z.

In a real quadratic number field K of discriminant congruent to 1 modulo
8, the rational prime 2 splits completely in the ring of integers of K. There
are two prime ideals of the ring of integers of K dividing 2 and K has two
real places. Using the two square roots of the discriminant of K, which are
conjugate under the action of the Galois group Gal(K/Q), there is a way of
defining a natural bijection between the set of primes above 2 and the set of
real places of K [Theorem 9.1]. Both this bijection and a similar bijection in
the case of a quadratic number field for which the rational prime 2 is inert in
the ring of integers of the number field are suggested by the descriptions of
2-nd unit residue groups and 2-nd virtual groups of quadratic number fields.
We extend this result to cyclic number field extensions of Q of degree either 3
or 5 [Theorem 9.3, Theorem 9.4, and Theorem 9.5].

1.16 A large norm group

In Chapter 10 we study a certain group that occurs in algorithms for computing
the norm-residue symbol by Daberkow [13] and Bouw [7].

Let p be a prime number and let F be a finite extension of the field Qp
of p-adic rationals. Let P be the maximal ideal of the ring of integers of F ,
and write U (1) for the multiplicative group 1 + P, which is a Zp-module. The
cardinality of the residue field of F is denoted by q.

Let π be a prime element of F , and write Hπ for the sub-Zp-module of U (1)

generated by the set of all elements of the form 1−ζπi, where ζ ranges over all
q − 1-st roots of unity in F and i over all positive integers not divisible by p.

We are interested in the Zp-module U (1)/Hπ. It is not difficult to exhibit
an element δ ∈ U (1) with the property U (1) = δZp · Hπ [Lemma 10.11], so
U (1)/Hπ is cyclic as a Zp-module. For each u ∈ U (1) there exists k ∈ Zp with
u ∈ δk · Hπ; also, such a value for k is typically easy to compute when u is
given, but it is only uniquely determined modulo the annihilator of the module
U (1)/Hπ.

The relevance of Hπ in the context of norm-residue symbols is as follows.
Suppose that n is such that F contains a primitive pn-th root of unity. Then
one checks that the pn-th power norm-residue symbol (π, δ) is a primitive
pn-th root of unity [Lemma 10.10], and that one has (π, h) = 1 for all h ∈ Hπ
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[Lemma 10.4]. Hence if u ∈ δk ·Hπ is as above, then we have (π, u) = (π, δ)k,
so that for given u the number k is at least uniquely determined modulo pn.
It follows that the annihilator of the Zp-module U (1)/Hπ is divisible by pn.

It is natural to ask whether the number k gives us any additional information
about u, in other words whether it has any significance independently of the
norm-residue symbol. Theorem 10.1 shows that the answer is negative: if we
take n maximal, then U (1)/Hπ is cyclic of order pn, its annihilator is generated
by pn, and k is really only well-defined modulo pn. This state of affairs can
also be expressed by the existence of a short exact sequence

1→ Hπ → U (1) → µpn → 1,

where the second map is the inclusion map and the third sends u to (π, u)
[Theorem 10.2].

The proofs in Chapter 10 make use of local class field theory.

1.17 Quadratic characters

In Chapter 11 we study group isomorphisms between the groups of quadratic
characters of two number fields that preserve L-series.

To every number field one can associate many mathematical objects, such
as the ring of integers, the unit group, the ideal class group, the adele ring, the
absolute Galois group, and the Dedekind zeta function. A very natural question
is determining to which extent these objects characterize the number field up
to isomorphism. For instance, in 1926 Gaßmann showed that the Dedekind
zeta function of a number field does in general not determine the number
field up to isomorphism [19], whereas in 1976 Uchida proved that the absolute
Galois group does [71].

More recently, Cornelissen and Marcolli proved that two number fields are
isomorphic if there is a group isomorphism between the groups of abelian char-
acters of their absolute Galois groups that preserves L-series [12]. Generalizing
a result by de Smit, Pintonello proved that it is enough to consider only two
elements in the group of quadratic characters [Theorem 11.3].

We prove that the natural map from the set of field isomorphisms between
two number fields to the set of group isomorphisms between their groups of
quadratic characters that preserve L-series is bijective [Theorem 11.1]. As a
corollary we get the known result that the existence of a group isomorphism
that preserves L-series between the groups of quadratic characters of two num-
ber fields implies that the two number fields are isomorphic [Corollary 11.2].
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CHAPTER 2

Skew abelian groups

We classify up to isomorphism triples (A,C, β), where A is a finite abelian
group, C is an abelian group, and β : A × A → C is an antisymmetric per-
fect pairing. We call these triples skew abelian groups and their classification
is Theorem 2.28. The main reference, which we summarize and link to our
theorems in Section 2.6, is [73] by Wall. Similar results are given in [57] by
Poonen and Stoll for the nondivisible part of the Shafarevich–Tate group of
an abelian variety over a global field.

2.1 Preliminaries

We state definitions and theorems that are useful for understanding the classi-
fication in Section 2.2. Abelian groups are considered with additive notation.
As a reference for some definitions and basic results see [32] by Lang.

Definition 2.1 (Pairing or bilinear map). Let A, B, and C be abelian groups.
A pairing or bilinear map from A×B to C is a map

β : A×B → C,

such that for each a ∈ A the function B → C, x 7→ β(a, x), is a group
homomorphism and, similarly, for each b ∈ B the function A→ C, x 7→ β(x, b),
is a group homomorphism.
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Theorem 2.2. Let A, B, and C be abelian groups and let β : A×B → C be
a map. Then the following are equivalent.

(i) The map β : A×B → C is a pairing.
(ii) There is a group homomorphism A→ Hom(B,C) given by a 7→ β(a, ·).
(iii) There is a group homomorphism B → Hom(A,C) given by b 7→ β(·, b).

Proof. See Proposition 5.1 of Chapter XI in [22] by Grillet.

Definition 2.3 (Perfect pairing). Let A, B, and C be abelian groups. A
pairing β : A × B → C is a perfect pairing if the group homomorphisms
A → Hom(B,C), a 7→ β(a, ·), and B → Hom(A,C), b 7→ β(·, b), are group
isomorphisms.

Definition 2.4 (Alternating pairing, antisymmetric pairing). Let A and C be
abelian groups. A pairing β : A×A→ C is

(a) alternating if β(a, a) = 0 for all a ∈ A,
(b) antisymmetric if β(a, b) = −β(b, a) for all a, b ∈ A.

Theorem 2.5. If a pairing is alternating, then it is antisymmetric.

Proof. Let β : A×A→ C be an alternating pairing. For all a, b ∈ A we have

0 = β(a+ b, a+ b) = β(a, a) + β(a, b) + β(b, a) + β(b, b) = β(a, b) + β(b, a).

Hence, the pairing is also antisymmetric.

Definition 2.6 (Symplectic abelian group). A symplectic abelian group is a
triple (A,C, β), where A is a finite abelian group, C is an abelian group, and
β : A×A→ C is an alternating perfect pairing.

Definition 2.7 (Skew abelian group). A skew abelian group is a triple
(A,C, β), where A is a finite abelian group, C is an abelian group, and
β : A×A→ C is an antisymmetric perfect pairing.

Remark 2.8. By Theorem 2.5 every symplectic abelian group is a skew abe-
lian group.

Definition 2.9 (Similarity of skew abelian groups). Let the triples (A,C, β)
and (B,D, γ) be skew abelian groups. Let C ′ and D′ be the groups generated
by the images of β in C and of γ in D, respectively. A similarity of skew abelian
groups is a pair (ϕ,ψ) of group isomorphisms ϕ : A → B and ψ : C ′ → D′

such that for all x, y ∈ A one has ψ(β(x, y)) = γ(ϕ(x), ϕ(y)).

The diagram

A×A

ϕ

��

ϕ

��

β
// C ′

ψ

��

B ×B
γ

// D′
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visualizes Definition 2.9.

Definition 2.10 (Isomorphism of skew abelian groups). Let (A,C, β) and
(B,C, γ) be skew abelian groups. An isomorphism of skew abelian groups
is a group isomorphism ϕ : A → B such that for all x, y ∈ A one has
β(x, y) = γ(ϕ(x), ϕ(y)).

Using Remark 2.8 we give similar definitions for symplectic abelian groups.
We say that two symplectic abelian groups are similar (isomorphic) if they
are similar (isomorphic) as skew abelian groups.

Theorem 2.11. Let (A,C, β) be a skew abelian group. Then there exists a
unique g ∈ A such that β(g, a) = β(a, a) for all a ∈ A.

Proof. See Theorem 2.42.

Definition 2.12 (Skew element). Let (A,C, β) be a skew abelian group. The
skew element of (A,C, β) is the element g ∈ A such that β(g, a) = β(a, a) for
all a ∈ A.

Theorem 2.13. Let (A,C, β) be a skew abelian group. Then the skew element
of (A,C, β) has order dividing 2.

Proof. Let g ∈ A be the skew element of (A,C, β). For all a ∈ A we have

β(2g, a) = β(g, a) + β(g, a) = β(a, a) + β(a, a) = 0,

because β(g, a) = β(a, a). Since the group homomorphism β(2g, ·) : A→ C
is trivial and by definition of perfect pairing the map A → Hom(B,C),
a 7→ β(a, ·), is a group isomorphism, we get 2g = 0.

Corollary 2.14. Let (A,Q/Z, β) be a skew abelian group and let g be its skew
element. Then one has either β(g, g) = 1/2 + Z or β(g, g) = 0.

Proof. The result follows from Theorem 2.13.

Theorem 2.15. Let (A,C, β) be a skew abelian group. Then the following are
equivalent.

(i) The pairing β : A×A→ C is alternating, that is, the triple (A,C, β) is
a symplectic abelian group.

(ii) The skew element of (A,C, β) is the zero element of A.

Proof. Let g be the skew element of (A,C, β). Since β : A×A→ C is a perfect
pairing, we have g = 0 if and only if the group homomorphism β(g, ·) : A→ C,
a 7→ β(g, a), is trivial. This is equivalent to the pairing β : A×A→ C being
alternating, because for all a ∈ A we have β(a, a) = β(g, a).
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Definition 2.16 (Dual group). Let A be a finite abelian group. The dual

group Â of A is the group Hom(A,Q/Z) of homomorphisms from A to Q/Z.

Theorem 2.17. A finite abelian group is isomorphic to its own dual group.

Proof. See Theorem 9.1 of Chapter I in [32] by Lang.

Corollary 2.18. Let A be a finite abelian group. Then the natural map
A→ Hom(Â,Q/Z), a 7→ (f 7→ f(a)), is a group isomorphism.

Proof. See Corollary 3.2 of Chapter 3 in [74].

Corollary 2.19. Let A be a finite abelian group and let Â be the dual group
of A. Then the pairing A× Â→ Q/Z, (a, b) 7→ b(a), is a perfect pairing.

Proof. The result follows from Corollary 2.18.

Corollary 2.20. Let A be an abelian group, let B be a finite abelian group,
and let β : A × B → Q/Z be a map. If there is a group isomorphism A → B̂
given by a 7→ β(a, ·), then β is a perfect pairing.

Proof. Suppose there is a group isomorphism A→ B̂ given by a 7→ β(a, ·). By
Theorem 2.2 the map β is a pairing. By Corollary 2.18 the map
B → Hom(B̂,Q/Z), b 7→ (f 7→ f(b)), is a group isomorphism. Using the

group isomorphism A → B̂, a 7→ β(a, ·), we get the group isomorphism
B → Hom(A,Q/Z), b 7→ β(·, b). Hence β is a perfect pairing.

Definition 2.21 (Exponent of a group). Let G be a group and let eG be
its identity element. The exponent of G is the smallest positive integer m, if
there exists one, such that for every g in G one has gm = eG. Otherwise, the
exponent of G is zero.

The following theorem was proved by Prüfer [3] for countable groups. The
general case is due to Baer [3].

Theorem 2.22 (Prüfer [58], Baer [3]). Let A be an abelian group of positive
exponent. Then A is isomorphic to a direct sum of cyclic groups.

Proof. See Corollary 10.37 of Chapter 10 in [60] by Rotman.

Given a positive integer n and an abelian group A, the subset {a ∈ A : na = 0}
forms a subgroup of A. We denote it by A[n].

Theorem 2.23. Let A be a finite abelian group, let e be the exponent of A,
and let C be an abelian group. Then the following are equivalent.

(i) There exist an abelian group B and a perfect pairing β : A×B → C.
(ii) The subgroup C[e] of C is a cyclic group of order e.
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Proof. (ii) =⇒ (i) Let B be the dual Â of A. By Corollary 2.19 we have
the perfect pairing A× B → Q/Z, (a, b) 7→ b(a). Since A has exponent e, the
image of this pairing is contained in 1

eZ/Z. Composing with an isomorphism
1
eZ/Z

∼−→ C[e] gives a perfect pairing A×B → C.
(i) =⇒ (ii) By definition of perfect pairing the group homomorphism

B → Hom(A,C), b 7→ β(·, b) is a group isomorphism. Since for all b ∈ B
we have eβ(·, b) = 0, the exponent of B divides e and the image of β is con-
tained in C[e]. A similar argument shows that e divides the exponent of B.
Hence, they are equal. The group C contains an element c of order e, because
Hom(A,C) has exponent e. By Theorem 2.22 the group B is isomorphic to
a direct sum of cyclic groups. Since Hom(B,C) is finite, the group B is also
finite. We have

B ∼= Hom(A,C) ⊇ Hom(A, 〈c〉) ∼= Â

and
A ∼= Hom(B,C) ⊇ Hom(B, 〈c〉) ∼= B̂.

Theorem 2.17 implies that the inclusions are equalities. Since every element
in C[e] is in the image of at least one homomorphism B → C, the equality
Hom(B,C) = Hom(B, 〈c〉) implies that all elements in C[e] are in the group
〈c〉.

Remark 2.24. Since for every finite cyclic group C ′ there is an injective group
homomorphism C ′ ↪→ Q/Z, by Theorem 2.23 every skew (symplectic) abelian
group is similar to a skew (symplectic) abelian group of the form (A,Q/Z, β),
where A is a finite abelian group and β is an antisymmetric (alternating)
perfect pairing. Hence, we will give results for skew (symplectic) abelian groups
of the form (A,Q/Z, β). By abuse of notation an element in Q/Z will be often
denoted only by a rational number.

2.2 The classification

We want to classify skew abelian groups up to similarity. By Remark 2.24
we will consider only skew abelian group of the form (A,Q/Z, β), where A is
a finite abelian group and β is an antisymmetric perfect pairing. Moreover,
since the results do not change and isomorphism is a stronger notion than
similarity, we will only classify skew abelian groups of the form (A,Q/Z, β) up
to isomorphism.

Theorem 2.25 (Classification of symplectic abelian groups). There is a bi-
jection

{finite abelian groups}/∼=→ {symplectic abelian groups (A,Q/Z, β)}/∼=,

[B] 7→ [(B ⊕ B̂,Q/Z, γ)],
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where γ is the map

γ : (B ⊕ B̂)× (B ⊕ B̂)→ Q/Z,
((b1, f1), (b2, f2)) 7→ f2(b1)− f1(b2).

Proof. Theorem 2.34 implies that the map is well-defined. By Theorem 2.60
it is surjective. The injectivity follows from Theorem 2.17 and the structure
theorem for finite abelian groups.

Definition 2.26 (p-rank). Let p be a prime and let A be an abelian group.
The p-rank rkp(A) of A is the dimension of A/pA as a vector space over Z/pZ.

Remark 2.27. In order to simplify the exposition, Theorem 2.28 contains the
following abuses of notation. The map

Z/2Z× Z/2Z→ Q/Z,

(g1, g2) 7→

{
0 if g1 = 0 or g2 = 0,
1
2 if g1 = g2 = 1 mod 2,

is denoted by (g1, g2) 7→ g1g2/2. In a similar way the map

1

2
Z/Z× 1

2
Z/Z→ Q/Z,

(c1, c2) 7→

{
0 if c1 = 0 or c2 = 0,
1
2 if c1 = c2 = 1

2 ,

is denoted by (c1, c2) 7→ 2c1c2.

Theorem 2.28 (Classification of skew abelian groups).
(a) Odd 2-rank: there is a bijection

{finite abelian groups}/∼=→
{

skew abelian groups (A,Q/Z, β)
of odd 2-rank

}
/∼=,

[B] 7→ [(Z/2Z⊕B ⊕ B̂,Q/Z, γ)],

where γ is the map

γ : (Z/2Z⊕B ⊕ B̂)× (Z/2Z⊕B ⊕ B̂)→ Q/Z,

((g1, b1, f1), (g2, b2, f2)) 7→ g1g2

2
+ f2(b1)− f1(b2).

(b) Even 2-rank: there is a bijection{
(B, g): B is a finite abelian
group and g ∈ B[2]

}
/∼=→

{
skew abelian groups (A,Q/Z, β)
of even 2-rank

}
/∼=,

[(B, g)] 7→ [(B ⊕ B̂,Q/Z, γ)],
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where two pairs (B1, g1) and (B2, g2) on the left are defined to be isomorphic
if there is a group isomorphism ϕ : B1 → B2 with ϕ(g1) = g2 and where γ is
the map

γ : (B ⊕ B̂)× (B ⊕ B̂)→ Q/Z,
((b1, f1), (b2, f2)) 7→ f2(b1)− f1(b2) + 2f1(g)f2(g).

Proof. Theorem 2.36 and Theorem 2.38 imply that the maps are well-defined
and the skew elements of (Z/2Z⊕B⊕B̂,Q/Z, γ) in (a) and of (B⊕B̂,Q/Z, γ)
in (b) are (1, 0, 0) and (g, 0), respectively. By Remark 2.31, Theorem 2.61, and
Theorem 2.62 they are surjective. The injectivity in (a) follows from Theo-
rem 2.17 and the structure theorem for finite abelian groups. Since isomor-
phisms of skew abelian groups map skew elements to skew elements, the in-
jectivity in (b) follows from Lemma 2.30.

Definition 2.29 (Heights). Let A be an abelian group and let a ∈ A. The
height of a is the largest positive integer n, if there exists one, such that the
equation nx = a has a solution x ∈ A. Otherwise, the height of a is infinite.
Let p be a prime number. The p-height of a is the largest positive integer n,
if there exists one, such that the equation pnx = a has a solution x ∈ A.
Otherwise, the p-height of a is infinite.

Lemma 2.30. Let B1 and B2 be finite abelian groups and let g1 ∈ B1[2] and
g2 ∈ B2[2]. Let t1 and t2 be the 2-heights of g1 and g2, respectively. Then the
following are equivalent.

(i) There exists a group isomorphism ϕ : B1 → B2 with ϕ(g1) = g2.
(ii) There exists a group isomorphism B1

∼−→ B2 and t1 = t2.

Proof. (i) =⇒ (ii) Obvious.
(ii) =⇒ (i) If g1 is the zero element, then the implication is obvious. Hence,

we may assume that g1 is not the zero element. Since the order 2 of g1 is prime,
there exists b1 ∈ B1 such that 2t1b1 = g1 and the subgroup 〈b1〉 is a direct
summand of B1. Similarly, there exists b2 ∈ B2 such that 2t2b2 = g2 and the
subgroup 〈b2〉 is a direct summand of B2. From the equality t1 = t2 we get
the group isomorphism 〈b1〉

∼−→ 〈b2〉, b1 7→ b2. Let H1 and H2 be finite abelian
groups such that B1

∼= 〈b1〉⊕H1 and B2
∼= 〈b2〉⊕H2. The structure theorem for

finite abelian groups implies the existence of a group isomorphism H1
∼−→ H2.

Now the result follows by extending the group isomorphism 〈b1〉
∼−→ 〈b2〉,

b1 7→ b2, to a group isomorphism B1
∼−→ B2.

Remark 2.31. Theorem 2.61 and Theorem 2.62 imply that the case distinc-
tion in Theorem 2.28 is the same as the one in Corollary 2.14. Given a skew
abelian group (A,Q/Z, β) with skew element g, we have the following facts.

(a) The 2-rank rk2(A) is odd if and only if one has β(g, g) = 1/2.
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(b) The 2-rank rk2(A) is even if and only if one has β(g, g) = 0.

Remark 2.32. Since every symplectic abelian group is a skew abelian group,
one may wonder where symplectic abelian groups occur in Theorem 2.28. They
are the skew abelian groups given by the pairs (B, g) in (b) with g = 0, because

(g, 0) is the skew element of the skew abelian group (B ⊕ B̂,Q/Z, γ).

2.3 Examples

We show how to construct antisymmetric perfect pairings on finite abelian
groups.

Example 2.33. Let p be a prime, let r ∈ Z≥0, and let A = Z/prZ⊕ Z/prZ.
We denote by x and y the elements (1, 0) ∈ A and (0, 1) ∈ A, respectively. The
map 〈x〉× 〈y〉 → A, (x1, x2) 7→ x1 +x2, is a group isomorphism. We construct
a map β : A×A→ Q/Z by setting

β(x, x) = β(y, y) = 0, β(x, y) = −β(y, x) =
1

pr
,

and extending by bilinearity, that is, for all i, j, k, l ∈ Z we set

β(ix+ jy, kx+ ly) = ikβ(x, x) + ilβ(x, y) + jkβ(y, x) + jlβ(y, y) =
il − jk
pr

.

It is immediate to get β(ix + jy, ix + jy) = 0 for all i, j ∈ Z. Hence β
is an alternating pairing. Moreover, for each a ∈ A \ {(0, 0)} we cannot
have both β(a, x) = 0 and β(a, y) = 0. Hence, the group homomorphism
A → Hom(A,Q/Z), a 7→ β(a, ·) is injective. Theorem 2.17 implies it is a
group isomorphism. By Corollary 2.20 the map β is a perfect pairing. Hence
(A,Q/Z, β) is a symplectic abelian group. The skew element of (A,Q/Z, β) is
the zero element, because β is alternating.

Let B = Z/prZ, let b be a generator of B, and let f be the element in B̂ such

that f(b) = 1/pr. Consider the group isomorphism ϕ : A→ B ⊕ B̂ defined by
setting the images ϕ(x) = (b, 0) and ϕ(y) = (0, f) of the generators x and y
of A and extending to the whole group by the homomorphism property. Let γ
be the map

γ : (B ⊕ B̂)× (B ⊕ B̂)→ Q/Z,
((b1, f1), (b2, f2)) 7→ f2(b1)− f1(b2).

By definition it is a pairing and we have

γ((b, 0), (b, 0)) = γ((0, f), (0, f)) = 0,

γ((b, 0), (0, f)) = −γ((0, f), (b, 0)) =
1

pr
.
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Hence, we get the following commutative diagram.

A×A
β

//

ϕ,ϕ
''

Q/Z

(B ⊕ B̂)× (B ⊕ B̂)

γ

77

The situation described in Example 2.33 is very general, as we can see in
Theorem 2.34 and in Theorem 2.60.

Theorem 2.34. Let B be a finite abelian group and γ be the map

γ : (B ⊕ B̂)× (B ⊕ B̂)→ Q/Z,
((b1, f1), (b2, f2)) 7→ f2(b1)− f1(b2).

Then the triple (B ⊕ B̂,Q/Z, γ) is a symplectic abelian group.

Proof. Corollary 2.19 implies that there are group homomorphisms

B ⊕ B̂ → Hom(B,Q/Z), B ⊕ B̂ → Hom(B̂,Q/Z)

(b1, f1) 7→ (b2 7→ −f1(b2)), (b1, f1) 7→ (f2 7→ f2(b1)),

and their kernels are the groups B ⊕ {0} and {0} ⊕ B̂, respectively. Using the
natural group isomorphism

Hom(B ⊕ B̂,Q/Z)
∼−→ Hom(B,Q/Z)×Hom(B̂,Q/Z),

we get an injective group homomorphism B ⊕ B̂ → Hom(B ⊕ B̂,Q/Z),

(b1, f1) 7→ ((b2, f2) 7→ f2(b1)− f1(b2)). Since by Theorem 2.17 the group B⊕B̂
and its dual group are finite groups of the same cardinality, it is a group iso-
morphism. Corollary 2.20 implies that the map γ is a perfect pairing. A direct
computation shows that it is also alternating.

Example 2.35. Let A = Z/2Z and let β : A×A→ Q/Z be the map defined
by setting β(1, 1) = 1/2 and β(0, 1) = β(1, 0) = β(0, 0) = 0. We see that β
is an antisymmetric perfect pairing and the skew element of the skew abelian
group (A,Q/Z, β) is 1. The perfect pairing β is not alternating, because we
have β(1, 1) = 1/2.

Example 2.35 describes the case of a skew abelian group (A,Q/Z, β) with skew
element g such that β(g, g) = 1/2. More generally, we have Theorem 2.36 and
Theorem 2.61.
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Theorem 2.36. Let B be a finite abelian group and γ be the map

γ : (Z/2Z⊕B ⊕ B̂)× (Z/2Z⊕B ⊕ B̂)→ Q/Z,

((g1, b1, f1), (g2, b2, f2)) 7→ g1g2

2
+ f2(b1)− f1(b2).

Then the triple (Z/2Z⊕B ⊕ B̂,Q/Z, γ) is a skew abelian group of odd 2-rank
and its skew element is (1, 0, 0).

Proof. Since the pairing Z/2Z×Z/2Z→ Q/Z, (g1, g2) 7→ 2g1g2, is perfect and

by Corollary 2.19 the map B× B̂ → Q/Z, (b, f) 7→ f(b), is also a perfect pair-
ing, as in the proof of Theorem 2.34 we get an injective group homomorphism

Z/2Z⊕B ⊕ B̂ → Hom(Z/2Z⊕B ⊕ B̂,Q/Z),

(g1, b1, f1) 7→ ((g2, b2, f2) 7→ 2g1g2 + f2(b1)− f1(b2)).

It is also surjective, because by Theorem 2.17 it is an injective group homomor-
phism between two finite groups of the same cardinality. Corollary 2.20 implies
that the map γ is a perfect pairing. A direct computation shows that γ is also
antisymmetric and the skew element of (Z/2Z ⊕ B ⊕ B̂,Q/Z, γ) is (1, 0, 0).

Hence (Z/2Z⊕B ⊕ B̂,Q/Z, γ) is a skew abelian group and by Theorem 2.17
its 2-rank is odd.

Example 2.37. Let s ∈ Z>0, and let A = Z/2sZ ⊕ Z/2sZ. We denote
by x and y the elements (1, 0) ∈ A and (0, 1) ∈ A, respectively. The map
〈x〉 × 〈y〉 → A, (x1, x2) 7→ x1 + x2, is a group isomorphism. We construct a
map β : A×A→ Q/Z by setting

β(x, x) = 0, β(x, y) = −β(y, x) =
1

2s
, β(y, y) =

1

2
,

and extending by bilinearity as in Example 2.33. For all i, j, k, l ∈ Z we set

β(ix+ jy, kx+ ly) =
il − jk

2s
+
jl

2
.

For all i, j, k, l ∈ Z we get

β(ix+ jy, kx+ ly) =
il − jk

2s
+
jl

2
= −

(
kj − li

2s
+
lj

2

)
= −β(kx+ ly, ix+ jy),

because we have 1/2 ≡ −1/2 mod Z. Hence β is an antisymmetric pairing.
Moreover, for each a ∈ A \ {(0, 0)} we cannot have both β(a, x) = 0 and
β(a, y) = 0. Hence, the group homomorphism A→ Hom(A,Q/Z), a 7→ β(a, ·),
is injective. Theorem 2.17 implies it is a group isomorphism. By Corollary 2.20
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the map β is a perfect pairing. Hence (A,Q/Z, β) is a skew abelian group. The
skew element of (A,Q/Z, β) is the element 2s−1x, because for all i, j ∈ Z we
have

β(2s−1x, ix+ jy) = 2s−1jβ(x, y) =
j

2
= jβ(y, y) = β(ix+ jy, ix+ jy).

Let B = 〈x〉 be the subgroup of A generated by x and let f be the element

in B̂ such that f(x) = 1/2s. Note that we have f(2s−1x) = 1/2. Consider the

group isomorphism ϕ : A→ B⊕ B̂ defined by setting the images ϕ(x) = (x, 0)
and ϕ(y) = (0, f) of the generators x and y of A and extending to the whole
group by the homomorphism property. Let γ be the map

γ : (B ⊕ B̂)× (B ⊕ B̂)→ Q/Z,

((b1, f1), (b2, f2)) 7→ f2(b1)− f1(b2) +

{
0 if f1(g) = 0 or f2(g) = 0,
1
2 if f1(g) = f2(g) = 1

2 .

A straightforward computation shows that it is a pairing and we have

γ((x, 0), (x, 0)) = 0, γ((0, f), (0, f)) =
1

2
,

γ((b, 0), (0, f)) = −γ((0, f), (b, 0)) =
1

2s
.

Hence, we get the following commutative diagram.

A×A
β

//

ϕ,ϕ
''

Q/Z

(B ⊕ B̂)× (B ⊕ B̂)

γ

77

Example 2.37 describes the case of a skew abelian group (A,Q/Z, β) with
nontrivial skew element g such that β(g, g) = 0. More generally, we have
Theorem 2.38 and Theorem 2.62.

Theorem 2.38. Let B be a finite abelian group and let g ∈ B[2]. Then the

triple (B ⊕ B̂,Q/Z, γ), where γ is the map

γ : (B ⊕ B̂)× (B ⊕ B̂)→ Q/Z,
((b1, f1), (b2, f2)) 7→ f2(b1)− f1(b2) + 2f1(g)f2(g),

is a skew abelian group of even 2-rank and its skew element is (g, 0).
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Proof. We claim that there are group homomorphisms

B ⊕ B̂ → Hom(B,Q/Z), B ⊕ B̂ → Hom(B̂,Q/Z),

(b1, f1) 7→ (b2 7→ −f1(b2)), (b1, f1) 7→ (f2 7→ f2(b1) + 2f1(g)f2(g)),

and the intersection of their kernels is {0}. A straightforward computation

shows that there is a group homomorphism B ⊕ B̂ → Hom(B̂,Q/Z),
(b1, f1) 7→ (f2 7→ 2f1(g)f2(g)). Now the claim follows from Corollary 2.19. As
in the proof of Theorem 2.34, from the group homomorphisms of the claim we
get an injective group homomorphism

B ⊕ B̂ → Hom(B ⊕ B̂,Q/Z),

((b1, f1), (b2, f2)) 7→ ((b2, f2) 7→ f2(b1)− f1(b2) + 2f1(g)f2(g)).

Since by Theorem 2.17 the group B⊕ B̂ and its dual group are finite groups of
the same cardinality, it is a group isomorphism. Corollary 2.20 implies that the
map γ is a perfect pairing. A direct computation shows that γ is also antisym-
metric and the skew element of (B⊕B̂,Q/Z, γ) is (g, 0). Hence (B ⊕ B̂,Q/Z, γ)
is a skew abelian group and by Theorem 2.17 its 2-rank is even.

2.4 Pairings

We recall common definitions we have not used yet.

Definition 2.39 (Orthogonal or perpendicular). Let A, B, and C be abelian
groups and let β : A × B → C be a pairing. An element a ∈ A is orthogonal
or perpendicular to a subset B′ of B with respect to β if one has β(a, b′) = 0
for all b′ ∈ B′.

The set of elements of A orthogonal to a subset B′ of B is a subgroup of A and
is denoted by ⊥B′. If B′ is a set with exactly one element b′, then by abuse of
notation we write ⊥b′ for ⊥B′. We make similar definitions for elements of B.
If A′ is a subset of A, then we denote by A′⊥ the set of element of B orthogonal
to A′. Note that we have ⊥B = 0 if and only if the group homomorphisms
A → Hom(B,C), a 7→ β(a, ·), is injective. Similarly, we have A⊥ = 0 if and
only if the group homomorphism B → Hom(A,C), b 7→ β(·, b), is injective.

Remark 2.40. If a pairing β : A × A → C is antisymmetric, then for each
subset A′ of A we have ⊥A′ = A′⊥. Hence, in this case we will use only the
notation A′⊥.

Definition 2.41 (Nondegenerate pairing). Let A, B, and C be abelian groups.
A pairing β : A × B → C is a nondegenerate pairing if one has both ⊥B = 0
and A⊥ = 0.

36



2.5. Antisymmetric pairings

2.5 Antisymmetric pairings

Theorem 2.42. Let A be a finite abelian group, let C be an abelian group,
and let β : A×A→ C be a perfect pairing. Then the following are equivalent.

(i) The map Q : A→ C, a 7→ β(a, a), is a group homomorphism.
(ii) The pairing β : A×A→ C is antisymmetric, that is, the triple (A,C, β)

is a skew abelian group.
(iii) There exists g ∈ A such that β(g, a) = β(a, a) for all a ∈ A.
(iv) There exists a unique g ∈ A such that β(g, a) = β(a, a) for all a ∈ A.

Proof. (i) =⇒ (iv) Since the pairing β : A × A → C is perfect, the group
homomorphism A → Hom(A,C), a 7→ β(a, ·), is a group isomorphism. Since
we have Q ∈ Hom(A,C), there exists a unique g ∈ A such that Q is the map
β(g, ·) : A→ C.

(iv) =⇒ (iii) Obvious.
(iii) =⇒ (ii) For all a, b ∈ A we have

β(a, b) + β(b, a) = β(a+ b, a+ b)− β(a, a)− β(b, b) =

= β(g, a+ b)− β(g, a)− β(g, b) = β(g, 0) = 0.

(ii) =⇒ (i) For all a, b ∈ A we see that

Q(a+b) = β(a, a)+β(a, b)+β(b, a)+β(b, b) = β(a, a)+β(b, b) = Q(a)+Q(b).

Hence, the map Q : A→ C, a 7→ β(a, a), is a group homomorphism.

Definition 2.43 (Orthogonal sum). Let I be an index set. For each i ∈ I let Ai
be a finite abelian group, let Ci be an abelian group, and let βi : Ai×Ai → Ci
be an antisymmetric pairing. Suppose that for all but finitely many i ∈ I the
group Ai is trivial and that for each i ∈ I there exists a positive integer ei
such that the group C ′i generated by the image of βi in Ci is a cyclic group of
exponent ei. Let C be an abelian group such that for each i ∈ I the subgroup
C[ei] of C is cyclic of order ei. For each i ∈ I let ψi : C ′i → C be an injective
group homomorphism. The orthogonal sum

β =⊥
i∈I

βi

of the sequence (βi)i∈I of pairings is the pairing

β :
⊕
i∈I

Ai ×
⊕
i∈I

Ai → C,

((ai)i, (bi)i) 7→
∑
i∈I

ψi(βi(ai, bi)).
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Remark 2.44. Each map ψi : C ′i → C in Definition 2.43 is part of the
structure of the orthogonal sum. The orthogonal sum depends on the choice
of these maps.

Remark 2.45. In Definition 2.43 the group generated by the image of β
in C is a cyclic subgroup of C and can be mapped injectively to Q/Z. In
order to simplify the notation, now we restrict our attention to antisymmetric
pairings with image contained in Q/Z and to orthogonal sums where the maps
ψi : 1

ei
Z/Z→ Q/Z in Definition 2.43 are the inclusion maps.

Definition 2.46 (Skew pair). A skew pair is a pair (A, β), where A is a finite
abelian group and β : A×A→ Q/Z is an antisymmetric pairing.

Remark 2.47. Let (A, β) be a skew pair. If β is a perfect pairing, then
(A,Q/Z, β) is a skew abelian group.

Definition 2.48 (Isomorphism of skew pairs). Let (A, β) and (B, γ) be skew
pairs. An isomorphism of skew pairs is a group isomorphism ϕ : A→ B such
that for all x, y ∈ A one has β(x, y) = γ(ϕ(x), ϕ(y)).

Remark 2.49. Let (A,Q/Z, β) and (B,Q/Z, γ) be skew abelian groups. They
are isomorphic as skew pairs if and only if they are isomorphic as skew abelian
groups.

Let A be an abelian group and let H1 and H2 be subgroups of A. If the map
H1 × H2 → A, (h1, h2) 7→ h1 + h2, is a group isomorphism, then we write
A = H1 ×H2.

Let (A, β) be a skew pair and let H be a subgroup of A. Then (H,β|H) is also
a skew pair, where β|H : H×H → Q/Z is the restriction of β to H×H. Let H1

and H2 be subgroups of A. Then we write (A, β) = (H1, β|H1) ⊥ (H2, β|H2), if
the map H1×H2 → A, (h1, h2) 7→ h1 +h2, is an isomorphism of skew pairs. In
order to simplify the notation we will often write only A = H1 ⊥ H2 if there
is no ambiguity on the pairing β.

Lemma 2.50. Let (A, β) be a skew pair and let H1 and H2 be subgroups of
A such that A = H1 ×H2. Then one has A = H1 ⊥ H2 if and only if H1 and
H2 are orthogonal to each other.

Proof. Let a ∈ A and let h1 ∈ H1 and h2 ∈ H2 with a = h1 + h2. If we have
A = H1 ⊥ H2, then β(h1, h2) = β|H1

(h1, 0) + β|H2
(0, h2) = 0. Hence H1 and

H2 are orthogonal to each other.
Now suppose that H1 and H2 are orthogonal to each other. For all g, h ∈ A,

g1, h1 ∈ H1, g2, h2 ∈ H2, with g = g1 + g2 and h = h1 + h2, we have

β(g, h) = β(g1 + g2, h1 + h2) = β(g1, h1) + β(g1, h2) + β(g2, h1) + β(g2, h2)

= β(g1, h1) + β(g2, h2) = β|H1(g1, h1) + β|H2(g2, h2).

Hence, we get A = H1 ⊥ H2.
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Lemma 2.51. Let (A, β) be a skew pair and let H1 and H2 be subgroups of
A such that A = H1 ⊥ H2. Then β is a perfect pairing if and only if β|H1 and
β|H2

are perfect pairings.

Proof. The map ϕ : A→ Hom(A,Q/Z) may be written as

ϕ : H1 ⊥ H2 → Hom(H1,Q/Z)⊕Hom(H2,Q/Z).

Since H1 and H2 are orthogonal to each other, this map preserves the compo-
nents. The map β is a perfect pairing, which is equivalent to ϕ being an iso-
morphism, if and only if ϕ induces group isomorphisms H1

∼−→ Hom(H1,Q/Z)
and H2

∼−→ Hom(H2,Q/Z), that is, the maps β|H1
and β|H2

are perfect pair-
ings.

Lemma 2.52. Let (A, β) be a skew pair and let H be a subgroup of A such that
(H,Q/Z, β|H) is a skew abelian group. Then one has A = H ⊥ H⊥. Moreover
β is a perfect pairing if and only if β|H⊥ is a perfect pairing.

Proof. By definition the kernel of the map ϕ : A → Hom(H,Q/Z),
a 7→ (h 7→ β(a, h)), is H⊥. Since (H,Q/Z, βH) is a skew abelian group, which
is equivalent to ϕ|H being an isomorphism, we have H ∩ H⊥ = {0} and the
natural map H → A/H⊥ is a group isomorphism. Hence, the subgroups H
and H⊥ span A. By Lemma 2.50 we get the decomposition A = H ⊥ H⊥.
The last statement follows from Lemma 2.51.

Lemma 2.53. Let (A,Q/Z, β) and (B,Q/Z, γ) be skew abelian groups. Then
the orthogonal sum (A,Q/Z, β) ⊥ (B,Q/Z, γ) is a skew abelian group.

Proof. Apply Lemma 2.51 to the orthogonal sum.

Lemma 2.54. Let (A, β) be a skew pair and let H1 and H2 be subgroups of
A such that A = H1 ×H2. If the exponents of H1 and H2 are coprime, then
A = H1 ⊥ H2.

Proof. Let e1 and e2 be the exponents of H1 and H2, respectively. Then for
all h1 ∈ H1 and h2 ∈ H2 we have

e1β(h1, h2) = e2β(h1, h2) = 0.

Since e1 and e2 are coprime, we get β(h1, h2) = 0 for all h1 ∈ H1 and h2 ∈ H2.
Hence H1 and H2 are orthogonal to each other and by Lemma 2.50 we have
A = H1 ⊥ H2.

Definition 2.55 (p-primary component of an abelian group). Let p be a prime
and let A be an abelian group. The p-primary component A[p∞] of A is the
subgroup

A[p∞] =
⋃

i∈Z≥0

A[pi]
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of A.

Theorem 2.56. Let A be a torsion abelian group and for each prime p let
A[p∞] be its p-primary component. Then the map⊕

p prime

A[p∞]→ A,

(ap)p 7→
∑

p prime

ap,

is an isomorphism of abelian groups.

Proof. See Theorem 4.1.1 in Section 4.1 of Chapter 4 in [59] by Robinson.

Theorem 2.57. Let p be a prime, let (A,C, β) be a skew abelian group, and
let A[p∞] be the p-primary component of A. Then (A[p∞], C, β|A[p∞]) is a skew
abelian group.

Proof. By Theorem 2.56 there is a subgroup H of A such that A = A[p∞]×H
and the exponents of H and A[p∞] are coprime. By Lemma 2.54 we get
A = A[p∞] ⊥ H. The result follows from Lemma 2.51 .

Definition 2.58 (p-primary component of a skew abelian group). Let p be a
prime, let (A,C, β) be a skew abelian group, and let A[p∞] be the p-primary
component of A. The p-primary component of (A,C, β) is the skew abelian
group (A[p∞], C, β|A[p∞]).

Theorem 2.59. Let (A,C, β) be a skew abelian group and for each prime p let
(A[p∞], C, β|A[p∞]) be its p-primary component. Then the group isomorphism

ϕ :
⊕

p prime

A[p∞]→ A,

(ap)p 7→
∑

p prime

ap,

is an isomorphism

⊥
p prime

(A[p∞], C, β|A[p∞]) = (A,C, β)

of skew abelian groups.

Proof. Since A is a finite abelian group, for all but finitely many primes p
the group A[p∞] is trivial. Hence, the orthogonal sum in the statement of the
theorem is well-defined. The result follows from Theorem 2.56 and Lemma 2.54.
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Theorem 2.60. Let (A,Q/Z, β) be a symplectic abelian group. Then there

exist a finite abelian group B and a group isomorphism ϕ : A
∼−→ B ⊕ B̂ such

that the diagram

A×A
β

//

ϕ,ϕ
''

Q/Z

(B ⊕ B̂)× (B ⊕ B̂)

γ

77

commutes, where γ is the map

γ : (B ⊕ B̂)× (B ⊕ B̂)→ Q/Z,
((b1, f1), (b2, f2)) 7→ f2(b1)− f1(b2).

Proof. We pick an element a ∈ A of maximal order e. Let 〈a〉 be the subgroup
generated by a. Then the short exact sequence 0 → 〈a〉 → A → A/〈a〉 → 0
splits. We choose a splitting of the sequence. Composing the projection of A
onto 〈a〉 with the isomorphism 〈a〉 ∼−→ 1

eZ/Z that maps a to 1
e mod Z as in the

diagram

A = 〈a〉 ⊕A/〈a〉 // //

χ
''

〈a〉

∼ a 7→ 1
e mod Z

��
1
eZ/Z

gives a homomorphism χ : A→ Q/Z. Since the pairing β is perfect, by duality
there is an element b ∈ A such that for all x ∈ A one has χ(x) = β(x, b).
Hence, we have β(a, b) = 1

e and the order of b is e. Since we have 〈a〉 ⊂ 〈a〉⊥
and 〈b〉∩〈a〉⊥ = {0}, the subgroups 〈a〉 and 〈b〉 form a direct sum H = 〈a〉⊕〈b〉
in A and the pairing β|H is perfect. By Lemma 2.52 we get the decomposition
A = H ⊥ H⊥ and the pairing β|H⊥ is perfect.

The pairing satisfies β(a, a) = β(b, b) = 0 and β(a, b) = −β(b, a) = 1/e. If we
identify the group 〈b〉 with the dual group of 〈a〉 as above, the restriction of our

pairing to (〈a〉⊕〈̂a〉)×(〈a〉⊕〈̂a〉) becomes ((a1, f1), (a2, f2)) 7→ f2(a1)−f1(a2).
By induction on the order of the group A we conclude the proof.

Theorem 2.61. Let (A,Q/Z, β) be a skew abelian group, let g be its skew
element, and suppose β(g, g) = 1/2. Then there exist a finite abelian group B

and a group isomorphism ϕ : A
∼−→ Z/2Z ⊕ B ⊕ B̂ such that ϕ(g) = (1, 0, 0)
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and the diagram

A×A
β

//

ϕ,ϕ
**

Q/Z

(Z/2Z⊕B ⊕ B̂)× (Z/2Z⊕B ⊕ B̂)

γ
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commutes, where γ is the map

γ : (Z/2Z⊕B ⊕ B̂)× (Z/2Z⊕B ⊕ B̂)→ Q/Z,

((g1, b1, f1), (g2, b2, f2)) 7→ g1g2

2
+ f2(b1)− f1(b2).

Proof. We have g /∈ 〈g〉⊥. Hence, the pairing β|〈g〉 is perfect. By Lemma 2.52

we get the decomposition A = 〈g〉 ⊥ 〈g〉⊥ and the pairing β|〈g〉⊥ is per-

fect. It is also alternating, because a ∈ 〈g〉⊥ implies β(a, a) = β(g, a) = 0.
Hence (〈g〉⊥,Q/Z, β|〈g〉⊥) is a symplectic abelian group. We conclude by com-

bining Theorem 2.60 applied to (〈g〉⊥,Q/Z, β|〈g〉⊥) and the skew abelian group

isomorphism 〈g〉 ∼−→ Z/2Z, g 7→ 1 mod 2, from (〈g〉,Q/Z, β|〈g〉) to
(Z/2Z,Q/Z, (g1, g2) 7→ g1g2/2).

Theorem 2.62. Let (A,Q/Z, β) be a skew abelian group, let gA be its skew
element, and suppose β(gA, gA) = 0. Then there exist a finite abelian group

B, an element g ∈ B[2], and a group isomorphism ϕ : A
∼−→ B ⊕ B̂ such that

φ(gA) = (g, 0) and the diagram

A×A
β

//

ϕ,ϕ
''

Q/Z

(B ⊕ B̂)× (B ⊕ B̂)

γ

77

commutes, where γ is the map

γ : (B ⊕ B̂)× (B ⊕ B̂)→ Q/Z,
((b1, f1), (b2, f2)) 7→ f2(b1)− f1(b2) + 2f1(g)f2(g).

Moreover, for gA 6= 0 there exists a subgroup H of A such that A = H ⊥ H⊥,
the triple (H⊥,Q/Z, β|H⊥) is a symplectic abelian group, and (H,Q/Z, β|H)
is a skew abelian group isomorphic to (Z/2sZ⊕Z/2sZ,Q/Z, δ), where s is the
largest positive integer such that the equation 2s−1x = gA has a solution x ∈ A
and δ is the map δ : Z/2sZ⊕Z/2sZ→ Q/Z, δ((i, j), (k, l)) = (il−jk)/2s+jl/2.
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Proof. The case gA = 0 is Theorem 2.60. By Theorem 2.13 we are left with the
case when gA has order 2. By Lemma 2.54 we can assume that A is a 2-group.
Let s be the largest positive integer such that the equation 2s−1x = gA has
a solution x ∈ A. Since the order 2 of gA is prime, there exists a ∈ A such
that gA = 2s−1a and the subgroup 〈a〉 is a direct summand of A. We have
β(a, a) = β(a, gA) = 2s−1β(a, a) = 0, because either s = 1 and a = gA or s > 1
and an odd multiple of β(a, a) equals 0. Now, as in the proof of Theorem 2.60,
there is b ∈ A of order 2s such that β(a, b) = 1/2s, the subgroups 〈a〉 and
〈b〉 form a direct sum H = 〈a〉 ⊕ 〈b〉 in A, and the pairing β|H is perfect. By
Lemma 2.52 we get the decomposition A = H ⊥ H⊥ and the pairing β|H⊥ is
perfect. It is also alternating, because c ∈ H⊥ implies c ∈ g⊥A and therefore
β(c, c) = β(gA, c) = 0. Hence, the triple (H⊥,Q/Z, β|H⊥) is a symplectic
abelian group.

The pairing satisfies β(a, a) = 0, β(b, b) = 1/2 and β(a, b) = −β(b, a) = 1/2s.
Hence, the group isomorphism H

∼−→ Z/2sZ⊕ Z/2sZ given by a 7→ (1, 0) and
b 7→ (0, 1) is an isomorphism between the skew abelian groups (H,Q/Z, β|H)
and (Z/2sZ⊕ Z/2sZ,Q/Z, δ), where δ is the map δ : Z/2sZ⊕ Z/2sZ→ Q/Z,
δ((i, j), (k, l)) = (il− jk)/2s + jl/2. If we identify the group 〈b〉 with the dual

group 〈̂a〉 of 〈a〉 as in the proof of Theorem 2.60, the restriction of our pairing

to (〈a〉 ⊕ 〈̂a〉)× (〈a〉 ⊕ 〈̂a〉) becomes

((a1, f1), (a2, f2)) 7→ f2(a1)− f1(a2) + 2f1(gA)f2(gA).

If we have H⊥ = {0}, then the result follows by taking B = Z/2sZ,

g = 2s−1 mod 2sZ ∈ B, and ϕ : A → B ⊕ B̂ such that φ(a) = (1, 0) and
ϕ(b) = (0, 1). Otherwise, the result follows by combining this particular case
and Theorem 2.60 applied to the symplectic abelian group (H⊥,Q/Z, β|H⊥).

2.6 Wall’s results

We summarize the results about isomorphism classes of skew abelian groups
of the form (A,Q/Z, β), where A is a finite abelian group and β is an antisym-
metric perfect pairing, in [73] by Wall. We link his notation to our examples
and proofs.

Let M be the set of isomorphism classes of skew abelian groups of the form
(A,Q/Z, β). By Lemma 2.53 the orthogonal sum induces a commutative and
associative operation on M. The class e of the trivial group is an identity
element of this operation. Hence M is an abelian monoid. We want to give
generators and relations for M.

For p prime and r ∈ Z>0 define Wpr as the isomorphism class in M of
(A,Q/Z, β), where A = 〈x〉 × 〈y〉, the subgroups 〈x〉 and 〈y〉 of A have both
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order pr, and β(x, x) = β(y, y) = 0, β(x, y) = −β(y, x) = 1/pr. This is the
isomorphism class given by a cyclic group B of order pr in Theorem 2.25. It
is also the isomorphism class of the skew abelian group (A,Q/Z, β) in Ex-
ample 2.33 and of the skew abelian group (H,Q/Z, β|H) used in the proof of
Theorem 2.60 when H has order p2r.

Define Y2 as the isomorphism class of the skew abelian group (A,Q/Z, β),
where A = 〈g〉 has order 2 and β(g, g) = 1/2. This is the isomorphism class
given by the trivial group B in (a) of Theorem 2.28. It is also the isomorphism
class of the skew abelian group (A,Q/Z, β) in Example 2.35 and of the skew
abelian group (〈g〉,Q/Z, β|〈g〉) used in the proof of Theorem 2.61.

For s ∈ Z>0 define X2s as the isomorphism class of the skew abelian group
(A,Q/Z, β), where A = 〈x〉 × 〈y〉, the subgroups 〈x〉 and 〈y〉 of A have both
order 2s, and β(x, x) = 0, β(x, y) = −β(y, x) = 1/2s, β(y, y) = 1/2. This is
the isomorphism class given by a cyclic group B of order 2s with g 6= 0 in (b)
of Theorem 2.28. It is also the isomorphism class of the skew abelian group
(A,Q/Z, β) in Example 2.37 and of the skew abelian group (H,Q/Z, β|H) used
in the proof of Theorem 2.62 when H has order 22s.

Theorem 2.63 (Wall [73]). Let (A,Q/Z, β) be a skew abelian group, let g be
its skew element, and let W be the set W = {Wpr : r ∈ Z>0, p prime}. Then
the isomorphism class of (A,Q/Z, β) in M can be written

(a) uniquely as a finite sum of elements in W if β is alternating,
(b) as a sum of Y2 and a finite sum of elements in W if β(g, g) = 1/2,
(c) as a sum of X2s and a finite sum of elements in W if g 6= 0, β(g, g) = 0,

and s is the largest positive integer such that the equation 2s−1x = g has a
solution x ∈ A.

Proof. Theorem 2.25 and (a) of Theorem 2.28 give (a) and (b), respectively.
Combining (b) of Theorem 2.28, Lemma 2.30, and the orthogonal sum decom-
position in Theorem 2.62 gives (c).

Theorem 2.64 (Wall [73]). The monoid M is generated by the elements in
the set

M = {Wpr , Y2, X2s : r ∈ Z>0, s ∈ Z>0, p prime}

with relations Y2 +Y2 = X2, Y2 +X2r = Y2 +W2r , and X2r +X2s = X2r +W2s ,
where r, s ∈ Z>0 and s ≥ r.

Proof. The result follows from Theorem 2.63.
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CHAPTER 3

The local norm-residue symbol

We introduce the concept of norm-residue symbol in the case of local fields.
Most of the statements in this chapter are well-known. Our main new contri-
bution is Theorem 3.80, which characterizes the norm-residue symbol in an
elementary way.

3.1 Topological algebra

We consider groups, rings, and fields endowed with a topology and recall some
properties when they are locally compact Hausdorff spaces.

Definition 3.1 (Topological group). A topological group is a group (G, ·)
together with a topology on G such that the group operations

(a) G×G→ G, (x, y) 7→ x · y,
(b) G→ G, x 7→ x−1,

are continuous, where G×G has the product topology.

Remark 3.2. We consider finite groups as topological groups by endowing
them with the discrete topology.

Definition 3.3 (Locally compact). A topological space X is locally compact
if every point of X has a compact neighbourhood.

Definition 3.4 (σ-algebra). A σ-algebra on a set X is a non empty collection
Σ of subsets of X closed under the formation of complements and countable
unions.
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Definition 3.5 (Measure). Let X be a set and let Σ be a σ-algebra on X. A
measure µ on Σ is a function µ : Σ → R≥0 ∪ {+∞} such that µ(∅) = 0 and
for any sequence (Xi)i∈Z>0

of pairwise disjoint sets in Σ one has

µ

( ∞⋃
i=1

Xi

)
=

∞∑
i=1

µ(Xi).

Definition 3.6 (Left Haar measure). Let G be a locally compact topological
group and let B be the σ-algebra generated by the compact subsets of G. A
left Haar measure on G is a measure µ : B → R≥0 ∪ {+∞} with the following
properties.

(a) It is not the zero measure.
(b) It is finite on all compact sets C ∈ B.
(c) It is outer regular on all sets B ∈ B:

µ(B) = inf{µ(U) : B ⊆ U, open U ∈ B}.

(d) It is inner regular on all sets B ∈ B:

µ(U) = sup{µ(C) : C ⊆ B, compact C ∈ B}.

(e) It is invariant under left translation: for every g ∈ G and every set B ∈ B
one has µ(gB) = µ(B).

Theorem 3.7 (Weil [75]). Let G be a locally compact Hausdorff group. Then
there exists a left Haar measure on G. If µ and ν are two left Haar measures
on G, then there is C ∈ R>0 such that ν = Cµ.

Proof. We refer to Chapter XI in [23] by Halmos. See Theorem B in Section 58
for the existence and Theorem C in Section 60 for the uniqueness up to a
positive constant.

Remark 3.8. A ring (R,+, ·) is assumed to have a multiplicative identity,
which we denote by 1.

Definition 3.9 (Topological ring). A topological ring is a ring (R,+, ·) to-
gether with a topology on R such that the ring operations

(a) R×R→ R, (x, y) 7→ x+ y,
(b) R×R→ R, (x, y) 7→ x · y

are continuous, where R×R has the product topology.

Theorem 3.10. Let R be a ring. Then the set of all invertible elements of R
forms a group under multiplication.

Proof. See Section 1 of Chapter II in [32] by Lang.
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Definition 3.11 (Group of units). Let R be a ring. The group of units R∗ of
R is the group of all invertible elements of R.

Remark 3.12. The topology of a topological ring R, which is often called
‘additive topology’, induces a topology on the group R∗. This topology does
not always render R∗ a topological group, because the operation R∗ → R∗,
x 7→ x−1, is not necessarily continuous with respect to the additive topology.
A canonical way to repair this is to give R∗ the subset topology coming from
the injection

R∗ → R×R, x 7→ (x, x−1),

of R∗ into the topological product R × R. This topology renders R∗ a topo-
logical group and the inclusion map R∗ ↪→ R is continuous.

The previous remark suggests the following definition of topological field.

Definition 3.13 (Topological field). A topological field is a field F that is a
topological ring such that the operation

F ∗ → F ∗, x 7→ x−1,

is continuous with respect to the induced topology on F ∗.

Theorem 3.14. Let F be a locally compact Hausdorff topological ring that is
a field. Then F is a topological field.

Proof. See Section 2.3 of Chapter III in [28] by Iyanaga.

3.2 Local fields

We recall some basic facts and terminology relative to local fields. We refer to
[65] by Serre, to [9] by Cassels and Fröhlich, to [6] by Bourbaki, to [50] and
[51] by Neukirch. Since the definitions of some concepts are not uniform, we
provide a reference for our reader.

Definition 3.15 (Local field). A local field is a non-discrete locally compact
Hausdorff topological field.

Local fields have been completely classified by van Dantzig [72] and Pontrya-
gin [55].

Theorem 3.16 (van Dantzig [72], Pontryagin [55]). All of the following are
local fields and every local field is isomorphic, as a topological field, to one of
the following:

(a) the field R of real numbers;
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(b) the field C of complex numbers;
(c) a finite field extension of Qp, the field of p-adic rationals, where p is a

prime;
(d) the field Fq((t)) of formal Laurent series in one variable t with coeffi-

cients in a finite field Fq of q elements.

Proof. See Theorem 22 in Section 27 of Chapter 4 in [56] by Pontryagin.

Definition 3.17 (Normalized absolute value). Let F be a local field. The
normalized absolute value | · |F on F is the function

| · |F : F → R≥0

such that for every α ∈ F the normalized absolute value |α|F of α is given by
the formula

|α|F =
µ(αX)

µ(X)
,

where µ is a Haar measure on the additive group F and X is any subset of F
with 0 < µ(X) <∞.

We will often use only the symbol | · | for the normalized absolute value when
the field is understood.

Theorem 3.18. Let F be a local field and let |·|F : F → R≥0 be the normalized
absolute value on F . Then for all α, β ∈ F one has

|αβ|F = |α|F · |β|F .

Proof. The formula follows from Definition 3.17.

Definition 3.19 (Non-Archimedean and Archimedean local fields). A local
field F is non-Archimedean if for all α, β ∈ F one has

|α+ β| ≤ max{|α|, |β|}.

Otherwise, it is Archimedean.

The fields of real and complex numbers are Archimedean fields. All local fields
that are not isomorphic to any of those two fields are non-Archimedean.

Definition 3.20 (Extension of local fields). An extension of local fields is
a field extension F/E such that E and F are local fields and the inclusion
E ↪→ F is continuous.

Theorem 3.21. Let F/E be an extension of local fields. Then F/E is a finite
field extension.
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Proof. See Theorem 3 in Section 2.4 of Chapter I in [6] by Bourbaki.

Theorem 3.22. Let F/E be an extension of local fields and let |·|F : F → R≥0

and |·|E : E → R≥0 be the normalized absolute values on F and E, respectively.
Then for all α ∈ F one has

|α|F = |NF/E α|E .

Proof. See Lemma in Section 11 of Chapter II in [9] by Cassels and Fröhlich.

Theorem 3.23. Let F be a non-Archimedean local field. Then the set of all
elements of F whose normalized absolute value is less than or equal to 1 forms
a ring under addition and multiplication.

Proof. The result follows from Theorem 3.18 and Definition 3.19.

Definition 3.24 (Ring of integers). Let F be a non-Archimedean local field.
The ring of integers OF of F is the ring of all elements of F whose normalized
absolute value is less than or equal to 1.

Theorem 3.25. Let F be a non-Archimedean local field and let OF be its
ring of integers. Then the set of all elements of F whose normalized absolute
value is equal to 1 forms the group O∗F of invertible elements of OF under
multiplication.

Proof. The result follows from Theorem 3.18.

Definition 3.26 (Group of units). Let F be a non-Archimedean local field
and let OF be its ring of integers. The group of units UF of OF is the group
of elements of F whose normalized absolute value is equal to 1.

Remark 3.27. Note the equality O∗F = UF . We introduce a different notation
in analogy to Definition 3.36.

Theorem 3.28. Let F be a non-Archimedean local field and let OF be its ring
of integers. Then OF is a local ring with maximal ideal formed by the set of
all elements of F whose normalized absolute value is less than 1.

Proof. Theorem 3.18 and Definition 3.19 imply that the set of all elements
of F whose normalized absolute value is less than 1 forms an ideal of OF .
Theorem 3.25 shows that this ideal is the unique maximal ideal of OF .

Definition 3.29 (Maximal ideal). Let F be a non-Archimedean local field.
The maximal ideal PF of the ring of integers of F is the additive group of all
elements of F whose normalized absolute value is less than 1.
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Definition 3.30 (Residue field). Let F be a non-Archimedean local field, let
OF be the ring of integers of F , and let PF be the maximal ideal of OF . The
residue field of F is the quotient OF /PF .

Theorem 3.31. Let F be a non-Archimedean local field. Then there exist a
unique real number C ∈ R>1 and a unique surjective group homomorphism
vF : F ∗ → Z such that for all α ∈ F ∗ one has

|α| = C− vF (α).

Proof. See Theorem 6 in Section 4 of Chapter I in [76] by Weil.

Definition 3.32 (Normalized valuation). Let F be a non-Archimedean local
field. The normalized valuation on F is the function vF : F → Z ∪ {+∞}
such that vF (0) = +∞ and vF |F∗ equals the surjective group homomorphism
F ∗ → Z of Theorem 3.31.

We will often use only the symbol v for the normalized valuation when the
field is understood and the symbol vp for the normalized valuation on the field
Qp of p-adic rationals.

Definition 3.33 (Prime element). Let F be a non-Archimedean local field.
A prime element of F is an element in F whose normalized valuation is 1.

Theorem 3.34. Let F be a non-Archimedean local field. Then the cardinality
of its residue field is finite and equals the constant C of Theorem 3.31.

Proof. See Theorem 6 in Section 4 of Chapter I in [76] by Weil.

Theorem 3.35. Let F be a non-Archimedean local field, let OF be its ring
of integers, and let PF be the maximal ideal of OF . Then for each n ∈ Z>0

the OF -ideal Pn
F consists of all elements of F whose normalized valuation is

greater than or equal to n.

Proof. The result follows from Theorem 3.31.

Definition 3.36 (Higher unit groups). Let F be a non-Archimedean local
field and let PF be the maximal ideal of its ring of integers. For each n ∈ Z>0

the n-th higher unit group U
(n)
F of the ring of integers of F is the group 1+Pn

F .

The 0-th higher unit group U
(0)
F of the ring of integers of F is the group of

units UF .

Theorem 3.37. Let F be a non-Archimedean local field, let q be the cardinality
of its residue field, let UF be the group of units of the ring of integers of F , and
let µq−1 be the group of q − 1-th roots of unity in F . Then the short sequence

1 −→ UF −→ F ∗
v−→ Z −→ 1
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is exact and split, the group µq−1 is cyclic of order q − 1, and the group UF
has the direct decomposition

UF = µq−1 × U (1)
F ,

where U
(1)
F is the first higher unit group of the ring of integers of F .

Proof. See Proposition 1.1 of Chapter III in [50] by Neukirch.

Theorem 3.38. Let F be a non-Archimedean local field of characteristic 0, let
p and q be the characteristic and the cardinality of its residue field, respectively,
let UF be the group of units of the ring of integers of F , let d the degree of
the extension F/Qp, where Qp is the field of p-adic rationals, and let Zp be
the ring of integers of Qp. Then there exists a ∈ Z≥0 such that there is an
isomorphism of topological groups

UF ∼= Z/(q − 1)Z⊕ Z/paZ⊕ Zdp.

Proof. See Proposition 5.7 of Chapter II in [51] by Neukirch.

Theorem 3.39. Let p be a prime, let F be a non-Archimedean local field of
characteristic p, let q be the cardinality of its residue field, and let UF be the
group of units of the ring of integers of F . Then there is an isomorphism of
topological groups

UF ∼= Z/(q − 1)Z⊕ ZZ
p ,

where ZZ
p is endowed with the product topology.

Proof. See Proposition 5.7 of Chapter II in [51] by Neukirch.

3.3 Abelian Kummer theory

Definition 3.40 (Exponent of a Galois field extension). The exponent of a
Galois field extension L/K is the exponent of the Galois group Gal(L/K).

Definition 3.41 (Abelian field extension). An abelian field extension is a
Galois field extension L/K such that the Galois group Gal(L/K) is abelian.

Definition 3.42 (Cyclic field extension). A cyclic field extension is a Galois
field extension L/K such that the Galois group Gal(L/K) is cyclic.

Definition 3.43 (Kummer m-extension). Let m be a positive integer. A Kum-
mer m-extension is an abelian field extension L/K of exponent dividingm such
that the field K contains a primitive m-th root of unity.
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Theorem 3.44. Let m be a positive integer and let K be a field containing a
primitive m-th root of unity. Then there is an inclusion preserving bijection

{Kummer m-extensions of K}/∼=K ↔ {subgroups of K∗/K∗m},
L 7→ (L∗m ∩K∗)/K∗m,

K(
m
√

∆)← [ ∆

Proof. See Theorem 8.2 in Section 8 of Chapter VI in [32] by Lang.

Remark 3.45. On the Galois group Gal(L/K) of a Galois field extension
L/K we consider the Krull topology. If G is a topological group and H is an
abelian topological group, then the set of continuous group homomorphisms
G→ H forms an abelian group under pointwise addition. We denote the group
of continuous group homomorphisms from G to H by Hom(G,H).

Definition 3.46 (Compact-open topology). Let X and Y be topological
spaces and let C(X,Y ) be the set of continuous functions X → Y . The
compact-open topology on the set C(X,Y ) is the topology generated by the
sets of the form

V (K,U) = {f ∈ C(X,Y ) : f(K) ⊆ U},

where K ranges over the compact subsets of X and U ranges over the open
subsets of Y .

Theorem 3.47. Let m be a positive integer, let K be a field containing a
primitive m-th root of unity, let µm be the group of m-th roots of unity in
K, let L be a Kummer m-extension of K, and let ∆ be the discrete group
(L∗m ∩K∗)/K∗m. Then there is a perfect pairing

Gal(L/K)×∆→ µm,

(σ, a) 7→ σ(m
√
a)

m
√
a

,

that is, the map that sends an element a ∈ ∆ to the character σ 7→ σ(m
√
a)

m
√
a

is a

canonical isomorphism of topological groups

∆ ∼= Hom(Gal(L/K), µm)

and the map that sends an automorphism σ ∈ Gal(L/K) to the character

a 7→ σ(m
√
a)

m
√
a

is a canonical isomorphism of topological groups

Gal(L/K) ∼= Hom(∆, µm),

where the groups Hom(Gal(L/K), µm) and Hom(∆, µm) are endowed with the
compact-open topology.
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Proof. See Theorem 5.3 of Chapter I in [50] by Neukirch.

Remark 3.48. Let m be a positive integer and let K be a field containing
a primitive m-th root of unity. Within a fixed algebraic closure of K there
exists a unique maximal Kummer m-extension L = K(m

√
K∗), because L is a

Kummer m-extension and all Kummer m-extensions of K are contained in L.
By Theorem 3.47 we have a canonical isomorphism of topological groups

K∗/K∗m ∼= Hom(Gal(L/K), µm).

3.4 Local class field theory

We state the main theorem of local class field theory about the local reciprocity
map and some related results. See [50] by Neukirch and Chapter VI in [9] by
Cassels and Fröhlich as references.

Theorem 3.49. Let l/k be an extension of finite fields. The map ϕ : l → l,
x 7→ x#k, is an automorphism of l over k.

Proof. See Theorem 5.5 in Section 5 of Chapter V in [32] by Lang.

Definition 3.50 (Frobenius automorphism). Let l/k be an extension of finite
fields. The Frobenius automorphism of l over k is the automorphism of l that
maps any element x in l to x#k.

Theorem 3.51. Let l/k be an extension of finite fields. Then the extension l/k
is Galois and its Galois group Gal(l/k) is cyclic and generated by the Frobenius
automorphism of l over k.

Proof. See Theorem 5.5 in Section 5 of Chapter V in [32] by Lang.

Definition 3.52 (Unramified extension of non-Archimedean local fields). Let
F/E be an extension of non-Archimedean local fields and let OF /PF and
OE/PE be the residue fields of F and E, respectively. The extension F/E is
unramified if one has

[F : E] = [OF /PF : OE/PE ].

Theorem 3.53. Let F/E be an unramified extension of non-Archimedean
local fields and let vF : F ∗ → Z and vE : E∗ → Z be the normalized valuations
on F and E, respectively. Then one has

vF |E = vE .
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Proof. By definition vF (0) = +∞ = vE(0). Let OF /PF and OE/PE be the
residue fields of F and E, respectively. Since the extension F/E is unramified,
we have

[F : E] = [OF /PF : OE/PE ].

Using Theorem 3.22 and Theorem 3.34 we get for all α ∈ E∗

|OF /PF |− vF (α) = |OE/PE |− vE(NF/E α).

Taking the logarithm in base |OE/PE | of both sides gives

−[F : E] vF (α) = − vE(NF/E α).

The result follows from the equality NF/E α = α[F :E] for all α ∈ E.

Theorem 3.54. Let F/E be an unramified extension of non-Archimedean local
fields and let OF /PF and OE/PE be the residue fields of F and E, respectively.
Then the extension F/E is Galois and the map that sends an automorphism
in Gal(F/E) to its induced automorphism in Gal((OF /PF )/(OE/PE)) by re-
striction to the rings of integers and reduction modulo the maximal ideals is a
canonical isomorphism

Gal(F/E) ∼= Gal((OF /PF )/(OE/PE)).

Proof. See Corollary of Theorem 1 in Section 7 of Chapter 1 in [9] by Cassels
and Fröhlich.

Definition 3.55 (Frobenius element). Let F/E be an unramified extension
of non-Archimedean local fields. The Frobenius element FrF/E is the automor-
phism in the Galois group Gal(F/E) that induces the Frobenius automorphism
on the corresponding extension of residue fields.

Theorem 3.56. Let F/E be an unramified extension of non-Archimedean
local fields. Then the Galois group Gal(F/E) is cyclic and generated by the
Frobenius element FrF/E.

Proof. By Theorem 3.54 the Galois group Gal(F/E) is isomorphic to the Ga-
lois group of an extension of finite fields, which is, by Theorem 3.51, cyclic and
generated by the Frobenius automorphism.

Theorem 3.57. Let L be the category whose objects are local fields and whose
morphisms are continuous homomorphisms of fields, let E → F be a morphism
of local fields, and let NF/E : F → E be the norm map from F to E. Then
there is a unique system of group homomorphisms

rF/E : Gal(F/E)→ E∗/NF/E F
∗

indexed by all morphisms E → F in L with F/E Galois with the following
properties.
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3.4. Local class field theory

(a) For each commutative diagram in L

E

��

// F

��

K // L

with F/E and L/K Galois, the diagram

Gal(L/K)
rL/K
//

res

��

K∗/NL/K L
∗

NK/E

��

Gal(F/E)
rF/E
// E∗/NF/E F

∗

commutes, where the map res : Gal(L/K)→ Gal(F/E) is given by restricting
to F the automorphisms of L over K.

(b) If E is Archimedean, then the group homomorphism

rF/E : Gal(F/E)→ E∗/NF/E F
∗

is surjective.
(c) If E is non-Archimedean and the extension F/E is unramified, then

there is a commutative diagram

Gal(F/E)

∼
��

rF/E
// E∗/NF/E F

∗

v

��

Gal((OF /PF )/(OE/PE))
∼ // Z/[F : E]Z

where the map

Gal(F/E)
∼−→ Gal((OF /PF )/(OE/PE))

is the isomorphism of Theorem 3.54, the vertical map

v : E∗/NF/E F
∗ −→ Z/[F : E]Z

is the group homomorphism induced by the normalized valuation on E modulo
[F : E], and the isomorphism

Gal((OF /PF )/(OE/PE))
∼−→ Z/[F : E]Z

maps the Frobenius automorphism of OF /PF over OE/PE to the residue class
1 mod [F : E].
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Proof. See Section 2 of Chapter III in [50] by Neukirch.

Definition 3.58 (Local reciprocity maps). The local reciprocity maps are the
group homomorphisms rF/E in Theorem 3.57.

Theorem 3.59. Let F/E be a Galois extension of local fields and let
Gal(F/E)ab be the abelianization of the Galois group of F over E. Then each
local reciprocity map rF/E induces a group isomorphism

Gal(F/E)ab ∼−→ E∗/NF/E F
∗. (3.60)

Proof. See Theorem 2.1 in Section 2 of Chapter III in [50] by Neukirch.

Definition 3.61 (Norm-residue map). Let F/E be a Galois extension of lo-
cal fields and let Gal(F/E)ab be the abelianization of the Galois group of F
over E. The norm-residue map ψF/E of the extension F/E is the surjective
homomorphism

ψF/E : E∗ → Gal(F/E)ab

obtained by composing the inverse E∗/NF/E F
∗ → Gal(F/E)ab of the group

isomorphism 3.60 with the projection E∗ → E∗/NF/E F
∗.

Remark 3.62. By taking projective limits the norm-residue map gives rise
to a norm-residue map for any arbitrary Galois extension F/E of a given local
field E. In the particular case of the maximal abelian extension of E we denote
by

ψE : E∗ → Gab
E

the norm-residue map from E∗ to the Galois group Gab
E of the maximal abelian

extension of E.

Theorem 3.63 (Local existence theorem). Let E be a local field. A subgroup
of E∗ is of the form NF/E F

∗ for some abelian extension F/E of local fields if
and only if it is of finite index and open.

Proof. See Theorem 3 in Section 2.7 of Chapter VI in [9] by Cassels and
Fröhlich.

Theorem 3.64. Let m be a positive integer, let E be a local field containing
a primitive m-th root of unity, and let F = E(m

√
E∗) be the maximal Kummer

m-extension of E within a fixed algebraic closure of E. Then the extension
F/E is finite, one has

NF/E F
∗ = E∗m,

and the norm-residue map ψF/E induces an isomorphism

E∗/E∗m
∼−→ Gal(F/E).
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3.5. The norm-residue symbol

Proof. By Theorem 3.37, Theorem 3.38, and Theorem 3.39 the subgroup E∗m

of E is of finite index and open. Theorem 3.63 implies that there exists some
abelian extension L/E of local fields such that NL/E L

∗ = E∗m. By Theo-
rem 3.21 the extension L/E is finite. By Theorem 3.59 the local reciprocity
map rL/E gives the isomorphism

Gal(L/E)
∼−→ E∗/E∗m.

Hence, the norm-residue map ψF/E induces an isomorphism

E∗/E∗m
∼−→ Gal(F/E).

Since E∗/E∗m is the maximal quotient group of E∗ of exponent dividing m,
the extension L/E is the maximal Kummer m-extension of E.

Theorem 3.65 (Norm limitation theorem). Let E/F be an extension of local
fields and let L be the largest abelian extension of F contained in E. Then one
has

NE/F E
∗ = NL/F L

∗.

Proof. See Proposition 4 in Section 2.6 of Chapter VI in [9] by Cassels and
Fröhlich.

Corollary 3.66. Let E/F be an extension of local fields and let L be the

largest abelian extension of F contained in E. Let U
(1)
E and U

(1)
L be the first

higher unit groups of the rings of integers of E and of L, respectively. Then
one has

NE/F U
(1)
E = NL/F U

(1)
L

Proof. Let UE , UL, and UF be the unit groups of the rings of integers of E,
of L, and of F , respectively. Since we have NE/F UE = (NE/F E

∗) ∩ UF and
NL/F UL = (NL/F L

∗) ∩ UF , the result follows from Theorem 3.65 and the
direct decompositions of Theorem 3.37.

3.5 The norm-residue symbol

Given a positive integer m, we introduce the m-th power norm-residue symbol.

Definition 3.67 (m-th power norm-residue symbol). Let m be a positive
integer, let F be a local field containing a primitive m-th root of unity, let
µm be the group of m-th roots of unity in F , and let ψF : F ∗ → Gab

F be the
norm-residue map. The m-th power norm-residue symbol is the map

(·, ·)F,m : F ∗ × F ∗ → µm,

(a, b) 7→ (a, b)F,m ,
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Chapter 3. The local norm-residue symbol

such that for all a, b ∈ F ∗ one has

(a, b)F,m = ψF (a)(β)/β,

where βm = b with β in an algebraic closure of F .

Remark 3.68. The m-th power norm-residue symbol is well-defined. The
definition does not depend on the choice of β, because F contains the group
of m-th roots of unity.

We will often write only ‘(·, ·)’ and ‘norm-residue symbol’ when m and F are
understood.

Theorem 3.69. Let m be a positive integer, let F be a local field containing
a primitive m-th root of unity, and let µm be the group of m-th roots of unity
in F . Then the norm-residue symbol is a pairing

(·, ·) : F ∗ × F ∗ → µm.

Proof. Since by Definition 3.61 the norm-residue map is a homomorphism, for
all a, b, c ∈ F ∗ we get

(ac, b) =
ψ(ac)(β)

β
=
ψ(a)(ψ(c)(β))

β
=
ψ(a)(β′)

β′
ψ(c)(β)

β
= (a, b) (c, b) ,

where βm = b and β′ = ψ(c)(β). Note that (β′)m = b, because ψ(c) is a field
automorphism that is the identity on F . Moreover, if γm = c, we have

(a, bc) =
ψ(a)(βγ)

βγ
=
ψ(a)(β)

β

ψ(a)(γ)

γ
= (a, b) (a, c) .

Hence, the norm-residue symbol is a pairing.

Let m be a positive integer and let F be a local field containing a primitive
m-th root of unity. Now we want to apply both Kummer theory and local class
field theory to the maximal abelian extension of F of exponent dividing m, that
is, the field extension L = F (m

√
F ∗), and to see how we can obtain the norm-

residue symbol. By Theorem 3.64 of local class field theory the norm-residue
map ψL/F induces a canonical isomorphism

F ∗/F ∗m ∼= Gal(L/F ).

Combining this isomorphism and the perfect pairing

Gal(L/F )× F ∗/F ∗m → µm,

(σ, a) 7→ σ(m
√
a)

m
√
a

.
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3.5. The norm-residue symbol

of Theorem 3.47 yields the perfect pairing

(·, ·) : F ∗/F ∗m × F ∗/F ∗m → µm

(a, b)m = ψL/F (a)(β)/β,

where βm = b, which is equal to the pairing induced by the norm-residue
symbol. We have proved the following theorem.

Theorem 3.70. Let m be a positive integer, let F be a local field containing
a primitive m-th root of unity, and let µm be the group of m-th roots of unity
in F . Then the norm-residue symbol induces a perfect pairing

(·, ·) : F ∗/F ∗m × F ∗/F ∗m −→ µm.

We will often call the pairing in Theorem 3.70 ‘norm-residue symbol’.

Theorem 3.71. Let m be a positive integer and let F be a local field containing
a primitive m-th root of unity. Then

[F ∗ : F ∗m] = m[UF : UmF ] = m2|m|−1 <∞.

Proof. The first equality follows from the exact and split sequence of Theo-
rem 3.37. If the characteristic of F is 0, then Theorem 3.38 gives

[UF : UmF ] = m|(Zp/mZp)|d = mpd vp(m),

where p is the characteristic of the residue field of F and d = [F : Qp]. Using
Theorem 3.22 we get

|m|−1 = |NF/Qp m|
−1 = |md|−1 = pd vp(m).

Hence, we obtain the equality

[UF : UmF ] = m|m|−1.

If the characteristic of F is a prime p, then we have (m, p) = 1. Hence, we
obtain |m| = 1 and mZp = Zp. The equality

[UF : UmF ] = m|m|−1

follows from Theorem 3.39.

Lemma 3.72. Let m be a positive integer, let F be a local field containing a
primitive m-th root of unity, and let a and b be elements in F ∗. Then one has
(a, b) = 1 if and only if a is a norm for the extension F (β)/F , where βm = b
with β in an algebraic closure of F .
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Proof. By definition of norm-residue symbol we have

(a, b) = ψF (a)(β)/β.

Since β is a generator of the extension F (β)/F , the automorphism ψF (a) acts
trivially on F (β) if and only if we have (a, b) = 1. By Theorem 3.59 this is the
case if and only if a is in NF (β)/F F (β)∗.

Lemma 3.73. Let m be a positive integer, let K be a field containing a prim-
itive m-th root of unity, and let a ∈ K∗. Then for every x ∈ K the element
xm − a is a norm from K(m

√
a).

Proof. See Exercise 2.5 in [9] by Cassels and Fröhlich.

We note that the norm-residue symbol necessarily satisfies the following three
relations. We will very often use them.

Theorem 3.74. Let m be a positive integer, let F be a local field containing
a primitive m-th root of unity, let µm be the group of m-th roots of unity in
F , and let (·, ·) : F ∗ × F ∗ → µm be the norm-residue symbol. Then for all
a, b ∈ F ∗, c ∈ F ∗ \ {1} the norm-residue symbol satisfies the equalities

(−a, a) = 1 and (1− c, c) = 1

and the antisymmetric relation

(a, b)(b, a) = 1.

Proof. Lemma 3.73 implies that for all a ∈ F ∗, c ∈ F ∗ \ {1} the elements −a
and 1 − c are nonzero norms for F (m

√
a)/F and for F (m

√
c)/F , respectively.

By Lemma 3.72 we get the equalities (−a, a) = 1 and (1− c, c) = 1. Now the
antisymmetric relation follows easily from bilinearity and the first equality:

1 = (−ab, ab) = (−a, a)(b, a)(a, b)(−b, b) = (a, b)(b, a).

Corollary 3.75. Let m be a positive integer, let F be a local field containing
a primitive m-th root of unity, let µm be the group of m-th roots of unity in F ,
and let (·, ·) : F ∗ ×F ∗ → µm be the norm-residue symbol. Then for all a ∈ F ∗
one has

(−1, a) = (a, a) .

Proof. For all a ∈ F ∗ we get

(−1, a) = (−1, a) (−a, a) = (a, a) ,

because by Theorem 3.74 we have (−a, a) = 1 for all a ∈ F ∗.
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Theorem 3.76. Let m be a positive integer, let n be a positive divisor of m,
let F be a local field containing a primitive m-th root of unity, let µm and
µn be the groups of m-th roots of unity in F and of n-th roots of unity in
F , respectively, let (·, ·)F,m : F ∗ × F ∗ → µm be the m-th power norm-residue
symbol, and let (·, ·)F,n : F ∗×F ∗ → µn be the n-th power norm-residue symbol.
Then one has

(·, ·)F,n = (·, ·)m/nF,m .

Proof. This follows immediately from Definition 3.67.

Remark 3.77. We will often assume that m is a prime power. In fact, if one
has m = m1m2 with m1 and m2 coprime positive integers, then by Theo-
rem 3.76 and the Chinese remainder theorem the pairing

(·, ·)F,m : F ∗ × F ∗ → µm

is uniquely determined by the two pairings

(·, ·)F,m1
: F ∗ × F ∗ → µm1

and (·, ·)F,m2
: F ∗ × F ∗ → µm2

.

3.6 A new elementary characterization

In this section we show that the norm-residue symbol can be characterized in
an elementary way. The formulation of Theorem 3.80 does not use local class
field theory.

Definition 3.78 (Second K-group). Let F be a field. The second K-group of
F is the group

K2F = (F ∗ ⊗Z F
∗)/〈a⊗ b : a+ b = 1〉.

The following theorem about the structure of K2F is very important from both
a theoretical and a computational point of view. The proof of this theorem, as
found in [48] by Milnor, was used in [13] by Daberkow to give an algorithm
for computing the norm-residue symbol.

Theorem 3.79 (Moore). Let F be a non-Archimedean local field and let n be
the number of roots of unity in F . Then the group K2F is the direct sum of a
cyclic group of order n and a divisible group (K2F )n.

Proof. See Theorem A.14 of Appendix in [48] by Milnor.

In [48] by Milnor elementary arguments show that the group K2F/(K2F )n is
cyclic. Local class field theory, in particular the existence of the norm-residue
symbol, is used to prove that K2F/(K2F )n is of order n.
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Theorem 3.80 (Elementary characterization of the norm-residue symbol).
Let m be a positive integer, let F be a local field containing a primitive m-th
root of unity, and let µm be the group of m-th roots of unity in F . Then the
m-th power norm-residue symbol is the unique pairing

(·, ·) : F ∗ × F ∗ → µm

with the following properties.
(a) If a and b are elements in F ∗ satisfying the equality a+ b = 1, then one

has (a, b) = 1.
(b) If F is non-Archimedean, the elements a and b are in F ∗, and the ex-

tension F (β)/F is unramified, where βm = b with β in an algebraic closure of
F , then one has

(a, b) = FrvF (a)(β)/β,

where Fr is the Frobenius element in Gal(F (β)/F ) and vF : F → Z ∪ {+∞}
is the normalized valuation on F .

(c) If F is isomorphic to R, then the map (·, ·) is surjective.

Proof. Firstly, by Theorem 3.69 the norm-residue symbol is a pairing

(·, ·) : F ∗ × F ∗ → µm.

Secondly, we have to prove that the norm-residue symbol satisfies the three
conditions. By Theorem 3.74 we immediately see that the first condition is
satisfied. The second and the third properties follow from the explicit ex-
pression of the norm-residue maps in these particular cases. In fact, if F is
non-Archimedean, the elements a and b are in F ∗, and the extension F (β)/F
is unramified, where βm = b with β in an algebraic closure of F , Property (c)
in Theorem 3.57 gives

ψF (β)/F (a) = FrvF (a)

and by definition of the norm-residue symbol we get

(a, b) = FrvF (a)(β)/β.

Now we consider the case when F is isomorphic to R. The integer m is equal
either to 1 or to 2. If m is 1, then the map (·, ·) is trivially surjective. If m
is equal to 2, the surjectivity of the norm-residue map ψR : R∗ → Gal(C/R)
implies

(−1,−1) = ψR(−1)(i)/i = −i/i = −1,

where i2 = −1 with i ∈ C. This proves that the norm-residue symbol is sur-
jective.

Finally, we need to prove the uniqueness of this map. Suppose that F is a
non-Archimedean local field. By Definition 3.78 it follows that for any pairing
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(·, ·) : F ∗ × F ∗ → µm with the first property there exists one and only one
homomorphism ϕ : K2F → µm that carries for all a, b ∈ F ∗ the image {a, b} of
(a, b) in K2F to the norm-residue symbol (a, b). This means that the diagram

F ∗ × F ∗
(·,·)

//

{·,·}
%%

µm

K2F

ϕ

<<

commutes. Theorem 3.79 implies that K2F/(K2F )m is a cyclic group of order
m. The homomorphism ϕ has to be trivial on (K2F )m and therefore there are
only m such homomorphisms.

By Theorem 3.56 the Galois group of an unramified extension of non-
Archimedean local field is cyclic and generated by the Frobenius element. If we
choose a, b ∈ F ∗ such that vF (a) = 1 and the extension F (β)/F is unramified
of degree m, where βm = b with β in an algebraic closure of F , then the norm-
residue symbol (a, b) is a primitive m-th root of unity. To see that such a b
exists, we can consider the unramified extension generated by adjoining to F a
root of a polynomial of degree m with coefficients in F that is irreducible over
the residue field of F . By Theorem 3.44 of Kummer theory this extension is of
the form F (β)/F , where βm ∈ F with β in an algebraic closure of F . Hence
{a, b} generates K2F/(K2F )m and Property (b) fixes the homomorphism ϕ.
The case when F is Archimedean is in the following section.

3.7 Archimedean local fields

Let F be an Archimedean local field. By Theorem 3.16 the field F is isomorphic
either to C or to R. We will prove that the norm-residue symbol is the unique
pairing

(·, ·) : F ∗ × F ∗ → µm

having the properties of Theorem 3.80.
Since every element of C is an m-th power, the norm-residue symbol is the

trivial map if we have F ∼= C. Now suppose F ∼= R. Since there are only two
roots of unity in R, namely the elements 1 and −1, we have only two possible
values for m: either m = 1 or m = 2. For m = 1 the first power norm-residue
symbol is again the trivial map, because its image is the trivial group. For
m = 2 we have a pairing

(·, ·) : R∗/R>0 × R∗/R>0 −→ 〈−1〉.

Since by Property (c) in Theorem 3.80 this map is surjective and R∗ ⊗ R∗
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Chapter 3. The local norm-residue symbol

modulo squares has order 2, for all a, b ∈ R∗ we get

(a, b) =

{
−1 if a < 0 and b < 0,

1 otherwise.

Theorem 3.81. The triple (R∗/R>0, 〈−1〉, (·, ·)) is a skew abelian group of
order 2 and its skew element is −1 · R>0.

Proof. The result follows from the explicit description of the norm-residue
symbol for Archimedean local fields in Section 3.7.

3.8 Non-Archimedean local fields

Theorem 3.82. Let m be a positive integer, let F be a non-Archimedean
local field containing a primitive m-th root of unity, let µm be the group of
m-th roots of unity in F , and let (·, ·)F,m : F ∗/F ∗m × F ∗/F ∗m → µm be
the pairing induced by the m-th power norm-residue symbol. Then the triple
(F ∗/F ∗m, µm, (·, ·)F,m) is a skew abelian group with the following properties.

(a) Its skew element is −1 · F ∗m.
(b) It is a symplectic abelian group if and only if one has −1 ∈ F ∗m.
(c) If the characteristic of F is positive, then one has a group isomorphism

F ∗/F ∗m ∼= (Z/mZ)2.

(d) If the characteristic of F is 0, then one has a group isomorphism

F ∗/F ∗m ∼= (Z/mpZ)2 ⊕ (Z/pvp(m)Z)d+2,

where p is the characteristic of the residue field of F , mp = m/pvp(m), and
d = [F : Qp].

(e) Its 2-rank is 0 if one has m 6≡ 0 mod 2.
(f) Its 2-rank is 2 if one has m ≡ 0 mod 2 and the characteristic of the

residue field of F is odd.
(g) Its 2-rank is [F : Q2] + 2 if one has m ≡ 0 mod 2, the characteristic of

F is 0, and the characteristic of the residue field of F is 2.

Proof. Since the norm-residue symbol is an antisymmetric pairing, by Theo-
rem 3.70 the triple (F ∗/F ∗m, µm, (·, ·)F,m) is a skew abelian group.

(a) This follows from Corollary 3.75.
(b) This follows from (a) and Theorem 2.15.
(c) This follows from Theorem 3.37 and Theorem 3.39.
(d) This follows from 3.37 and Theorem 3.38.

The statements about the 2-rank follow from the isomorphisms in (c) and
(d).
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Definition 3.83 (Conductor). Let F/E be an abelian extension of non-
Archimedean local fields, let n ∈ Z≥0 be the smallest integer such that

U
(n)
E ⊆ NF/E F

∗, where U
(n)
E is the n-th higher unit group of E, and let PE

be the maximal ideal of the ring of integers of E. The conductor f of F/E is
the ideal

f = Pn
E .

Theorem 3.84. Let F/E be an unramified extension of non-Archimedean local

fields and for each n ∈ Z≥0 let U
(n)
E and U

(n)
F be the n-th higher unit groups of

the rings of integers of E and of F , respectively. Then for each n ∈ Z≥0 one
has

NF/E U
(n)
F = U

(n)
E .

Proof. See Corollary 1.4 of Chapter III in [50] by Neukirch.

Theorem 3.85. An abelian extension F/E of non-Archimedean local fields is
unramified if and only if its conductor f is equal to 1 = P0

E, where PE is the
maximal ideal of the ring of integers of E.

Proof. See Proposition 3.4 of Chapter III in [50] by Neukirch.

Theorem 3.86. Let m be a positive integer, let F be a non-Archimedean local
field containing a primitive m-th root of unity, let UF be the group of units of
the ring of integers of F , and let b ∈ F ∗. Then the following are equivalent.

(i) The extension F (β)/F is unramified, where βm = b with β in an alge-
braic extension of F .

(ii) For all a ∈ UF one has (a, b) = 1.

Proof. (i) =⇒ (ii) If F (β)/F is unramified, then by (b) in Theorem 3.80
for all a ∈ UF we have

(a, b) = FrvF (a)(β)/β = Fr0(β)/β = 1.

(i) =⇒ (ii) Now suppose (a, b) = 1 for all a ∈ UF . From Lemma 3.72 we
obtain that a is contained in NF (β)/F F (β)∗. Hence, we have

UF ⊆ NF (β)/F F (β)∗,

that is, the conductor of the extension F (β)/F is 1. By Theorem 3.85 the
extension F (β)/F is unramified.

Lemma 3.87. Let m be a positive integer, let F be a non-Archimedean local
field, and let a ∈ F ∗. If the extension F (α)/F is unramified, where αm = a
with α in an algebraic extension of F , then one has

vF (a) ≡ 0 mod m,

where vF : F → Z ∪ {+∞} is the normalized valuation on F .
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Proof. Suppose that the extension F (α)/F is unramified. By Theorem 3.53
the normalized valuation vF (α) on F (α) restricted to F equals the normalized
valuation vF on F . From the equality αm = a, we get

vF (a) = vF (α)(a) = vF (α)(α
m) = m vF (α)(α) ≡ 0 mod m.

This concludes the proof.

Remark 3.88. Let m be a positive integer, let F be a non-Archimedean local
field, and let UF be the group of units of the ring of integers of F . Since we
have UmF = F ∗m ∩ UF , the second isomorphism theorem for groups gives the
isomorphism UFF

∗m/F ∗m ∼= UF /U
m
F . Hence, we may consider UF /U

m
F as a

subgroup of F ∗/F ∗m.

Theorem 3.89. Let m be a positive integer, let F be a non-Archimedean local
field containing a primitive m-th root of unity, and let µm be the group of m-th
roots of unity in F . Let UF be the group of units of the ring of integers of F
and let (UF /U

m
F )⊥ be the annihilator in F ∗/F ∗m of UF /U

m
F with respect to

pairing
(·, ·) : F ∗/F ∗m × F ∗/F ∗m −→ µm

induced by the norm-residue symbol. Then the group (UF /U
m
F )⊥ is cyclic of

order m and is a subgroup of UF /U
m
F of index |m|−1, where | · | : F → R≥0 is

the normalized absolute value on F .

Proof. Theorem 3.86 states that any m-th root of an element a ∈ F ∗ that
is mapped into (UF /U

m
F )⊥ by the projection F ∗ → F ∗/F ∗m generates an

unramified extension of F . By Lemma 3.87 we have vF (a) ≡ 0 mod m, that
is, the element a is mapped into UF /U

m
F . Therefore, we obtain the inclusion

(UF /U
m
F )⊥ ⊆ UF /UmF .

Theorem 3.37 implies that UF /U
m
F is an index m subgroup of F ∗/F ∗m and

the quotient group (F ∗/F ∗m)/(UF /U
m
F ) is cyclic of order m. Since the induced

pairing is a perfect, the group (UF /U
m
F )⊥ is cyclic of order m. By Theorem 3.71

the group (UF /U
m
F )⊥ is an index |m|−1 subgroup of UF /U

m
F .

Corollary 3.90. Let U⊥F be the annihilator in UF of UF with respect to the
norm-residue symbol. Then one has the equality (UF /U

m
F )⊥ = U⊥F /U

m
F and

the norm-residue symbol induces a perfect pairing

(·, ·) : UF /U
⊥
F × UF /U⊥F → µm.

Proof. Since we have UmF = F ∗m ∩ U⊥F , we may also consider U⊥F /U
m
F as

a subgroup of F ∗/F ∗m. From the inclusion (UF /U
m
F )⊥ ⊆ UF /U

m
F of Theo-

rem 3.89 we obtain the equality (UF /U
m
F )⊥ = U⊥F /U

m
F . Taking the quotient

(UF /U
m
F )/(UF /U

m
F )⊥ we get the induced perfect pairing.
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The present situation is summarized in the following diagram.

F ∗/F ∗m

m

UF /U
m
F

|m|−1

(UF /U
m
F )⊥ = U⊥F /U

m
F

m

1

Corollary 3.91. Let U⊥F be the annihilator in UF of UF with respect to the
norm-residue symbol. Then one has the following.

(a) There is a group isomorphism U⊥F /U
m
F
∼= Z/mZ.

(b) If the characteristic of F is positive, then the group UF /U
⊥
F is trivial.

(c) If the characteristic of F is 0, then one has a group isomorphism

UF /U
⊥
F
∼= (Z/pvp(m)Z)d,

where p is the characteristic of the residue field of F and d = [F : Qp].

Proof. (a) By Theorem 3.37 we get F ∗/(UFF
∗m) ∼= Z/mZ. Since the finite

group (UF /U
m
F )⊥ is the dual of F ∗/(UFF

∗m) with respect to a perfect pairing,
by Theorem 2.17 we have (UF /U

m
F )⊥ ∼= F ∗/(UFF

∗m). From the equality
(UF /U

m
F )⊥ = U⊥F /U

m
F of Corollary 3.90 we obtain an isomorphism

U⊥F /U
m
F
∼= Z/mZ.

(b) If the characteristic of F is positive, then we have |m| = 1, where
| · | : F → R≥0 is the normalized absolute value on F . The result follows from
Theorem 3.89 and Corollary 3.90.

(c) Suppose that the characteristic of F is 0. Theorem 3.38 gives an isomor-
phism

UF /U
m
F
∼= Z/mZ⊕ (Z/pvp(m)Z)d.

Since U⊥F /U
m
F is a cyclic subgroup of UF /U

m
F of maximal order, the exact

sequence
1→ U⊥F /U

m
F → UF /U

m
F → UF /U

⊥
F → 1

splits. An isomorphism

UF /U
⊥
F
∼= (Z/pvp(m)Z)d

follows from the splitting of the exact sequence.
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Corollary 3.92. Let m be a positive integer, let F be a non-Archimedean local
field containing a primitive m-th root of unity, let µm be the group of m-th roots
of unity in F , let p be the characteristic of the residue field of F , let UF be the
group of units of the ring of integers of F , and let U⊥F be the annihilator in UF
of UF with respect to the norm-residue symbol (·, ·)F,m : F ∗×F ∗ → µm. Then
the triple (UF /U

⊥
F , µm, (·, ·)F,m) is a skew abelian group with the following

properties.
(a) Its skew element is −1 · U⊥F .
(b) It is a symplectic abelian group if and only if the extension F (m

√
−1)/F

is unramified.
(c) It is the trivial group if and only if the characteristic of F is positive or

one has m 6≡ 0 mod p.
(d) Its 2-rank equals 0 if p 6= 2.
(e) Its 2-rank equals [F : Qp] if p = 2, the characteristic of F is 0, and

m ≡ 0 mod 2.

Proof. Since the norm-residue symbol is an antisymmetric pairing, Corol-
lary 3.90 implies that the triple (UF /U

⊥
F , µm, (·, ·)F,m) is a skew abelian group.

Corollary 3.75 gives (a). Now Theorem 2.15 and Theorem 3.86 imply (b). By
Theorem 3.89 and Corollary 3.90 the cardinality of UF /U

⊥
F equals |m|−1, where

| · | : F → R≥0 is the normalized absolute value on F . Hence (c) and (d) follow.
Corollary 3.91 gives (e).

Corollary 3.93. Let m be a positive integer, let F be a non-Archimedean
local field of characteristic zero containing a primitive m-th root of unity, let
p the characteristic of the residue field of F , let UF be the group of units
of the ring of integers of F , and let n = pvp(m). Let U⊥F,m and U⊥F,n be the
annihilators in UF of UF with respect to the m-th power norm-residue symbol
and to the n-th power norm-residue symbol, respectively. Then one has the
equality U⊥F,m = U⊥F,n and the pair (ϕ,ψ) of group isomorphisms

ϕ : UF /U
⊥
F,m → UF /U

⊥
F,n, ψ : µm/nm → µn,

a · U⊥F,m 7→ a · U⊥F,n, ζ 7→ ζm/n,

is a similarity of skew abelian groups from (UF /U
⊥
F,m, µm, (·, ·)F,m) to

(UF /U
⊥
F,n, µn, (·, ·)F,n), where µm and µn are the groups of m-th roots of unity

in F and of n-th roots of unity in F , respectively.

Proof. By Theorem 3.76 we have the inclusion U⊥F,m ⊆ U⊥F,n. Hence, there is

a natural projection ϕ : UF /U
⊥
F,m → UF /U

⊥
F,n. Since it is a surjective group

homomorphism and by Corollary 3.91 is a map between two group of the same
cardinality, it is a group isomorphism. This proves the equality U⊥F,m = U⊥F,n.
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Let χ be the group homomorphism χ : µm → µn, ζ 7→ ζm/n. By Theo-
rem 3.76 the diagram

UF /U
⊥
F,m × UF /U⊥F,m

ϕ

��

ϕ

��

(·,·)F,m
// µm

χ

��
UF /U

⊥
F,n × UF /U⊥F,n

(·,·)F,n
// µn

commutes. Since by Corollary 3.91 the group UF /U
⊥
F,m is a p-group, the image

of (·, ·)F,m is contained in µn. It equals µ
m/n
m , because by Corollary 3.90 the

pairing (·, ·)F,m : UF /U
⊥
F,m ×UF /U⊥F,m → µm is perfect and by Corollary 3.91

the group UF /U
⊥
F,m contains an element of order n. Hence ψ = χ|

µ
m/n
m

is a

group isomorphism between the images of (·, ·)F,m and (·, ·)F,n. We conclude
that the pair (ϕ,ψ) is a similarity of skew abelian groups.

Theorem 3.94. Let F be a non-Archimedean local field with residue field
F and let f(X) be a monic polynomial over the ring of integers of F whose
residue class in F[X] is a monic separable polynomial over F. Let α be a root of
f(X) in an algebraic closure of F . Then the extension F (α)/F is unramified.

Proof. See (ii) of Proposition 1 in Section 7 of Chapter I in [9] by Cassels and
Fröhlich or Proposition 3.2 of Chapter II in [15] by Fesenko and Vostokov.

Theorem 3.95. Let p be a prime number, let ζp be a primitive p-th root of
unity, and let F be a finite extension of Qp(ζp). Let P be the maximal ideal of
the ring of integers OF of F and let λ = 1 − ζp. Let a ∈ F ∗ and let α be an
element in an algebraic closure of F with αp = a. Then one has the following.

(a) The extension F (α)/F is unramified if and only if a ∈ (1+λpOF ) ·F ∗p.
(b) The extension F (α)/F is unramified of degree p if and only if there

exists c ∈ OF such that Tr(OF /P)/(Z/pZ) c 6= 0 and a ∈ (1 + cλp) · F ∗p, where
c is the reduction modulo P of c and Tr(OF /P)/(Z/pZ) is the trace map from
OF /P to Z/pZ.

To prove Theorem 3.95 we will use Lemma 3.96. For a different proof of the
lemma see [66] and Exercise 9.4 in [74].

Lemma 3.96. One has

λp−1

p
≡ −1 mod λOF .

Proof. The case p = 2 is trivial. Setting X equal to λ in the equality

p−1∑
i=0

(1−X)i =
(1−X)p − 1

−X
= (−X)p−1 + pXf + p,
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where f a polynomial in X with integer coefficients, we get

0 =

p−1∑
i=0

ζip ≡ (−λ)p−1 + p mod pλOF .

Since we have (−λ)p−1 = λp−1 if p is odd, dividing by p gives us the desired
result.

Proof (of Theorem 3.95). Let b ∈ OF with b ≡ 1 mod λpOF . We can write
b = 1 +λpc with c ∈ OF . Let x = (β− 1)/λ, where β is in an algebraic closure
of F and βp = b. From the identity

(1 + λx)p = b

we obtain

xp +

(
p−1∑
i=1

(
p

i

)
(λx)i

λp

)
+

1− b
λp

= 0.

Let f(X) be the polynomial

f(X) = Xp +

(
p−1∑
i=2

(
p

i

)
(λX)i

λp

)
+
λpX

λp
− c

in F [X]. All coefficients of the terms of degree d with 2 ≤ d ≤ p − 1 are

in P. By Lemma 3.96 we know λp−1

p ≡ −1 mod λOF . Hence x is a root of a

polynomial f(X) ∈ OF [X] such that f(X) ≡ Xp−X−c mod P, where c is the
reduction modulo P of c. Since we have f ′(X) ≡ −1 mod P, by Theorem 3.94
the extension F (x)/F = F (β)/F is unramified. This proves that if we have
a ∈ (1 + λpOF ) · F ∗p then the extension F (α)/F is unramified.

The Artin–Schreier polynomial Xp −X − c ∈ (OF /P)[X] splits into linear
factors, which is equivalent by Hensel’s lemma to the extension F (β)/F being
trivial, if and only if we have Tr(OF /P)/(Z/pZ) c = 0. Otherwise, it is irreducible
and the extension F (β)/F has degree p. This proves the if part of (b).

Now assume Tr(OF /P)/(Z/pZ) c 6= 0. The uniqueness of unramified extensions
of given degree and Kummer theory imply that the extension F (α)/F is un-
ramified if and only if we have a ∈ 〈b〉 · F ∗p. Since for every n ∈ Z we have
bn ≡ 1 mod λpOF , we get (a). Moreover, the extension F (α)/F is unramified
of degree p if and only if we have a ∈ bn ·F ∗p with n ∈ Z \ pZ. Since for every
n ∈ Z \ pZ we have bn ≡ 1 + λpnc mod λp+1OF and Tr(OF /P)/(Z/pZ) nc 6= 0,
we get (b).

Lemma 3.97. Let p be a prime number, let ζp be a primitive p-th root of unity,
let F be a finite extension of Qp(ζp), let e be the normalized valuation vF (p),
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let e0 = e/(p− 1), and for each n ∈ Z>0 let U (n) be the n-th higher unit group
of the ring of integers of F . Then for each integer i > e0 the p-th power group
homomorphism F ∗ → F ∗, a 7→ ap, induces an isomorphism U (i) ∼→ U (i+e).

Proof. See Lemma A.4 of Appendix in [48] by Milnor.

Lemma 3.98. Let p be a prime, let n be a positive integer, and let m = pn.
Let ζp and ζm be a primitive p-th root of unity and a primitive m-th root of
unity, respectively. Let F be a finite extension of Qp(ζm), let OF be the ring of
integers of F , and let λ = 1− ζp. Let a ∈ F with a ≡ 1 mod pnλOF and let α
be an element in an algebraic closure of F with αp

n

= a. Then the extension
F (α)/F is unramified of degree dividing p.

Proof. By Lemma 3.97 the pn−1-th power group homomorphism F ∗ → F ∗,
x 7→ xp

n−1

, induces an isomorphism U (e0+e) ∼→ U (e0+ne), where e = vF (p)
and e0 = e/(p − 1) = vF (λ). We choose β ∈ α · 〈ζm〉 with βp ∈ F ∗ and
βp ≡ 1 mod pλOK . It exists, because we have vF (a − 1) ≥ e0 + ne. The
equality F (α) = F (β) shows that it is sufficient to prove that the extension
F (β)/F is unramified of degree dividing p. Theorem 3.95 implies that the
extension F (β)/F is unramified. It is of degree dividing p, because we have
βp ∈ F ∗ and ζp ∈ F .

Lemma 3.99 (Bouw [7]). Let p be a prime, let n be a positive integer, and let
m = pn. Let ζp and ζm be a primitive p-th root of unity and a primitive m-th
root of unity, respectively, and let λ = 1 − ζp. Let F be a finite extension of
Qp(ζm), let vF : F → Z∪{+∞} be the normalized valuation on F , and let E/F
be an unramified extension of non-Archimedean local fields of degree m. Then
there exists α ∈ E∗ such that αm ∈ F ∗, E = F (α), and vF (αm−1) = vF (pλ).

Proof. Let K/Qp be the maximal unramified extension of Qp that is contained
in F and let L = K(ζm). Let M/L be the maximal unramified extension of
L that is contained in E. Since the extension E/F is unramified of degree m
and F/E is totally ramified, the extension M/L is unramified of degree m. By
Kummer theory there is α ∈M such that αm ∈ L∗ and M = L(α). Moreover,
we have E = F (α). By Lemma 3.87 we can assume vM (α) = 0. Since every root
of unity of order coprime to p is an m-th power, we can assume vM (α−1) ≥ 1.
By Theorem 3.53 the normalized valuation vM on M restricted to L equals
the normalized valuation vL on L. Since we have αm − 1 =

∏m−1
i=0 (αζim − 1)

and v(ζm − 1) ≥ 1, we get

vL(αm − 1) = vM (αm − 1) =

m−1∑
i=0

vM (αζim − 1) ≥ m.

Since we have αm 6∈ L∗p, Theorem 3.95 gives vL(αm−1) ≤ vL(λp). We obtain

vL(αm − 1) ≤ vL(λp) = m vL(1− ζm) = m,
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because the extension L/Qp(ζm) is unramified and 1− ζm is a prime element
of Qp(ζm). Hence, we get vL(αm − 1) = m = vL(λp). Lemma 3.96 implies
vL(λp−1) = vL(p) and therefore we have vL(αm − 1) = vL(pλ). The equality
vF (αm − 1) = vF (pλ) follows.

3.9 Functorial properties

Theorem 3.100. Let d and m be positive integers such that d divides m.
Let F and E be local fields containing a primitive m-th root of unity and a
primitive d-th root of unity, respectively. Let µm(F ) and µd(E) be the groups
of m-th and d-th roots of unity in F and in E, respectively, and let σ : E → F
be a continuous homomorphism. Let σ∗ = σ|E∗ : E∗ → F ∗ and σ∗ = F ∗ → E∗

be the maps

σ∗ = σ|E∗ : E∗ → F ∗ and σ∗ = σ−1 ◦NF∗/σE∗ : F ∗ → E∗.

Then the maps σ∗ : F ∗ → E∗ and (a 7→ am/d) ◦ σ∗ : E∗ → F ∗ shown in the
diagram

F ∗ × F ∗

σ∗

��

(·,·)F,m
// µm(F )

E∗ × E∗

(a 7→am/d)◦σ∗

OO

(·,·)E,d
// µd(E)

σ|µd(E)

OO

are adjoint with respect to the norm-residue symbol, that is, for all a ∈ E∗ and
b ∈ F ∗ one has

σ (σ∗(b), a)E,d =
(
b, σ∗(a)m/d

)
F,m

.

Proof. See Lemma 1 in Section 3.1 of Chapter IV in [28] by Iyanaga.

Corollary 3.101. Let m be a positive integer, let F be a local field containing a
primitive m-th root of unity, and let σ : F → F be a continuous automorphism
of F . Then, for all a, b ∈ F ∗ one has

(σa, σb) = σ (a, b) .

Proof. Apply Theorem 3.100 with E = F and d = m.

3.10 The field of two-adic rationals and its un-
ramified extensions

We present in a more explicit way the quadratic norm-residue symbol in the
field Q2 of 2-adic rationals. For unramified extensions of Q2 we state and prove
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Lemma 3.106.

Lemma 3.102. Let Q2 be the field of 2-adic rationals, let Z2 be its ring of
integers, let U be group of units of Z2, and for each n ∈ Z≥0 let U (n) be its
n-th higher unit group. Then there is the equality

Z∗2
2 = U (3).

Proof. By Theorem 3.37 we have the equalities

Z∗2 = U = U (1).

Hence, if a is an element in Z∗2, we can write a = 1 + 2x with x ∈ Z2. By
squaring we obtain

a2 = 1 + 4x(1 + x) ≡ 1 mod 8.

Since by definition we have 1 + 8Z2 = U (3), we get a2 ∈ U (3) and therefore the
inclusion Z∗2

2 ⊆ U (3). Theorem 3.71 gives [Z∗2 : Z∗2
2] = 4. Since U (3) has also

index 4 in Z∗2, we obtain the equality Z∗2
2 = U (3).

Theorem 3.103. Let Q2 be the field of 2-adic rationals and for every a ∈ Q∗2
let a be the residue class a mod Q∗2

2 of a in Q∗2/Q∗2
2. Then the natural map

〈2〉 × 〈−1〉 × 〈5〉 ∼→ Q∗2/Q∗2
2

is a group isomorphism and each of the groups 〈2〉, 〈−1〉, and 〈5〉 has order 2.

Proof. The split sequence of Theorem 3.37 gives the isomorphism

Q∗2 ∼= 〈2〉 × Z∗2.

By squaring and applying Lemma 3.102 we obtain the isomorphism

Q∗2
2 ∼= 〈4〉 × U (3).

Taking the quotients we get the desired isomorphism. Since by definition we
have 1+8Z2 = U (3), each element in {2,−1, 5} has nontrivial image in Q∗2/Q∗2

2

and therefore each of the groups 〈2〉, 〈−1〉, and 〈5〉 has order 2.

Theorem 3.104. Let Q2 be the field of 2-adic rationals and for every a ∈ Q∗2
let a be the residue class a mod Q∗2

2 of a in Q∗2/Q∗2
2. Then the table

(·, ·) 2 −1 5
2 1 1 −1
−1 1 −1 1
5 −1 1 1
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gives an explicit description of the perfect pairing

(·, ·) : Q∗2/Q∗2
2 ×Q∗2/Q∗2

2 → {±1}

induced by the quadratic norm-residue symbol

(·, ·)Q2,2 : Q∗2 ×Q∗2 → {±1}.

Proof. Using bilinearity of Theorem 3.69 and the relations of Theorem 3.74
we obtain the equalities

1 = (1− 2, 2) = (−1, 2),

1 = (1− 5, 5) = (4, 5)(−1, 5) = (22, 5)(−1, 5) = (2, 5)2(−1, 5) = (−1, 5),

1 = (−2, 2) = (−1, 2)(2, 2) = (2, 2),

1 = (−5, 5) = (−1, 5)(5, 5) = (5, 5),

1 = (−1, 2)(2,−1) = (2,−1),

1 = (−1, 5)(5,−1) = (5,−1).

Since by Theorem 3.70 the pairing induced by the norm-residue symbol is
perfect, we get

(2, 5) = (5, 2) = (−1,−1) = −1.

Corollary 3.105. Let Q2 be the field of 2-adic rationals and let U be the unit
group of the ring of integers of Q2. Then the annihilator U⊥ in U of U with
respect to the norm-residue symbol (·, ·)Q2,2 : Q2 × Q2 → {±1} is the second
higher unit group U (2) of the ring of integers of Q2 and the perfect pairing

(·, ·) : U/U⊥ × U/U⊥ → µ2

induced by the norm-residue symbol is given by

for a, b ∈ Z∗2 (a, b) =

{
−1 if a ≡ b ≡ 3 mod 4,

1 otherwise.

Proof. This follows from Theorem 3.104.

The diagram of Section 3.8 becomes the following one on the left. On the right

74



3.10. The field of two-adic rationals and its unramified extensions

we show what each piece is canonically equal to.

Q∗2/Q∗2
2

2

U/U2

|2|−1=2

(U/U2)⊥

2

1

〈2〉 × (Z/8Z)∗

Z/2Z

(Z/8Z)∗

(Z/4Z)∗

〈5〉

Z/2Z

1

Lemma 3.106. Let F be a finite unramified extension of the field Q2 of 2-adic
rationals, let OF be the ring of integers of F , let P be the maximal ideal of
OF , and let (·, ·)F : F ∗ × F ∗ → {±1} be the quadratic norm-residue symbol of
F . Then for all a, b ∈ OF one has

(1 + 2a, 1 + 2b)F = (−1)TrP((a+P)(b+P))

with TrP denoting the trace map from OF /P to Z/2Z.

Proof. Let UF be the group of units of the ring of integers of F . Let d ∈ 1+4OF
and let δ be an element in an algebraic closure of F with δ2 = d. Since by
Theorem 3.95 the extension F (δ)/F is unramified, Theorem 3.86 implies that
for all c ∈ UF we have (c, d) = 1. Hence, we may assume a, b ∈ UF and
therefore we have

1 + 2b

1− 4ab
∈ F ∗ \ {1}.

By Theorem 3.74 for each c ∈ F ∗ \ {1} one has (1− c, c)F = 1. The equality(
−2b(1 + 2a)

1− 4ab
,

1 + 2b

1− 4ab

)
F

= 1

follows. Since the norm-residue symbol is an antisymmetric bilinear map and
we have just proved that for all c ∈ UF we have (c, 1− 4ab) = 1, we obtain
the equality

(1 + 2a, 1 + 2b)F = (1− 4ab, 2)F .

Let (·, ·)Q2
: Q∗2 × Q∗2 → {±1} be the quadratic norm-residue symbol of Q2

and denote the norm map from F to Q2 by NF/Q2
. Theorem 3.100 implies the

equality
(1− 4ab, 2)F =

(
NF/Q2

(1− 4ab), 2
)
Q2
.
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Since we have the congruence

NF/Q2
(1− 4ab) ≡ 1− 4 TrP((a+ P)(b+ P)) mod 8,

the statement of Lemma 3.106 follows from Theorem 3.104.
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CHAPTER 4

The global norm-residue symbol

We extend the theory of the norm-residue symbol to global fields and groups
of ideles. As a corollary of Theorem 4.59 we obtain a new proof [Corollary 4.67]
of the fact that the Tate pairing is a perfect pairing [Theorem 4.69]. Moreover,
Theorem 4.86 gives a pairing similar to the Tate pairing in the case of number
fields.

4.1 Global fields

The reference for this section is Chapter II in [9] by Cassels and Fröhlich. Note
that they call ‘valuation’ what we will call ‘absolute value’.

Definition 4.1 (Number field). A number field is a finite field extension of
the field Q of rational numbers.

Definition 4.2 (Function field). A function field is a finite field extension of
the field F(t) of rational functions in one variable t over a finite field F.

Definition 4.3 (Global field). A global field is a field that is either a number
field or a function field.

Definition 4.4 (Absolute value). An absolute value | · | on a field K is a
function

| · | : K → R≥0

with the following properties.
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(a) For all a ∈ K one has: |a| = 0 if and only if a = 0.
(b) For all a, b ∈ K one has |ab| = |a| · |b|.
(c) There exists C ∈ R such that for all a ∈ K with |a| ≤ 1 one has
|1 + a| ≤ C.

Remark 4.5. In many books (c) of Definition 4.4 is replaced by the triangle
inequality |a+b| ≤ |a|+ |b| for all a, b ∈ K. Our choice is inspired by the desire
to call the normalized absolute value on the field of complex numbers, which
is the square of the ordinary absolute value, an absolute value.

Definition 4.6 (Trivial absolute value). The trivial absolute value on a field
K is the unique function K → {0, 1} that is an absolute value on K.

Definition 4.7 (Equivalent absolute values). Two absolute values
| · |1 : K → R≥0 and | · |2 : K → R≥0 on a field K are equivalent if there
exists C ∈ R>0 such that for all a ∈ K one has

|a|1 = |a|C2 .

Remark 4.8. Let K be a field. An absolute value | · | on K induces a topology
on K that is generated by all sets of the form {x ∈ K : |x−a| < d} with a ∈ K
and d ∈ R>0.

Theorem 4.9. Let K be a field. Two absolute values on K are equivalent if
and only if they induce the same topology on K.

Proof. See Section 4 of Chapter II in [9] by Cassels and Fröhlich.

Definition 4.10 (Place). A place v of a global field K is an equivalence class
of nontrivial absolute values on K.

Definition 4.11 (Non-Archimedean and Archimedean places). A place v of
a global field K is non-Archimedean if the completion Kv of K at v is a
non-Archimedean local field. Otherwise, it is Archimedean.

For a place v of a global field K we denote the normalized absolute value on
the completion Kv of K at v by | · |v : Kv → R≥0.

Theorem 4.12. Let K be a function field. Then all places of K are non-
Archimedean.

Proof. See Section 1 of Chapter III in [18] by Fröhlich and Taylor.

Theorem 4.13. Let K be a number field, let F be either R or C, let
| · |F : F → R≥0 be the ordinary absolute value on F , and let σ : K ↪→ F
be a field embedding. Then the function | · | : K → R≥0, a 7→ |σ(a)|F , is an
absolute value on K.
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Proof. This follows from the definition of the ordinary absolute value on C.

Theorem 4.14. Let K be a number field, let r1 be the number of real em-
beddings K ↪→ R, and let r2 be the number of conjugate pairs of complex
embeddings σ : K ↪→ C with σ(K) 6⊆ R. Then each Archimedean place of K
is the equivalence class of an absolute value on K defined by a field embedding
as in Theorem 4.13, there are exactly r1 + r2 Archimedean places of K, each
of which corresponds to either a real embedding of K or a conjugate pair of
complex embeddings of K, and all other places of K are non-Archimedean.

Proof. See Section 1 of Chapter III in [18] by Fröhlich and Taylor.

4.2 Adeles and ideles

In this section we recall the concepts of adeles and ideles. As a reference see
Chapter II in [9] by Cassels and Fröhlich. We point out that given a set Λ the
expression ‘for almost all λ ∈ Λ’ means ‘for all but finitely many λ ∈ Λ’.

Definition 4.15 (Restricted topological product). Let Λ be an index set and
for each λ ∈ Λ let Xλ be a topological space. For all but finitely many λ ∈ Λ fix
an open subset Yλ ⊆ Xλ and consider the space X of sequences α = (αλ)λ∈Λ

with αλ ∈ Xλ for all λ ∈ Λ and αλ ∈ Yλ for all but finitely many λ ∈ Λ.
Introduce a topology on X by taking as a basis of open sets the sets of the
form

∏
λ∈ΛWλ, where Wλ ⊆ Xλ is open for all λ and Wλ = Yλ for all but

finitely many λ. The space X with this topology is the restricted topological
product of the spaces Xλ with respect to the subsets Yλ and is denoted by

X =
∏
λ∈Λ

′
Xλ.

Definition 4.16 (Ring of adeles). The ring of adeles AdK of a global field K is
the ring of all elements of the restricted topological product of the completions
Kv of K at v, where v ranges over all places of K, with respect to their rings
of integers Ov. Sum and multiplication are defined componentwise.

Remark 4.17. The ring of adeles with the topology induced by the restricted
topological product is a topological ring.

Remark 4.18. An adele α of K is a sequence α = (αv)v∈S of elements
αv ∈ Kv, where S is the set of places of K, such that αv is an integer in Kv

for all but finitely many v.

Since each element of K is an element of Ov for almost all v, we can define
the map i : K ↪→ AdK by i(x) = (x)v. This map is injective and, identifying
K with its image under i, we shall view it as a subring that is a field of AdK .
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Definition 4.19 (Group of ideles). The group of ideles JK of a global field
K is the topological group of all invertible elements of the ring of adeles AdK
with the topology induced by the inclusion JK ↪→ AdK ×AdK that maps each
element x ∈ JK to (x, x−1).

Remark 4.20. Let K be a global field. For each place v of K let Kv be the
completion of K at v, let Uv be the unit group of the ring of integers of Kv if v
is non-Archimedean, and let Uv equal K∗v otherwise. The group of ideles JK of
K can be equivalently defined as the topological group given by the restricted
topological product of the spaces K∗v , where v ranges over all places of K, with
respect to the groups Uv, where multiplication is defined componentwise.

We will often write only J when the field K is understood. Just as K maps
injectively into AdK , so there is a natural inclusion K∗ ↪→ JK .

Definition 4.21 (Group of unit ideles). The group of unit ideles UK of a
global field K is the group

UK = {(av)v∈S ∈
∏
v

K∗v : ∀v /∈ S∞ : |av|v = 1},

where S and S∞ are the set of places of K and the set of Archimedean places
of K, respectively.

We will often write only U when the field K is understood.

Remark 4.22. Let the notation be as in Remark 4.20. The group of unit
ideles UK of a global field K can be equivalently written as

UK =
∏
v∈S

Uv,

where S is the set of places of K.

Theorem 4.23. Let K be a global field and let AdK be the ring of adeles of
K. Then K is a discrete subring of AdK and the additive group AdK/K is
compact in the quotient topology.

Proof. See Theorem in Section 14 of Chapter II in [9] by Cassels and Fröhlich.

Lemma 4.24. Let K be a global field and let JK be group of ideles of K. Then
K∗ is a discrete subgroup of JK .

Proof. By Theorem 4.23 the field K is a discrete subgroup of AdK . The map
Ad∗K → AdK ×AdK , x 7→ (x, x−1), injects K∗ as a discrete subset. Hence, the
group K∗ is a discrete subgroup of JK .

80



4.2. Adeles and ideles

Definition 4.25 (Content map). Let K be a global field, let S be the set of
places of K, and let JK be the group of ideles of K. The content map c of K
is the map

c : JK → R>0,

j = (jv)v 7→
∏
v∈S
|jv|v,

where for each v ∈ S the map |·|v : Kv → R>0 denotes the normalized absolute
value on the completion Kv of K at v.

The map c : JK → R>0, a 7→ c(a), is a continuous group homomorphism of
the topological group JK to the multiplicative group of positive real numbers.
We denote by J0

K its kernel. When K is a number field this map is surjective
and gives the split exact sequence

1→ J0
K → JK → R>0 → 1. (4.26)

A right splitting of this exact sequence is the map R>0 → JK , a → (av)v,
where av = 1 if v is non-Archimedean and av = a1/[K:Q] if v is Archimedean.

When K is a function field the image of the group homomorphism c is a
nontrivial discrete subgroup of R>0. The map c gives rise to the split exact
sequence

1→ J0
K → JK → Z→ 1. (4.27)

Theorem 4.28 (Product formula). Let K be a global field and let J0
K be the

kernel of the content map c : JK → R>0 of K. Then one has the inclusion

K∗ ⊂ J0
K .

Proof. See Theorem in Section 12 of Chapter II in [9] by Cassels and Fröhlich.

Remark 4.29. Theorem 4.28 is known as the product formula for global
fields, because the inclusion K∗ ⊂ J0

K can be equivalently written as follows:
for all a ∈ K∗ one has ∏

v∈S
|a|v = 1,

where S is the set of places of K.

Theorem 4.30. Let K be a global field and let J0
K be the kernel of the content

map c : JK → R>0 of K. Then the quotient J0
K/K

∗ is compact in the quotient
topology.

Proof. See Chapter II in [9] by Cassels and Fröhlich.
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Theorem 4.31. Let m be a positive integer, let K be a global field, let JKbe
the group of ideles of K, and let UK be the group of unit ideles of K. Then
the quotient group JK/(K

∗ ·UK · JmK) is finite.

Proof. The quotient group JK/(K
∗ · UK · JmK) is discrete, because by defini-

tion the group UK is open in JK . Using the inclusion K∗ ⊂ J0
K given by

Theorem 4.28 and the short split exact sequences 4.26 and 4.27 we get an
isomorphism of topological groups:

JK/K
∗ ∼= R× (J0

K/K
∗) if K is a number field,

JK/K
∗ ∼= Z× (J0

K/K
∗) if K is a function field.

Since by Theorem 4.30 the group J0
K/K

∗ is compact, the quotient group
JK/(K

∗ · JmK) is the direct product of a finite group and a compact group
and therefore is compact. Hence, the quotient group JK/(K

∗ · UK · JmK) is
compact. Since it is also discrete, it is finite.

4.3 Locally compact abelian groups

For this section the references are [56] by Pontryagin, [75] by Weil, and [49]
by Morris.

Definition 4.32 (Locally compact group). A locally compact group is a topo-
logical group that is locally compact as a topological space.

Definition 4.33 (Character). A character of a locally compact Hausdorff
abelian group G is a continuous group homomorphism from G to the circle
group R/Z.

The set of all characters of G forms a group under pointwise addition.

Definition 4.34 (Dual group or character group). The group Ĝ of characters
of a locally compact Hausdorff abelian group G is the dual group or character
group of G.

Remark 4.35. We endow the dual group Ĝ of a locally compact Hausdorff
abelian group G with the open-compact topology. This renders Ĝ a topological
group.

Theorem 4.36. Let G be a locally compact Hausdorff abelian group. Then the
dual group Ĝ of G is a locally compact Hausdorff abelian group.

Proof. See Theorem 36 in Section 34 of Chapter 6 in [56] by Pontryagin.

Theorem 4.37 (Pontryagin Duality). Let L be the category of locally compact
Hausdorff abelian groups with continuous group homomorphisms. Then the
dualization ̂ : L → L provides an anti-equivalence of categories
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L −→ L
G 7→ Ĝ

and the canonical map from a locally compact Hausdorff abelian group G to
̂̂
G

that maps an element x ∈ G to the character x̂ → x̂(x) of Ĝ is a func-
tor isomorphism from the identity functor on L and the iterated dualization̂ ◦ ̂ : L → L. This duality also restricts to the anti-equivalence

{compact abelian groups} ←→ {discrete abelian groups}.

Proof. See Theorem 52 in Section 40 of Chapter 6 in [56] by Pontryagin.

The canonical map from a locally compact Hausdorff abelian group G to
̂̂
G

that maps an element x ∈ G to the character x̂ → x̂(x) of Ĝ is a topological

group isomorphism. We may therefore consider G as the character group of Ĝ.

Definition 4.38 (Annihilator). Let H be a subset of a locally compact Haus-
dorff abelian group G. The annihilator H⊥ of H in G is the set

H⊥ = {x̂|x̂ ∈ Ĝ,∀x ∈ H : x̂(x) = 0}.

Theorem 4.39. Let G be a locally compact Hausdorff abelian group. Then the
maps

{closed subgroups of G} ←→ {closed subgroups of Ĝ}
H 7→ H⊥

I⊥ ←[ I

are inclusion-reversing bijections and are inverse to each other. Moreover, if
H is a closed subgroup of G, then the natural maps

H⊥
∼→ Ĝ/H and Ĝ/H⊥

∼→ Ĥ

are isomorphisms of topological groups.

Proof. See Theorem 27 in Chapter 7 in [49] by Morris.

Remark 4.40 (Pairing on topological groups). When A, B, and C are topo-
logical abelian groups, a pairing

β : A×B → C

will be also required to be a continuous map from A×B to C. See Definition 2.1
for the definition of a pairing on abelian groups.
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Definition 4.41 (Dual groups with respect to a pairing). Let G and G′ be
locally compact Hausdorff abelian groups and let

β : G×G′ → R/Z

be a pairing. The groups G and G′ are dual with respect to the pairing
β : G×G′ → R/Z if the map G′ → Ĝ, g′ 7→ (β(·, g′) : G → R/Z), is a topo-
logical group isomorphism.

See Definition 2.41 for the definition of a nondegenerate pairing.

Lemma 4.42. Let G and G′ be locally compact Hausdorff abelian groups and
let (·, ·) be a nondegenerate pairing

(·, ·) : G×G′ → R/Z.

If H and H ′ are compact subgroups of G and G′, respectively, such that the
subgroup H is the annihilator of H ′ in G with respect to the pairing (·, ·), then
the groups G and G′ are dual with respect to the pairing (·, ·) and the subgroups
H and H ′ are open subgroups of G and G′, respectively.

Proof. See Lemma 4 in Section 1.3 of Chapter III in [28] by Iyanaga.

Lemma 4.43. Let G and G′ be locally compact Hausdorff abelian groups and
let (·, ·) be a nondegenerate pairing

(·, ·) : G×G′ → R/Z.

If H and H ′ are closed subgroups of G and G′, respectively, such that the
quotient groups G/H and G′/H ′ are compact and the subgroup H is the an-
nihilator of H ′ in G with respect to the pairing (·, ·), then the groups G and
G′ are dual with respect to the pairing (·, ·) and the subgroups H and H ′ are
discrete subgroups of G and G′, respectively.

Proof. See Lemma 5 in Section 1.3 of Chapter III in [28] by Iyanaga.

Lemma 4.44. Let G be a topological group and let A and B be subsets of G.
Then one has the following.

(a) If A and B are compact, then AB is compact;
(b) If A is compact and B is closed, then AB is closed.

Proof. If A and B are compact, then by Tychonoff’s theorem the subset A×B
of G×G is compact. The set AB is compact, because it is the continuous image
of the compact set A×B under multiplication.

For a proof of the second fact see Lemma 1 of Section 2 in Chapter X in [2]
by Artin and Tate.

Note that if in Lemma 4.44 the subsets A and B are closed then AB does not
need to be closed. For example, take the closed subgroups Z and Z ·

√
2 of R

as A and B, respectively.
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4.4 Self-duality

We want to extend the concept of norm-residue symbol to global fields.

Definition 4.45 (Tame place and wild place). Let m be a positive integer.
A place v of a global field containing a primitive m-th root of unity is a tame
place with respect to m if one has |m|v = 1, otherwise it is a wild place with
respect to m.

Remark 4.46. Let m be a positive integer. An Archimedean place v of a
global field containing a primitive m-th root of unity is tame with respect to
m if and only if one has m = 1.

Definition 4.47 (Idelic m-th power norm-residue symbol). Let m be a posi-
tive integer, let K be a global field containing a primitive m-th root of unity,
let µm be the group of m-th roots of unity in K, let S be the set of places of
K, and let JK be the group of ideles of K. The idelic m-th power norm-residue
symbol is the map

(·, ·)K,m : JK × JK → µm,

(a, b) 7→ (a, b)K,m ,

such that for all a = (av)v, b = (bv)v ∈ JK one has

(a, b)K,m =
∏
v∈S

(av, bv)Kv,m ,

where for each place v of K the map (·, ·)Kv,m : K∗v ×K∗v → µ(Kv) denotes
the m-th power norm-residue symbol of the completion Kv of K at v and the
group µ(Kv) of m-th roots of unity in Kv is identified with the group µm by
the inclusion K ↪→ Kv.

We will often write only ‘(·, ·)’ and ‘norm-residue symbol’ when m and K are
understood.

Remark 4.48. The norm-residue symbol is well-defined on the group of ideles
JK . For all a = (av)v, b = (bv)v ∈ JK we have that all but finitely many places
of K are tame and for all but finitely many of them both arguments av and
bv are units. Since by Theorem 3.89 we have (av, bv) = 1 when both av and bv
are units and v is a tame place, the infinite product

∏
v (av, bv)v is actually a

finite product.

Theorem 4.49. Let m be a positive integer, let K be a global field containing
a primitive m-th root of unity, and let µm be the group of m-th roots of unity
in K. Then the norm-residue symbol

(·, ·)K,m : JK × JK → µm
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is an antisymmetric pairing and induces a nondegenerate antisymmetric pair-
ing

(·, ·) : JK/J
m
K × JK/J

m
K → µm.

Proof. The norm-residue symbol is bilinear and antisymmetric, because it is
the product of bilinear antisymmetric maps. Let a = (av)v, b = (bv)v ∈ JK
and let S be the finite set of places of K consisting of all Archimedean places,
all wild places, and all places v of K where av and bv are not both units. Let
Ha and Hb be the subsets of JK

Ha =
∏
v∈S

avK
∗
v
m ×

∏
v/∈S

Uv and Hb =
∏
v∈S

bvK
∗
v
m ×

∏
v/∈S

Uv.

They are open neighbourhoods of a and b, respectively, and by Theorem 3.89
the value (ha, hb) does not depend on the choice of ha ∈ Ha and hb ∈ Hb.
Hence, the norm-residue symbol is a continuous map.

The induced map is an antisymmetric pairing. It is also nondegenerate. Let
a ∈ JK be such that for all b ∈ JK the product

∏
v (av, bv)v is 1. Letting b

range over the elements of the form (1, 1, . . . , 1, bw, 1, . . .) with w a place of K,
we get av ∈ (K∗v )m for all places v of K. Hence, we have a ∈ JmK .

We will often call ‘norm-residue symbol’ the pairing induced by the norm-
residue symbol in Theorem 4.49.

Theorem 4.50. Let m be a positive integer, let K be a global field containing
a primitive m-th root of unity, let µm be the group of m-th roots of unity in
K, let JK be the group of ideles of K, and let ψ : µm → R/Z be an injective
group homomorphism. Then the quotient group JK/J

m
K is a locally compact

Hausdorff abelian group and is its own dual with respect to the pairing

ψ ◦ (·, ·) : JK/J
m
K × JK/J

m
K → R/Z

induced by the norm-residue symbol.

Proof. Since JmK is closed in JK , the quotient group JK/J
m
K is Hausdorff. Note

that JK/J
m
K is the restricted topological product of the groups K∗v/K

∗
v
m with

respect to the subgroups Uv/U
m
v . Let S be the finite set of places of K con-

sisting of all wild places. The group

H =
∏
v∈S

K∗v/K
∗
v
m ×

∏
v/∈S

Uv/U
m
v

is the product of two compact groups and by Lemma 4.44 it is compact.
Moreover, the annihilator of H in JK/J

m
K is the compact group

H⊥ = {1} ×
∏
v/∈S

Uv/U
m
v ,
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because by Remark 4.46 an Archimedean place is tame if and only if one has
m = 1 and Theorem 3.89 implies that for every tame non-Archimedean place v
of K the group Uv/U

m
v equals its own annihilator in K∗v/K

∗
v
m with respect to

the local norm-residue symbol. Consider any injective group homomorphism
ψ : µm → R/Z. By Lemma 4.42 the group JK/J

m
K is its own dual with respect

to the pairing
ψ ◦ (·, ·) : JK/J

m
K × JK/J

m
K → R/Z

induced by the norm-residue symbol.

Lemma 4.51. Let m be a positive integer, let K be a global field containing
a primitive m-th root of unity, and let JK be the group of ideles of K. Then
one has the equality

K∗ ∩ JmK = K∗m.

Proof. See Lemma 5 in Section 4.3 of Chapter V in [28] by Iyanaga.

Theorem 4.52. Let m be a positive integer, let K be a global field containing
a primitive m-th root of unity, and let JK be the group of ideles of K. Then
the subgroup K∗/(K∗)m of JK/J

m
K equals its own annihilator in JK/J

m
K with

respect to the norm-residue symbol.

Proof. See Section 4 of Chapter V in [28] by Iyanaga.

Theorem 4.53. Let m be a positive integer, let K be a global field containing
a primitive m-th root of unity, and let JK be the group of ideles of K. Then
the subgroup K∗/(K∗)m of JK/J

m
K is discrete.

Proof. The annihilator U⊥K of the group UK of unit ideles of K in JK with
respect to the norm-residue symbol is open in JK and therefore its image
ϕ(U⊥K) in JK/J

m
K under the quotient map ϕ : JK → JK/J

m
K is also open.

Using Theorem 4.52 the group

ϕ(K∗) ∩ ϕ(U⊥K) = ((K∗ · JmK) ∩ (U⊥K · J
m
K))/ JmK

is the annihilator of the group (K∗ ·UK · JmK)/ JmK with respect to the pairing
(·, ·) : JK/J

m
K × JK/J

m
K → µm induced by the norm-residue symbol. Since by

Theorem 4.31 the quotient group JK/(K
∗ · UK · JmK) is finite, by duality the

group ϕ(K∗)∩ϕ(U⊥K) is also finite. It is a discrete subgroup of JK/J
m
K , because

it is a finite subgroup of the open subgroup ϕ(U⊥K) of JK/J
m
K . It follows that

K∗/(K∗)m is a discrete subgroup of JK/J
m
K .

Theorem 4.54 (Hilbert’s product formula). Let m be a positive integer, let
K be a global field containing a primitive m-th root of unity, and let S be the
set of places of K. Then for all a, b ∈ K∗ one has∏

v∈S
(a, b)v = 1.
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Proof. By Theorem 4.52 the subgroup K∗/(K∗)m of JK/J
m
K equals its own an-

nihilator in JK/J
m
K with respect to the norm-residue symbol. This implies that

the annihilator of K∗/(K∗)m contains K∗/(K∗)m. Hilbert’s product formula
follows.

4.5 Function fields

Let F be a finite field, let q be the cardinality of F, and let m be a positive
integer dividing q − 1. Thus, the field F contains a primitive m-th root of
unity. Let µm(F) be the group of m-th roots of unity in F. Let K be a function
field with exact field of constants F and let S be the set of places of K. For
every place v ∈ S let dv be the degree of the place v, that is, the degree of
the residue field Ov/Pv of the completion Kv of K at v over F. Moreover, we
denote the group of ideles of K by J and the group

∏
v Uv of unit ideles by

U . Let : J → J/Jm be the canonical projection of J onto J/Jm. Given a
subgroup A of J we will write A for the group (A ·J)/Jm. Since the field K is
understood, we will often drop any subscript K when it is used in formulas.

Definition 4.55 (Group of divisors). Let F be a finite field and let K be a
function field with exact field of constants F. The group of divisors DivK of
K is the free abelian group on the set of places of K.

We have the degree map

deg : Div→ Z,∑
v∈S

nvv 7→
∑
v∈S

nvdv.

It is a surjective map [Corollary V.1.11 in [68]] and its kernel is the group Div0

of divisors of K of degree 0. There is a natural continuous map

div : J → Div,

j = (jv)v 7→ div(j) =
∑
v

(ordv jv) · v,

where ordv denotes the normalized valuation vKv on Kv. This is a com-
mon notation for function fields and their completions. We denote the integer
deg(div(j)) =

∑
v(ordv jv)dv by deg j and call it the degree of j. Hence, we

get the short exact sequence

1 −→ U −→ J
div−→ Div −→ 0.

Definition 4.56 (Group of principal divisors). Let F be a finite field, let K be
a function field with exact field of constants F, let JK be the group of ideles of
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K, and let DivK be the group of divisors of K. The group of principal divisors
PrK of K is the image of K∗ ⊂ JK in DivK under the map div : JK → DivK .

Composing the map div : J → Div with the degree map deg : Div → Z we
obtain a map J → Z, which gives rise to the split short exact sequences

1 −→ J0 −→ J −→ Z −→ 0

and
1 −→ J0 −→ J −→ Z/mZ −→ 0, (4.57)

where J0 is the group of ideles of K of degree zero.

Theorem 4.58. Let F be a finite field, let q be the cardinality of F, let m be
a positive integer dividing q − 1, and let µm(F) be the group of m-th roots of
unity in F. Let K be a function field with exact field of constants F, let J be
the group of ideles of K, and let U be the group of unit ideles of K. Then the
subgroup U of J/Jm equals its own annihilator in J/Jm with respect to the
norm-residue symbol

(·, ·) : J/Jm × J/Jm → µm(F).

Proof. Theorem 3.89 implies that for every tame non-Archimedean place v
the group Uv/U

m
v equals its own annihilator in K∗v/(K

∗
v )m with respect to the

local norm-residue symbol. Since all places are tame non-Archimedean, we get

the identity U = U
⊥

.

Theorem 4.59. Let F be a finite field, let q be the cardinality of F, let m be
a positive integer dividing q − 1, and let µm(F) be the group of m-th roots of
unity in F. Let K be a function field with exact field of constants F, let J be
the group of ideles of K, and let U be the group of unit ideles of K. Then the
inverse of the norm-residue symbol induces a perfect pairing of finite abelian
groups

(·, ·)−1 : (K∗ ∩ U)× J/(K∗ · U)→ µm(F)

that is characterized by (a), and its domain has the property (b).
(a) For each pair (f, j) ∈ (K∗ ∩ (U · Jm))× J such that the divisors div(f)

and div(j) have disjoint supports one has

(
f, j · (K∗ · U)

) (·,·)−1

7−−−−→ (f, j)
−1

= f(div(j))
q−1
m ,

where

f(div(j)) =
∏
v

N(Ov/Pv)/F(fnv mod Pv) if div(j) =
∑
v

nvv.
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(b) Any pair of elements in (K∗ ∩ U) × J/(K∗ · U) is of the form(
f, j · (K∗ · U)

)
with f and j as in (a).

Proof. By Lemma 4.24 the group K∗ is a discrete subgroup of J . Since the
group U is a compact subgroup of J , by Lemma 4.44 the subgroup K∗ · U
is closed. Hence, the group K∗ · U is a closed subgroup of J/Jm. Taking its
annihilator and using Theorem 4.52 and Theorem 4.58 we get

(K∗ · U)⊥ = K∗
⊥ ∩ U⊥ = K∗ ∩ U.

The group K∗∩U is finite, because it is discrete by Theorem 4.53 and compact.
Theorem 4.39 implies that the induced pairing exists and is a perfect pairing
of finite abelian groups.

Now we are going to prove the formula in (a). Let S be the set of places
of K and for each v ∈ S let Kv be the completion of K at v. By Theo-

rem 3.89 and Theorem 3.86 for each v ∈ S the extension Kv(f
1/m
v )/Kv is

unramified. For each v ∈ S we denote by Frv the Frobenius element in the

Galois group Gal(Kv(f
1/m
v )/Kv). By the weak approximation theorem for ev-

ery f ∈ K∗ ∩ (U · Jm) the set of all j ∈ J such that div(f) and div(j) have
disjoint supports maps surjectively to J/(K∗ ·U). This proves (b). Since both
the inverse of the norm-residue symbol and the formula give rise to a group
homomorphism J/(K∗ ·U)→ µm(F) when the first argument is fixed, we can
assume that j ∈ J has divisor div(j) = w, where w is a place of K not in the
support of div(f). Let dw be the degree of the place w. The computation

(f, j)
−1

= (j, f) =
∏
v∈S

(j, f)v =
∏
v∈S

Frordv(j)
v (f

1
m
v )/f

1
m
v =

= Frw(f
1
m
w )/f

1
m
w =

(
f
qdw−1
m

w mod Pw

)
=

(
f
qdw−1
q−1

q−1
m

w mod Pw

)
=

= (N(Ow/Pw)/F(f mod Pw))
q−1
m = f(div(j))

q−1
m ,

where the last equality in the first line follows from (b) in Theorem 3.80, gives
the desired result.

Corollary 4.60. For all b ∈ J and ζ ∈ F∗ one has

(b, ζ) =
(
ζ
q−1
m

)deg b

.

Proof. Let div(b) =
∑
v nvv. Hence, we have deg b =

∑
v nvdv. Using Theo-

rem 4.59 we get

(b, ζ) = (ζ, b)
−1

=

(∏
v

N(Ov/Pv)/F ζ
nv

) q−1
m

=
(
ζ
∑
v nvdv

) q−1
m

=
(
ζ
q−1
m

)deg b

.
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Corollary 4.61. The norm-residue symbol induces a perfect pairing

(·, ·) : J/J0 × F∗ → µm.

Proof. It follows from Corollary 4.60 and the short exact sequence 4.57 that
the annihilator of F∗ in J is J0.

Raising to the (q− 1)/m-th power and the degree map give the isomorphisms

F∗ ∼→ µm and J/J0 ∼→ Z/mZ,

respectively. Using these two isomorphisms, from the perfect pairing of Corol-
lary 4.61 we get the perfect pairing

(·, ·) : Z/mZ× µm → µm,

(a, ζ)→ ζa.

The explicit description follows from Corollary 4.60.

Corollary 4.62. The norm-residue symbol induces the perfect pairing

(·, ·)−1 : (K∗ ∩ U)/F∗ × J0/(K∗ · U)→ µm(F). (4.63)

Proof. Since the annihilator of K∗ ∩ U is K∗ · U and by Corollary 4.61 the
annihilator of J0 is F∗, the pairing induced by the norm-residue symbol is
perfect.

Definition 4.64 (Divisor class groups). Let F be a finite field, let K be a
function field with exact field of constants F, let DivK and Div0

K be the group
of divisors of K and the group of degree zero divisors of K, respectively, and
let PrK be the group of principal divisors of K. The divisor class group PicK of
K is the group DivK /PrK and the divisor class group of degree zero divisors
Pic0

k is the group Div0
K /PrK .

The surjective map K∗ ∩ U → Pic0[m] that maps an element a = ujm, with
a ∈ K∗, u ∈ U , j ∈ J , to div(j) is well-defined by Lemma 4.51 and fits into
the short exact sequence

1 −→ F∗ −→ K∗ ∩ U −→ Pic0[m] −→ 0.

Hence, we have an isomorphism

(K∗ ∩ U)/F∗ ∼= Pic0[m]. (4.65)
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Furthermore, from the exact sequence

1 −→ U −→ J0 div−→ Div0 −→ 0,

where Div0 is the group of divisors of degree zero, we get an isomorphism

J0/(K∗ · U) ∼= Pic0/mPic0. (4.66)

Corollary 4.67. The norm-residue symbol induces the perfect pairing

{·, ·} : Pic0[m]× Pic0/mPic0 → µm(F),

{[D], [E] mod mPic0} 7→ f(E)
q−1
m ,

where D and E are divisors with disjoint supports and f ∈ K∗ has divisor
mD.

Proof. Combining isomorphisms 4.65 and 4.66 with the perfect pairing 4.63
gives the perfect pairing {·, ·} : Pic0[m]× Pic0/mPic0 → µm(F).

Consider elements [D] ∈ Pic0[m] and [E] ∈ Pic0 represented by divisors D
and E =

∑
v nvv of K with disjoint supports. Let f be a nonzero rational

function with divisor mD. By isomorphism 4.65 we can write f as uim with
u ∈ U and i ∈ J . Hence, we have div(i) = D. Moreover, by isomorphism 4.66
we can choose j ∈ J0 with div(j) = E. Using Theorem 4.59 we get

{[D], [E] mod mPic0} = (f, j)
−1

= f(div(j))
q−1
m = f(E)

q−1
m .
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The present situation can be summarized in the following diagram.

J = J/Jm

Z/mZ

compact discrete
J0

Pic0/mPic0

K∗ · U

K∗ = K∗
⊥

discrete

U = U
⊥

compact

K∗ ∩ U

Pic0[m]

F∗

µm

1

Note that taking the annihilators reflects the diagram upside down.

4.6 The Tate pairing

The norm-residue symbol induces perfect pairings on subgroups and quotient
groups of the group of ideles of a global field. Two very famous and commonly
used pairings in the case of function fields are the Weil pairing and the Tate
pairing. Hence, it is natural to look for relations between the norm-residue
symbol and these pairings. In 1995, Howe [26] showed that Kummer theory
and class field theory provide a way to obtain the Weil pairing from the norm-
residue symbol. Here we show that the Tate pairing is given by the norm-
residue symbol on certain groups of ideles and that it is even possible to
extend this pairing to larger groups. The Tate pairing has been generalized
by Bruin [8] to a pairing associated to an isogeny between abelian varieties
over a finite field and it has been explicitly related to the Weil pairing.

The Tate pairing was constructed in 1994 by Frey and Rück [17] in order
to reduce the discrete logarithm problem in the m-torsion part of the divisor
class group of degree zero divisors on a projective irreducible nonsingular curve
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over a finite field to the corresponding problem in the multiplicative group of
the finite field. More recently it has been noticed by Boneh and Franklin that
pairings can be used for identity-based cryptography [5]. Nowadays pairings are
studied in some of the most active research fields in elliptic curve cryptography,
but they are also of theoretical interest.

Definition 4.68 (Tate pairing). Let K be a function field as in the previ-
ous section. Consider elements [D] ∈ Pic0[m] and [E] ∈ Pic0 represented by
divisors D and E of K with disjoint supports. Let f be a non-zero rational
function with divisor mD. The Tate pairing of K is the map

{·, ·} : Pic0[m]× Pic0 /mPic0 → µm(F),

{[D], [E] mod mPic0} 7→ f(E)
q−1
m ,

where
f(E) =

∏
v

N(Ov/Pv)/F(fnv mod Pv) if E =
∑
v

nvv.

Theorem 4.69. The Tate pairing is a perfect pairing.

Proof. The Tate pairing equals the pairing in Corollary 4.67.

The proof by Frey and Rück uses a pairing introduced by Lichtenbaum [42],
which comes from a duality result of Tate [70] on cohomology groups of an abe-
lian variety. For this reason the Tate pairing is also called ‘Tate–Lichtenbaum
pairing’ or ‘Frey–Rück pairing’. Nowadays there are proofs by Hess [25] and
by Schaefer [61] that do not use the results by Lichtenbaum and Tate.

Remark 4.70. If we consider the Tate pairing in the form of Corollary 4.62,
the perfect pairing

(·, ·)−1 : (K∗ ∩ U)× J/(K∗ · U)→ µm(F)

in Theorem 4.59 is an extension of the Tate pairing to larger groups. In this
way we increase the size of the groups involved by a factor of m. This might be
useful for cryptographic applications. Note that the same formula still holds
for this perfect pairing.

The group J/(K∗ · U) has an interpretation in terms of groups of divisors
similar to that of the group J0/(K∗ · U). From the short exact sequence

1 −→ U −→ J
div−→ Div −→ 0

we get the isomorphism

J/(K∗ · U) ∼= Pic /mPic .
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4.7 The Arakelov class group

Given a number field K, we define the Arakelov class group of K. It is a group
that is analogous to the divisor class group of degree zero divisors of a function
field over a finite field. The main reference is [64] by Schoof.

Definition 4.71 (Group of Arakelov divisors). Let K be a number field and
let S and S∞ be the sets of places of K and of Archimedean places of K,
respectively. The group of Arakelov divisors DivK of K is the set

DivK =

 ∑
v∈S\S∞

nvv +
∑
v∈S∞

xvv : nv ∈ Z, xv ∈ R


of finite formal sums with componentwise addition.

We will often write Div when the field K is understood.
The degree dv of a non-Archimedean place v of K is log |Ov/Pv|, where
|Ov/Pv| denotes the order of the residue field Ov/Pv of the completion Kv of
K at v. The degree dv of an Archimedean place v of K equals 1 or 2 depending
on whether the place v is real or complex. The degree extends by linearity to
the surjective group homomorphism

deg : Div→ R∑
v∈S\S∞

nvv +
∑
v∈S∞

xvv 7→
∑

v∈S\S∞

nvdv +
∑
v∈S∞

xvdv,

where dv is the degree of the place v. The kernel of this map is the group
of degree zero Arakelov divisors of K, which we denote by Div0. There is a
natural surjective continuous group homomorphism

div : J → Div,

j = (jv)v 7→ div(j) =
∑

v∈S\S∞

vv(jv) · v +
∑
v∈S∞

− log |jv| · v,

where the map | · | : C → R≥0 is the ordinary absolute value and for each
non-Archimedean place v of K the map vv : Kv → Z ∪ {+∞} denotes the
normalized valuation on Kv.

Definition 4.72 (Group of principal Arakelov divisors). Let K be a number
field. The group of principal Arakelov divisors Pr of K is the image of K∗ ⊆ J
in Div under the map div : J → Div.

Following the analogy to the function fields, we define Pic as the quotient
group Div /Pr. For each a ∈ K∗ the principal Arakelov divisor div(a) is zero
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if and only if a is a unit of OK all of whose conjugates of a have absolute value
equal to 1. Hence div(a) is zero if and only if a is contained in the group µ of
roots of unity of K. We get the exact sequence

1→ µ→ K∗
div−−→ Div→ Pic→ 0.

The product formula [Theorem 4.28] gives the inclusion Pr ⊆ Div0.

Definition 4.73 (Arakelov class group). Let K be a number field, let Div0

be the group of degree zero Arakelov divisors of K, and let Pr be the group
of principal Arakelov divisors of K. The Arakelov class group Pic0 of K is the
quotient group Div0 /Pr.

Theorem 4.74. Let K be a number field, let (
⊕

v∈S∞ R)0 be the subgroup of

Arakelov divisors of K in
⊕

v∈S∞ R that have degree zero, and let T 0 be the co-

kernel of the group homomorphism O∗K → (
⊕

v∈S∞ R)0 obtained by composing
the map div : OK → DivK with the projection on the components correspond-
ing to the Archimedean places of K. Then there is a group isomorphism

T 0 ∼= (R/Z)|S∞|−1,

where S∞ is the set of Archimedean place of K.

Proof. This follows from Dirichlet’s unit theorem.

Theorem 4.75. Let K be a number field, let Id be the group of fractional
ideals of its ring of integers, and let Cl be the ideal class group of K. Let Div
be the group of Arakelov divisors of K, let Pic0 be the Arakelov class group of
K, and let T 0 be as in Theorem 4.74. For each non-Archimedean place v of
K let Pv be the prime ideal of the ring of integers of K associated to v. Then
the group homomorphism

Div→ Id∑
v∈S\S∞

nvv +
∑
v∈S∞

xvv 7→
∏

v∈S\S∞

P−nvv

induces a natural split short exact sequence

0→ T 0 → Pic0 → Cl→ 1.

Proof. See Proposition 2.2 in [64] by Schoof.

Corollary 4.76. Let m be a positive integer and let K be a number field.
Let Cl and Pic0 be the ideal class group of K and the Arakelov class group
of K, respectively. Then the exact sequence in Theorem 4.75 induces a group
isomorphism

Pic0/mPic0 ∼−→ Cl /Clm .
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Proof. Since by Theorem 4.74 the group T 0 is divisible, the results follows
from the split short exact sequence in Theorem 4.75.

Composing the map div : J → Div with the degree map deg : Div→ R we
obtain the map − log ◦ c : J → R, where c : J → R, j = (jv)v 7→

∏
v |jv|v,

is the content map. This composite map gives rise to the split short exact
sequence

1→ J0 → J
deg ◦ div−−−−−→ R→ 0, (4.77)

where J0 is the group of ideles of K of degree zero, which is also the kernel of
the content map. The splitting of this exact sequence follows from the splitting
of the exact sequence 4.26.

Let U ′ be the kernel of the map div : J → Div. Hence U ′ is the group

U ′ =
∏
v∈S

ker(| · |v) = {(jv)v ∈ J : ∀v ∈ S : |jv|v = 1}.

From the short exact sequence

1→ U ′ → J0 div−−→ Div0 → 0

we get a group isomorphism

J0/(K∗ · U ′) ∼−→ Pic0 . (4.78)

Let m be a positive integer. Now we assume that K contains a primitive m-th
root of unity. Let : J → J/Jm be the canonical projection of J onto J/Jm.
Given a subgroup A of J we will write A for the group (A · Jm)/Jm. Note
that we have the equality U ′ = U , where U is the group of unit ideles of K.
Combining the split exact sequence 4.77 and the group isomorphism 4.78 gives
a group isomorphism

J/(K∗ · U)
∼−→ Pic0/mPic0.

The surjective map K∗ ∩ U ′ → Pic0[m] that maps an element a = ujm, with
a ∈ K∗, u ∈ U ′, j ∈ J , to div(j) fits into the short exact sequence

1 −→ µ −→ K∗ ∩ U ′ −→ Pic0[m] −→ 0. (4.79)

Hence, we get an isomorphism

(K∗ ∩ U)/µ
∼−→ Pic0[m].
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4.8 Number fields

Given a positive integer m and a number field K containing a primitive m-th
root of unity, we reproduce the construction of the Tate pairing in this set-
ting. Using the norm-residue symbol we define some natural pairings on sub-
groups and quotient groups of J/Jm, where J denotes the group of ideles of K.
These pairings do not deviate much from a naturally defined perfect pairing
Cl[m]× Cl /Clm → µm, where Cl is the ideal class group of K and µm is the
group of m-th roots of unity in K. The m-th virtual group V of K [Defini-
tion 5.15], which is a subgroup of the m-th unit residue group of K [Defini-
tion 5.3], provides an upper bound for this deviation, which is mathematically
expressed by Theorem 4.84 and Theorem 4.86.

Notation 4.80. Let m be a positive integer and let K be a number field con-
taining a primitive m-th root of unity ζm, which generates the multiplicative
group µm. The ring of integers of K, its group of units, the set of places of K,
and the set of Archimedean places of K are OK , E, S, and S∞, respectively.
For a place v of K, we denote by Kv the completion of K at v, by Ov the ring
of integers of Kv, and by Uv the unit group of Ov if v is non-Archimedean and
K∗v if v is Archimedean. Let Cl and Pic0 be the ideal class group of K and the
Arakelov class group of K, respectively.

We denote the group of ideles of K by J and the unit idele group of K by U .
For definitions see Definition 4.19 and Definition 4.21. Let : J → J/Jm be
the canonical projection of J onto J/Jm. Given a subgroup A of J , we write
A for the group (A · Jm)/Jm. For any subgroup H ⊆ J we denote by H⊥ its
annihilator in J with respect to the norm-residue symbol (·, ·) : J × J → µm.
Let V be the subgroup

V = (K∗ ∩ U) · U⊥/U⊥

of the m-th unit residue group U/U
⊥

of K. It will be called the ‘m-th virtual
group’ of K [Definition 5.15].

Similarly to the function fields case, we have two short exact sequences

1 −→ U ·K∗ −→ J −→ Cl −→ 1 (4.81)

and
1 −→ E −→ K∗ ∩ U −→ Cl[m] −→ 1. (4.82)

Let G be the group of automorphisms of K over Q. We also remark that the
two sequences are G-linear.

We consider the pairing (·, ·) : J × J → µm induced by the norm-residue
symbol in Theorem 4.49. The annihilator of K∗ in J is K∗ itself but, differently
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from the function field case, the annihilator U
⊥

of U in J is not U . This is due
to the presence of ramified places and Archimedean places. By Theorem 3.89

and by Section 3.7 we only have the inclusion U
⊥ ⊂ U . See Theorem 5.1 for

more details. We will call the quotient group U/U
⊥

the ‘m-th unit residue
group’ of K [Definition 5.3].

Theorem 4.83. Let the notation be as in Notation 4.80. Then one has the
equality

(K∗ · U⊥) ∩ U = (K∗ ∩ U) · U⊥.

Proof. Since by Theorem 5.1 we have the inclusion U
⊥ ⊂ U , we get

(K∗ · U⊥) ∩ U = (K∗ ∩ U) · (U⊥ ∩ U) = (K∗ ∩ U) · U⊥.

The following diagram summarizes the situation.

J = J/Jm

Cl /Clm

K∗ · U

K∗ · U⊥ U

K∗ (K∗ · U⊥) ∩ U = (K∗ ∩ U) · U⊥

V

K∗ ∩ U
Cl[m]

U
⊥

E K∗ ∩ U⊥

1

Theorem 4.84. Let the notation be as in Notation 4.80. Then one has the
following.

(a) The norm-residue symbol induces a perfect pairing of finite abelian
groups

(·, ·) : (K∗ ∩ U)× J/(K∗ · U⊥)→ µm.
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(b) The short exact sequences 4.82 and 4.81 induce surjective canonical
group homomorphisms

ϕ1 : K∗ ∩ U � Cl[m]

ϕ2 : J/(K∗ · U⊥) � Cl /Clm

such that

kerϕ1
∼= (Z/mZ)|S∞| and kerϕ2

∼= V with |V | = m|S∞|.

Proof. Since the annihilator of K∗∩U with respect to the norm-residue symbol

is K∗ · U⊥, the norm-residue symbol induces a perfect pairing

(·, ·) : (K∗ ∩ U)× J/(K∗ · U⊥)→ µm.

The surjective canonical group homomorphism ϕ1 : K∗ ∩ U � Cl[m] is
given by the short exact sequence (4.82). By Dirichlet’s unit theorem we have
E ∼= (Z/mZ)|S∞| and therefore kerϕ1

∼= (Z/mZ)|S∞|. The surjective canoni-

cal group homomorphism ϕ2 : J/(K∗ ·U⊥) � Cl /Clm follows from the short

exact sequence (4.81) and we have kerϕ2 = (K∗ · U)/(K∗ · U⊥). By duality
and the second group isomorphism theorem we get

(K∗ · U)/(K∗ · U⊥) ∼= (K∗ ∩ U)/(K∗ ∩ U⊥) ∼= V.

Since we have

|Cl[m]| · |E| = |K∗∩U | = |K∗∩U⊥| · |V | = |J/(K∗ ·U)| · |V | = |Cl /Clm | · |V |,

the equality |V | = m|S∞| follows.

Theorem 4.85. Let the notation be as in Notation 4.80. Then one has the
following.

(a) The norm-residue symbol induces a perfect pairing of finite abelian
groups

(·, ·) : (K∗ ∩ U)× J/(K∗ · U⊥)→ µm.

(b) The short exact sequences 4.79 and 4.81 induce surjective canonical
group homomorphisms

ϕ1 : K∗ ∩ U � Pic0[m]

ϕ2 : J/(K∗ · U⊥) � Pic0/mPic0

such that

kerϕ1
∼= Z/mZ and kerϕ2

∼= V with |V | = m|S∞|.
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Proof. By Theorem 4.84 the norm-residue symbol induces a perfect pairing

(·, ·) : (K∗ ∩ U)× J/(K∗ · U⊥)→ µm.

The surjective canonical group homomorphism ϕ1 : K∗∩U � Pic0[m] is given
by the short exact sequence (4.79). We have kerϕ1

∼= Z/mZ, because K con-
tains a primitive m-th root of unity. By Corollary 4.76 the surjective canonical

group homomorphism ϕ2 : J/(K∗ · U⊥) � Pic0/mPic0 is obtained from the

surjective canonical group homomorphism ϕ2 : J/(K∗ · U⊥) � Cl /Clm in
Theorem 4.84.

Theorem 4.86. Let the notation be as in Notation 4.80. Then there are
canonical subgroups A ⊆ Cl /Clm and B ⊆ Cl[m] with the following prop-
erties.

(a) The norm-residue symbol induces a perfect pairing of finite abelian
groups

(·, ·) : A×B → µm.

(b) There are surjective group homomorphisms

(Z/mZ)|S∞| � (Cl /Clm)/A,

V � Cl[m]/B with |V | = m|S∞|.

Proof. Let B be the group E ·(K∗∩U⊥)/E. By the second group isomorphism
theorem we get

B ∼= (K∗ ∩ U⊥)/(K∗ ∩ U⊥ ∩ E).

The situation is visualized in the following diagram.

K∗ ∩ U

Cl[m]
E · (K∗ ∩ U⊥)

B

E K∗ ∩ U⊥

E ∩K∗ ∩ U⊥

1
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Since the annihilator of K∗ ∩ U⊥ with respect to the norm-residue symbol is
K∗ · U , the norm-residue symbol induces a perfect pairing

(·, ·) : J/(K∗ · U)× (K∗ ∩ U⊥)→ µm.

Let A be the annihilator in J/(K∗ · U) of E ∩ K∗ ∩ U⊥ with respect to the
induced pairing. The norm-residue symbol induces a perfect pairing

(·, ·) : A×B → µm.

Using the inclusions
A ↪→ J/(K∗ · U) ∼= Cl /Clm

and
B ↪→ (K∗ ∩ U)/E ∼= Cl[m]

we may consider A and B as subgroups of Cl /Clm and Cl[m], respectively.
By Dirichlet’s unit theorem we get a group isomorphism E ∼= (Z/mZ)|S∞|.

Since by duality we have a group isomorphism

(Cl /Clm)/A ∼= E ∩K∗ ∩ U⊥,

the existence of a surjective homomorphism

(Z/mZ)|S∞| � (Cl /Clm)/A

follows from the inclusion E ∩K∗ ∩ U⊥ ↪→ E.
By the second group isomorphism theorem we get a group isomorphism

V = ((K∗ ∩ U) · U⊥)/U
⊥ ∼= (K∗ ∩ U)/(K∗ ∩ U⊥).

This group maps surjectively to

(K∗ ∩ U)/(E · (K∗ ∩ U⊥)) ∼= Cl[m]/B,

as required.
For a proof of the equality |V | = m|S∞| see Theorem 4.84.
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CHAPTER 5

The unit residue group

Given a positive integer m and a global field K containing a primitive m-th
root of unity, we define the m-th unit residue group of K [Definition 5.3].
Corollary 5.2 shows that it is a skew abelian group, where the pairing is given
by the m-th power norm-residue symbol. We refer to Chapter 2 for definitions
and results on skew abelian groups. The m-th unit residue group is isomorphic
to an orthogonal sum of skew abelian groups that are defined locally at the
wild non-Archimedean places of K and at the real Archimedean places of K
[Theorem 5.6]. Hence, it is the trivial group when K is a function field. This
result is strongly related to the existence of the Tate pairing, as we will explain
later in this introduction. As an abelian group, the m-th unit residue group of
K is isomorphic to (Z/mZ)2·|S∞|, where S∞ denotes the set of Archimedean
places of K [Theorem 5.10].

The structure of the m-th unit residue group as an orthogonal sum of lo-
cal components [Theorem 5.1] is reminiscent of the structure of the group
J = J/Jm with respect to the pairing induced by the idelic m-th power norm-
residue symbol, where J is the group of ideles of K. The group J has the
subgroup K∗ = (K∗ · Jm)/Jm, which we can consider as the global contri-
bution to J . We could say that it lies halfway in J , because K∗ is its own
annihilator in J with respect to the pairing induced by the idelic m-th power
norm-residue symbol [Theorem 4.52]. The m-th unit residue group of K has
a similar subgroup: the m-th virtual group of K [Definition 5.15]. The m-th
virtual group is defined globally and is a maximal self-annihilating subgroup
of the m-th unit residue group, of order m|S∞| [Theorem 5.17]. In particular,
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Chapter 5. The unit residue group

its order equals its index in the m-th unit residue group. We remark that
the m-th virtual group is not necessarily isomorphic, as an abelian group, to
(Z/mZ)|S∞| [Theorem 6.31].

The m-th virtual group naturally arises when one tries to extend the Tate
pairing to number fields. It provides an upper bound for how far the groups
Cl[m] and Cl /Clm are from having a similar canonically defined perfect pairing
Cl[m]× Cl /Clm → µm, where Cl is the ideal class group of K and µm is the
group of m-th roots of unity in K [Theorem 4.84 and Theorem 4.86]. Note
that this bound can be very small even for large ideal class groups, because
the m-th virtual group has order m|S∞|. For example, the 2-nd virtual group
of any imaginary quadratic number field has order 2.

We want to describe the m-th virtual group in a more explicit way that
is amenable to computation. Remark 5.28 gives a natural surjective group
homomorphism from the m-Selmer group of K [Definition 5.25] to the m-th
virtual group and links the m-th virtual group to the field extensions of K that
are obtained by adjoining m-th roots of m-virtual units of K, which are the
elements in K that have normalized valuation divisible by m at every place of
K. These extensions can ramify only at the wild non-Archimedean places of
K and at the real Archimedean places of K.

In this chapter we present definitions and general results on unit residue
groups and virtual groups. As a first example we compute the 2-nd unit residue
group of the field Q of rational numbers by identifying its local components
and, in there, the 2-nd virtual group of Q [Theorem 5.32]. In later chapters we
will compute unit residue groups of other number fields.

5.1 Definitions and general results

Theorem 5.1. Let the notation be as in Notation 4.80. Then the subgroup U

of J/Jm contains its own annihilator U
⊥

in J/Jm with respect to the norm-
residue symbol and the projection : J → J/Jm induces a group isomorphism
of finite abelian groups∏

v|m

Uv/U
⊥
v ×

∏
v real

Uv/U
⊥
v
∼→ U/U

⊥
,

where v ranges over the places of K dividing m and the real Archimedean
places of K.

Proof. Let S be the set of places of K. By Remark 4.22 we get the equality

U =
∏
v∈S

Uv/U
m
v .
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5.1. Definitions and general results

Section 3.7 and Theorem 3.89 imply that for every place v ∈ S the group
Uv/U

m
v contains its own annihilator in K∗v/(K

∗
v )m with respect to the local

norm-residue symbol. Hence, we obtain the inclusion

U
⊥ ⊆ U.

By Corollary 3.90 for non-Archimedean places and by Section 3.7 for Archime-
dean places, for each place v ∈ S we have the equality (Uv/U

m
v )⊥ = U⊥v /U

m
v .

Hence, we get a group isomorphism∏
v∈S

Uv/U
⊥
v
∼→ U/U

⊥
.

Theorem 3.89 implies that for each non-Archimedean place v ∈ S the group
Uv/U

⊥
v has order |m|−1 and therefore is trivial for all but the finitely many

places dividing m. By Section 3.7 for each Archimedean place v ∈ S the group
Uv/U

⊥
v has order dividing 2 and is trivial when v is complex. Hence, the group

U/U
⊥

is finite and the group isomorphism in the statement follows.

Corollary 5.2. Let the notation be as in Notation 4.80. Then the triple

(U/U
⊥
, (·, ·)K,m, µm) is a skew abelian group.

Proof. The result follows from Theorem 4.49 and Theorem 5.1.

Definition 5.3 (m-th unit residue group). Let m be a positive integer, let
K be a global field containing a primitive m-th root of unity, and let µm
be the group of m-th roots of unity in K. Let J be the group of ideles
of K and let U be the group of unit ideles of K. Denote by U the group

UJm/Jm and let U
⊥

be the annihilator of U in J/Jm with respect to pair-
ing J/Jm × J/Jm → µm induced the idelic m-th power norm-residue symbol.

Let (·, ·)K,m : U/U
⊥ × U/U⊥ → µm be the pairing induced by the idelic m-th

power norm-residue symbol. The m-th unit residue group of the global field K

is the skew abelian group (U/U
⊥
, µm, (·, ·)K,m).

We will write only ‘unit residue group’ when m is understood.

Theorem 5.4. Let m be a positive integer, let K be a global field containing

a primitive m-th root of unity, and let (U/U
⊥
, µm, (·, ·)K,m) be the m-th unit

residue group of K. The skew element of the m-th unit residue group of K is

−1 · U⊥.

Proof. Let (av)v ∈ U . By Corollary 3.75 for each place v of K we have

(−1, av)v = (av, av)v .

Taking the product over all places of K concludes the proof.
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Theorem 5.5. Let m be a positive integer and let K be a global field containing
a primitive m-th root of unity. Then the following are equivalent.

(i) The m-th unit residue group of K is a symplectic abelian group.
(ii) The extension K(m

√
−1)/K is unramified at all places of K.

Proof. By Theorem 5.4 the skew element of the m-th unit residue group of K is

−1·U⊥. Now the equivalence follows from Theorem 2.15 and Theorem 3.86.

Theorem 5.6. Let the notation be as in Notation 4.80. Then the group iso-
morphism ∏

v|m

Uv/U
⊥
v ×

∏
v real

Uv/U
⊥
v
∼→ U/U

⊥

induced by the canonical projection J → J/Jm is an isomorphism

⊥
v∈Sm

(Uv/U
⊥
v , µm, (·, ·)Kv,m)

∼−→ (U/U
⊥
, µm, (·, ·)K,m)

of skew abelian groups, where Sm denotes the set of the places of K dividing
m and the real Archimedean places of K.

Proof. The result follows from the definition of the global norm-residue symbol
as the product of all local norm-residue symbols.

Theorem 5.7. Let the notation be as in Notation 4.80 and let the triple

(U/U
⊥
, µm, (·, ·)K,m) be the m-th unit residue group of K. For each prime p

dividing m let np = pvp(m) and let (Up/Up
⊥
, µnp , (·, ·)K,np) be the np-th unit

residue group of K. Then the projection

J/Jm →
⊕
p|m

J/Jnp

induces a group isomorphism

ϕ : U/U
⊥ ∼→

⊕
p|m

Up/Up
⊥
,

which is an isomorphism

(U/U
⊥
, µm, (·, ·)K,m)

∼−→⊥
p|m

(Up/Up
⊥
, µnp , (·, ·)K,np)

of skew abelian groups, where for each p | m the injective group homomorphism
used in defining the orthogonal sum is ψp : µnp → µm, ζ 7→ ζm/np .
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Proof. Theorem 5.1 and Corollary 3.93 imply that ϕ is a group isomorphism.
Using the orthogonal sum in Theorem 5.6 and the similarity in Corollary 3.93
we conclude that ϕ is also an isomorphism of skew abelian groups.

Remark 5.8. Theorem 5.7 implies that the structure of the m-th unit residue
group can be determined by only studying the cases when m is a prime power.

Lemma 5.9. Let p be a prime, let n be a positive integer, and let m = pn. Let
K be a number field containing a primitive m-th root of unity and let µm be
the group of m-th roots of unity in K. For each place v of K above p, let Uv
be the unit group of the ring of integers of the completion Kv of K at v and
let U⊥v be the annihilator in Uv of Uv with respect to the norm-residue symbol
(·, ·)Kv,m : K∗v ×K∗v → µm. Then there is a group isomorphism∏

v|m

Uv/U
⊥
v
∼−→ (Z/mZ)[K:Q].

Proof. By Corollary 3.91 for each place v of K above p we have a group
isomorphism

Uv/U
⊥
v
∼−→ (Z/mZ)[Kv :Qp].

Since the sum of the local degrees∑
v|p

[Kv : Qp] = [K : Q]

equals the global degree, the desired group isomorphism follows.

Theorem 5.10. Let m be a positive integer, let K be a number field containing
a primitive m-th root of unity, let S∞ be the set of Archimedean places of K,

and let (U/U
⊥
, µm, (·, ·)K,m) be the m-th unit residue group of K. Then there

is a group isomorphism

U/U
⊥ ∼−→ (Z/mZ)2·|S∞|.

Proof. The case m = 1 is trivial. By Theorem 5.7 we may suppose that m is a
prime power. Let p be a prime and n be a positive integer satisfying m = pn.
Because of the group isomorphism∏

v|m

Uv/U
⊥
v ×

∏
v real

Uv/U
⊥
v
∼→ U/U

⊥
,

in Theorem 5.1, we can combine the results we have locally. Lemma 5.9 gives
a group isomorphism ∏

v|m

Uv/U
⊥
v
∼−→ (Z/mZ)[K:Q].
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Chapter 5. The unit residue group

Firstly, we suppose m > 2. In this case there are no real places and therefore
we have [K : Q] = 2 · |S∞|. The desired group isomorphism follows.

Now we consider the case m = 2. Let r1 and r2 be the numbers of real
and complex places of K, respectively. By Section 3.7 for each real place v
of K we have a group isomorphism Uv/U

⊥
v
∼−→ Z/2Z. Hence, we get a group

isomorphism

U/U
⊥ ∼−→ (Z/2Z)[K:Q] × (Z/2Z)r1 .

Since we have [K : Q] = r1 + 2r2, we obtain again

U/U
⊥ ∼−→ (Z/mZ)2·|S∞|.

We classify the m-th unit residue group as a skew abelian group.

Theorem 5.11. Let m be a positive integer and let K be a number field
containing a primitive m-th root of unity. Then the m-th unit residue group
is a skew abelian group of even 2-rank and its class in Theorem 2.28 is the
class of the pair ((Z/mZ)|S∞|, g), where g is the zero element if the extension
K(m
√
−1)/K is unramified at all places of K and is any element of order 2

otherwise.

Proof. By Theorem 5.10 the 2-rank of the m-th unit residue group is even.
Theorem 5.5 and Remark 2.32 imply that the class of the m-th unit residue
group in Theorem 2.28 is the class of the pair ((Z/mZ)|S∞|, 0) if the extension
K(m
√
−1)/K is unramified at all places of K. Since the m-th unit residue group

is a free Z/mZ-module, all nonzero elements in (Z/mZ)|S∞|[2] have the same
2-height. Using Lemma 2.30 concludes the proof.

Theorem 5.12. Let p be a prime, let n be a positive integer, and let m = pn.
Let K be a number field containing a primitive m-th root of unity, let OK be
its ring of integers, let µm be the group of m-th roots of unity in K, let ζp be
a primitive p-th root of unity in K, and let λ = 1 − ζp. For each place v of
K above p, let Uv be the unit group of the ring of integers of the completion
Kv of K at v and let U⊥v be the annihilator in Uv of Uv with respect to the
norm-residue symbol (·, ·)Kv,m : K∗v × K∗v → µm. Then there is a surjective
group homomorphism

ϕ : (OK/pnλOK)∗/(OK/pnλOK)∗
m �

∏
v|p

Uv/U
⊥
v

that is characterized by (a) and also has the properties (b), (c), and (d).
(a) For each a ∈ OK coprime to p one has

(a+ pnλOK) · (OK/pnλOK)∗
m ϕ7−→ (aU⊥v )v.
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(b) For each a ∈ OK coprime to p the following are equivalent.
(i) The extension K(m

√
a)/K is unramified at all places of K above p.

(ii) The element (a+ pnλOK) · (OK/pnλOK)∗
m

is in kerϕ.
(c) There is a group isomorphism

kerϕ ∼=
⊕
v|p

Z/pn−1Z.

(d) If one has n > 1, then for each a ∈ OK coprime to p the following are
equivalent.
(i) The extension K(m

√
a)/K is unramified at all places of K above p and there

is a place v of K above p such that the extension Kv(m
√
a)/Kv is unramified of

degree m.
(ii) The element (a+pnλOK)·(OK/pnλOK)∗

m
is in kerϕ and has order pn−1.

Proof. Theorem 3.86 and Lemma 3.98 imply that the group homomorphism ϕ
is well-defined, is characterized by (a), and has the property (b). It is surjective
by the weak approximation theorem. By the Chinese remainder theorem it
induces for each place v of K the map

ϕv : (OK/Pt
v)
∗/(OK/Pt

v)
∗m � Uv/U

⊥
v ,

(a+ Pt
v) · (OK/Pt

v)
∗m 7→ aU⊥v ,

where Pv is the prime ideal of OK associated to v and t is the normalized
valuation on Kv of pnλ, and is uniquely determined by the set {ϕv : v | p} of
maps. Hence, to prove (c) and (d), it suffices to prove that for each place v of
K above p the kernel of the map ϕv is isomorphic to the cyclic group Z/pn−1Z
and, if one has n > 1, then being a generator of this kernel is equivalent to
having an m-th root that gives an unramified extension of Kv of degree m.

Now we fix a place v of K above p. Let U (1) be the first higher unit group
of the ring of integers Ov of Kv. Note that the inclusion U (1) ↪→ Uv induces
a group isomorphism U (1)/U (1)m ∼−→ Uv/U

m
v , because m is a power of p and

therefore is coprime to the order of Uv/U
(1). Hence, we get the commutative

diagram

U (1)/U (1)m

π

(( ((

χ

����

(OK/Pt
v)
∗/(OK/Pt

v)
∗m ϕv // // Uv/U

⊥
v

where
χ : U (1)/U (1)m � (OK/Pt

v)
∗/(OK/Pt

v)
∗m

is the map induced by the weak approximation theorem on Uv/U
m
v and

π : U (1)/U (1)m � Uv/U
⊥
v
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is the map induced by the natural projection Uv/U
m
v → Uv/U

⊥
v .

Let δ ∈ Kv be such that the extension Kv(
m
√
δ)/Kv is unramified of degree

m. By Lemma 3.87 we can assume δ ∈ Uv. Since every root of unity of order
coprime to p is an m-th power, we can assume δ ∈ U (1). Theorem 3.86 implies
that δ · U (1)m is contained in the kernel of π. By Corollary 3.91 this kernel is
cyclic of order m and therefore is the cyclic subgroup of U (1)/U (1)m generated
by δ · U (1)m.

The kernel of χ is the group U (t) ·U (1)m/U (1)m, where U (t) is the t-th higher
unit group of the ring of integers Ov of Kv. It is a cyclic group, because it
is a subgroup of the kernel of π, which is a cyclic group. The second group
isomorphism theorem gives a group isomorphism

U (t) · U (1)m/U (1)m ∼−→ U (t)/(U (t) ∩ U (1)m).

The equality
U (t)/(U (t) ∩ U (1)m) = U (t)/(U (t) ∩Km

v )

follows from Theorem 3.37. By Kummer theory the group U (t) ·Km
v /K

m
v ,

which is isomorphic to the group U (t)/(U (t)∩Km
v ), is dual to the Galois group

Gal(Kv(
m
√
U (t))/Kv). Since the kernel of χ is a cyclic group, the Galois group

Gal(Kv(
m
√
U (t))/Kv) is cyclic. By Lemma 3.98 the extension Kv(

m
√
U (t))/Kv

is an unramified cyclic extension of degree dividing p. Theorem 3.95 implies
that there is b ∈ 1 + pλOv such that the extension Kv(

p
√
b)/Kv is unramified

of degree p. Since an explicit computation shows bm/p ∈ U (t), the kernel of χ
contains bm/p ·U (1)m. Thus, it has order p. Since the kernel of π is cyclic of or-
der m and we have the identity m/p = pn−1, the kernel of ϕv is a cyclic group
of order pn−1. This proves (c). Now (d) follows from the explicit description
of the kernel of π.

Remark 5.13. Note that for n = 1 the surjective group homomorphism ϕ in
Theorem 5.12 is a group isomorphism

ϕ : (OK/pλOK)∗/(OK/pλOK)∗
p ∼−→

∏
v|p

Uv/U
⊥
v

given by

(a+ pλOK) · (OK/pλOK)∗
p ϕ7−→ (aU⊥v )v.

Theorem 5.14. Let the notation be as in Notation 4.80 with m = 2 and
let K∗+ be the group of totally positive elements in K∗. Then there is a group
isomorphism

ϕ : K∗/K∗+
∼−→

∏
v real

Uv/U
⊥
v

given by

aK∗+
ϕ7−→ (aU⊥v )v.
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Proof. By Section 3.7 the map is a well-defined and injective group homomor-
phism. The surjectivity follows from the weak approximation theorem.

5.2 The virtual group

Definition 5.15 (m-th virtual group). Let m be a positive integer, let K be
a number field containing a primitive m-th root of unity, and let the triple

(U/U
⊥
, µm, (·, ·)K,m) be the m-th unit residue group of K. The m-th virtual

group V of the number field K is the subgroup

V = (K∗ ∩ U) · U⊥/U⊥

of the m-th unit residue group of K.

We will write only ‘virtual group’ when m is understood.

Remark 5.16. By definition the m-th virtual group of K is the image of the

natural group homomorphism K∗ ∩ U → U/U
⊥

. This group homomorphism
gives rise to a short exact sequence

1 −→ K∗ ∩ U⊥ −→ K∗ ∩ U −→ V −→ 1.

Theorem 5.17. Let m be a positive integer and let K be a number field
containing a primitive m-th root of unity. Then the m-th virtual group V of
K is a maximal self-annihilating subgroup of the m-th unit residue group of K
and has order m|S∞|.

Proof. By Theorem 4.52 we have the identity K∗
⊥

= K∗. Using the equality

(K∗ · U⊥) ∩ U = (K∗ ∩ U) · U⊥

in Theorem 4.83, we obtain

V ⊥ =
(

(K∗ ∩ U) · U⊥/U⊥
)⊥

= ((K∗ ·U⊥)∩U)/U
⊥

= (K∗∩U)·U⊥/U⊥ = V.

Hence, the annihilator of V in U/U
⊥

is itself. By Theorem 5.10 we conclude
that V is a maximal self-annihilating subgroup of the m-th unit residue group
and has order m|S∞|.

Corollary 5.18. Let m be a positive integer and let K be a number field
containing a primitive m-th root of unity. If m is square-free, then the m-th
virtual group of K is isomorphic to (Z/mZ)|S∞|.
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Proof. By Theorem 5.17 the m-th virtual group of K has order m|S∞|. Since
by Theorem 5.10 the m-th unit residue group of K is isomorphic, as an abelian
group, to (Z/mZ)2·|S∞|, the result follows from the structure theorem for finite
abelian groups.

Remark 5.19. If m is not square-free, then an isomorphism as in Corol-
lary 5.18 does not necessarily exist. As an example, see Theorem 6.31, where
m equals 4, the number field K is Q(i,

√
30), and the 4-th virtual group of K

is isomorphic, as an abelian group, to (Z/2Z)4.

Theorem 5.20. Let m be a positive integer, let K be a number field containing
a primitive m-th root of unity, let S be the set of places of K, and let V be
the m-th virtual group of K. For each subset T ⊆ S let πT be the canonical
projection

πT :
∏
v∈S

Uv/U
⊥
v �

∏
v∈T

Uv/U
⊥
v

of the m-th unit residue group of K on the product of its local components at
the places in T . Then for each subset T ⊆ S one has

|πT (V )|2 ≥
∏
v∈T
|Uv/U⊥v |.

Proof. We have the inclusion

V ⊆

 ∏
v∈S\T

Uv/U
⊥
v

× πT (V ).

Denote
∏
v∈T Uv/U

⊥
v by W . Taking the annihilators in the m-th unit residue

group of K gives

V ⊥ ⊇ {1} × πT (V )⊥,

where πT (V )⊥ denotes the annihilator of πT (V ) in W . The equality V = V ⊥

of Theorem 5.17 implies the inclusion

πT (V )⊥ ⊆ πT (V ).

Hence, we get

|W | = |W/πT (V )⊥| · |πT (V )⊥| ≤ |W/πT (V )⊥| · |πT (V )|.

Since by duality we have |W/πT (V )⊥| = |πT (V )|, we obtain the inequality
|W | ≤ |πT (V )|2.
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Corollary 5.21. Let m be a positive integer, let K be a number field containing
a primitive m-th root of unity, let S be the set of places of K, and let V be the
m-th virtual group of K. Let w be a place in S such that Uw/U

⊥
w is not the

trivial group and let πw be the canonical projection

πw :
∏
v∈S

Uv/U
⊥
v � Uw/U

⊥
w

of the m-th unit residue group of K on its w-component. Then the image
πw(V ) of V in Uw/U

⊥
w is not trivial.

Proof. The result follows from Theorem 5.20.

Corollary 5.22. Let K be a number field, let S be the set of places of K, let
π2 be the canonical projection

π2 :
∏
v∈S

Uv/U
⊥
v �

∏
v|2

Uv/U
⊥
v

of the 2-nd unit residue group of K on the product of its local components at
the places dividing 2, and let V be the 2-nd virtual group of K. Then one has

rk2 π2(V ) ≥
⌈

[K : Q]

2

⌉
.

Proof. The 2-nd virtual group of K is an elementary abelian 2-group, because
it is a subgroup of the 2-nd unit residue group of K, which is an elementary
abelian 2-group by Theorem 5.10. Lemma 5.9 states that there is a group
isomorphism ∏

v|2

Uv/U
⊥
v
∼−→ (Z/2Z)[K:Q].

The desired inequality follows from Theorem 5.20.

Cohen introduced the notion of virtual unit in Definition 5.2.4 in [10].

Definition 5.23 (m-virtual unit). Let m be a positive integer, let L be a
number field, and let OL be its ring of integers. An element a ∈ L is an
m-virtual unit if there exists a fractional ideal a of OL such that aOL = am.

Theorem 5.24. Let m be a positive integer and let L be a number field. Then
the set of m-virtual units of L forms a group under multiplication.

Proof. The result follows directly from Definition 5.23.

Definition 5.25 (m-Selmer group). Let L be a number field. The m-Selmer
group of L is the quotient group {m-virtual units of L}/L∗m.
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Theorem 5.26. Let the notation be as in Notation 4.80. Then the projection
: J → J/Jm gives rise to a short exact sequence

1 −→ K∗m −→ {m-virtual units of K} −→ K∗ ∩ U −→ 1.

Proof. By definition any m-virtual unit has normalized valuation divisible by
m at every finite place. Hence, the m-virtual units of K are the elements
a ∈ K∗ with a ∈ U . The exactness of the sequence follows from the equality
K∗ ∩ Jm = K∗m in Lemma 4.51.

Corollary 5.27. Let the notation be as in Notation 4.80. Then the projection
: J → J/Jm induces a group isomorphism from the m-Selmer group of K

to the group K∗ ∩ U .

Proof. The group isomorphism follows from the short exact sequence in The-
orem 5.26.

Remark 5.28. Composing the projection J → J/Jm with the group homo-

morphism K∗ ∩ U → U/U
⊥

, by Theorem 5.26 and Remark 5.16 we get a
surjective group homomorphism

{m-virtual units of K}� V.

Note that an m-virtual unit a ∈ K∗ is in the kernel if and only if the extension
K(m
√
a)/K is unramified at all places of K. Hence, there is an induced surjective

group homomorphism from the m-Selmer group of K to V . In some cases we
will compute the m-th virtual group V of K by explicitly specifying a set of
m-virtual units of K of which the image in V generates V , as well as the
relations among those generators.

Theorem 5.29. Let the notation be as in Notation 4.80. Then the group
homomorphism {m-virtual units of K}/K∗m → Cl[m] that sends the class
a ·K∗m of an m-virtual unit a ∈ K∗ to the ideal class of the ideal a such
that aOK = am gives rise to a split short exact sequence

1 −→ E/Em −→ {m-virtual units of K}/K∗m −→ Cl[m] −→ 1.

Proof. By definition of m-virtual unit the group homomorphism in the state-
ment is well-defined and surjective. Since its kernel is the group E/Em, we get
the short exact sequence in the statement. This sequence of Z/mZ-modules
splits, because the group E/Em is a free Z/mZ-module and each free Z/mZ-
module is injective.

Corollary 5.30. Let the notation be as in Notation 4.80. Then the m-Selmer
group {m-virtual units of K}/K∗m of K is a finite abelian group.
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Proof. Since the abelian groups E/Em and Cl[m] are finite, the result follows
from Theorem 5.29.

Remark 5.31. Theorem 5.29 implies that as soon as we know generators for
the groups E and Cl[m], we also have generators for the m-Selmer group.

5.3 The field of rational numbers

Let Q be the field of rational numbers. It contains −1, a primitive 2-nd root
of unity, and does not contain any primitive m-th root of unity for any integer
m > 2. Hence, there are only two unit residue groups of Q: the 1-st unit residue
group and the 2-nd unit residue group. Since the 1-st unit residue group of Q
is the trivial group, we restrict our attention to the 2-nd unit residue group.

Theorem 5.32. Let (U/U
⊥
, {±1}, (·, ·)Q,2) be the 2-nd unit residue group of

Q. Then there is a natural isomorphism

U/U
⊥ ∼−→ (Z/4Z)∗ ⊥ (R∗/R>0)

of skew abelian groups, where each of the order 2 groups (Z/4Z)∗ and R∗/R>0

is equipped with its unique antisymmetric perfect pairing to {±1}, and the
image of the 2-nd virtual group of Q equals the image of the class of −1 in the
2-nd unit residue group of Q and is the graph of the unique group isomorphism

(Z/4Z)∗
∼−→ R∗/R>0.

Proof. By Theorem 5.1 the projection J → J/J2 induces a group isomorphism∏
v|2

Uv/U
⊥
v ×

∏
v real

Uv/U
⊥
v
∼−→ U/U

⊥
,

where v ranges over all places of Q dividing 2 and over all real Archimedean
places of Q. There is only one place of Q dividing 2 and there is only one
Archimedean place of Q, which is real. Using the natural group isomorphisms

U∞/U
⊥
∞
∼= R∗/R>0

in Section 3.7 for real Archimedean local fields and

U2/U
⊥
2
∼= (Z/4Z)∗

in Section 3.10 for the local field Q2, the completion of Q at 2, we get a group
isomorphism

(Z/4Z)∗ ⊕ R∗/R>0
∼−→ U/U

⊥
.
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Chapter 5. The unit residue group

Considered as a map on ((Z/4Z)∗⊕R∗/R>0)×((Z/4Z)∗⊕R∗/R>0), the norm-
residue symbol is the antisymmetric pairing

((Z/4Z)∗ ⊕ R∗/R>0)× ((Z/4Z)∗ ⊕ R∗/R>0)→ {±1},

((a1, b1), (a2, b2)) 7→ (−1)
a1−1

2
a2−1

2 +
b1−|b1|

2b1

b2−|b2|
2b2 .

The skew element is given by (−1 mod 4,−1 · R>0), which is the element

corresponding to the class of −1 in U/U
⊥

, as also stated in Theorem 5.4.
The 2-nd unit residue group of Q is isomorphic, as a skew abelian group, to
a direct sum of two skew abelian groups of order 2. Its isomorphism class in
Theorem 2.28 is the class of the pair ((Z/2Z)2, (1, 1)).

Let V be the 2-nd virtual group of Q. By Theorem 5.17 it is a subgroup
of the 2-nd unit residue group of Q of order 2. The group of 2-virtual units
of Q is {±1} · Q∗2, because the class number of Q is 1. Since V is generated
by the images of 2-virtual units under the surjective group homomorphism
{2-virtual units of Q} � V in Remark 5.28 and is not trivial, the image of
−1 cannot be trivial. In particular, the image of −1 is not trivial, because the
extension Q(i)/Q is ramified at 2 and at infinity. Hence V is the graph of the
unique group isomorphism

(Z/4Z)∗
∼−→ R∗/R>0

and is generated by the skew element.
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CHAPTER 6

Quadratic number fields and a biquadratic example

6.1 Introduction

Let m be a positive integer. The m-th unit residue group of a number field
K [Definition 5.3] is defined when K contains a primitive m-th root of unity.
Since the minimal polynomial over Q of a primitive m-th root of unity has
degree ϕ(m), where ϕ denotes the Euler’s totient function, for any positive
integer n /∈ {1, 2, 3, 4, 6} no quadratic number field contains a primitive n-th
root of unity. Every quadratic number field contains 1 and −1, which are a
primitive 1-st root of unity and a 2-nd primitive root of unity, respectively.
The only quadratic number fields that contain a primitive n-th root of unity
for an integer n > 2 are Q(i) and Q(

√
−3). The number field Q(i) contains a

primitive 4-th root of unity and the number field Q(
√
−3) contains a primitive

6-th root of unity and therefore a primitive 3-rd root of unity too. Hence,
every quadratic number field has its own 1-st unit residue group and 2-nd unit
residue group, there is the 4-th unit residue group of the number field Q(i),
and the number field Q(

√
−3) has its own 3-rd unit residue group and 6-th

unit residue group.
Let m be a positive integer, let K be a quadratic number field containing

a primitive m-th root of unity, and let G be the Galois group Gal(K/Q).
We recall that the m-th unit residue group of K is a skew abelian group
[Corollary 5.2], where the pairing is given by the m-th power norm-residue
symbol, and is isomorphic to an orthogonal sum of skew abelian groups that
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Chapter 6. Quadratic number fields and a biquadratic example

are defined locally at the places of K dividing m and at the real Archimedean
places of K [Theorem 5.6]. We refer to Chapter 2 for definitions and results
on skew abelian groups. Theorem 5.1 implies that the m-th unit residue group
of K has trivial components at the places not dividing m. Using the group
homomorphism in Theorem 5.12 and the group isomorphism in Theorem 5.14
we study the nontrivial components of the m-th unit residue group of K and
the action of G on them. Moreover, we describe the m-th virtual group V of
K explicitly by specifying a set of m-virtual units of K such that its image in
V under the surjective group homomorphism {m-virtual units of K} � V in
Remark 5.28 generates V .

The 1-st unit residue group of any number field is trivial. The 2-nd unit
residue group of a quadratic number field has a nontrivial 2-adic component,
which is the subject of study in Section 6.4. This component is a Klein four-
group [Definition 6.7] and a (Z/2Z)[G]-module [Theorem 6.10]. The Galois ac-
tion depends on the residue class modulo 8 of the discriminant of the quadratic
number field [Theorem 6.12 and Corollary 6.13].

Let K be an imaginary quadratic number field. The only nontrivial compo-
nent of the 2-nd unit residue group of K is the 2-adic component. The natu-
ral (Z/2Z)[G]-module isomorphism 6.16 in Theorem 6.15 shows it is enough

to consider the (Z/2Z)[G]-module (OK/4OK)∗/(OK/4OK)∗
2
, where OK is

the ring of integers of K. According to the case distinction given by Theo-
rem 6.1, we give an explicit (Z/2Z)[G]-module isomorphism for this module
and describe the 2-nd virtual group of K in Theorem 6.17, Theorem 6.18, and
Theorem 6.19.

Let K be a real quadratic number field. The 2-nd unit residue group of
K has also a nontrivial component at infinity [Theorem 6.24]. Each of Theo-
rem 6.26, Theorem 6.27, Theorem 6.28, and Theorem 6.29 describes the 2-nd
virtual group V of K in one of the four separate cases of Theorem 6.3. Corol-
lary 6.30 shows that the Galois module structure of V depends on whether the
discriminant of K can be written as the sum of two squares of integers or not.

The results about the 3-rd unit residue group of the number field Q(
√
−3)

and the 6-rd unit residue group of Q(
√
−3) are presented in Theorem 6.20

and Theorem 6.22, respectively. Theorem 6.21 describes the 4-th unit residue
group of Q(i).

Given a positive integer m and a global field K containing a primitive m-th
root of unity, Theorem 5.10 states that the m-th unit residue group of K is a
free module over Z/mZ. One may wonder whether there is a similar result for
the m-th virtual group of K. The answer is negative. Theorem 6.31 gives an
example of a number field whose 4-th virtual group is not a free module over
Z/4Z.
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6.2 Discriminants of quadratic number fields

Theorem 6.1. Let D be the set of discriminants of quadratic number fields.
Then the following sets form a partition of D:

(a) {∆ ∈ Z : ∆ ≡ 4 mod 8 with ∆/4 ≡ 3 mod 4 and squarefree},
(b) {∆ ∈ Z : ∆ ≡ 0 mod 8 with ∆/4 ≡ 2 mod 4 and squarefree},
(c) {∆ ∈ Z \ {1} : ∆ ≡ 1 mod 4 with ∆ squarefree}.

Proof. See Proposition 13.1.2 in Section 1 of Chapter 13 in [27] by Ireland and
Rosen.

Theorem 6.2 (Euler). Let n be a positive integer. Then the following are
equivalent.

(i) The integer n is the sum of two squares of integers.
(ii) Every prime congruent to 3 modulo 4 occurs with an even exponent in

the prime factorization of n.

Proof. See Corollary 1 in Section 6 of Chapter 17 in [27] by Ireland and Rosen.

It is believed that the first proof of Theorem 6.2 was given by Euler in two let-
ters to Goldbach in 1747 and 1749. For more details about the correspondence
between Euler and Goldbach on this result see [39] by Lemmermeyer.

Theorem 6.3. Let D+ be the set of discriminants of real quadratic number
fields. Then the following sets form a partition of D+:

(a) {∆ ∈ D+ : ∆ ≡ 4 mod 8},
(b) {∆ ∈ D+ : ∆ 6≡ 4 mod 8 and there is a prime congruent to 3 modulo 4

that divides ∆},
(c) {∆ ∈ D+ : ∆ ≡ 0 mod 8 and there are a, b ∈ Z with ∆ = 4(a2 + b2)},
(d) {∆ ∈ D+ : ∆ ≡ 1 mod 4 and there are a, b ∈ Z with ∆ = 4a2 + b2}.

Proof. This follows from Theorem 6.1 and Theorem 6.2.

6.3 Unramified extensions

Lemma 6.4. Let F be a number field, let P be a prime of the ring of integers
of F , and let F be an algebraic closure of F . Let K/F and L/F be extensions
of number fields with K,L ⊆ F . If the extension L/F is unramified at P, then
the extension KL/K is unramified at P.

Proof. This follows from Lemma 4.6.3 in Section 4.6 of Chapter 4 in [29] by
Koch.
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Lemma 6.5. Let F be a number field and let F be an algebraic closure of F .
Let K/F and L/F be extensions of number fields with K,L ⊆ F . If a prime P
of F is unramified in both K and in L, then it is unramified in the compositum
KL.

Proof. This follows from Lemma 6.4. See also Theorem 31 of Chapter 4 in [44]
by Marcus.

Lemma 6.6. Let n be a positive integer, let K/Q be a number field extension
of degree n unramified at 2, and let OK be the ring of integers of K. Then
there is a group isomorphism

ϕ : OK/2OK
∼−→ (OK/4OK)∗/(OK/4OK)∗

2

such that for each a ∈ OK one has

a+ 2OK
ϕ7−→ (1 + 2a+ 4OK) · (OK/4OK)∗

2
.

Moreover, if K/Q is a Galois extension with Galois group G, then the group
isomorphism ϕ is a (Z/2Z)[G]-module isomorphism of free (Z/2Z)[G]-modules

of rank 1, where each of the groups OK/2OK and (OK/4OK)∗/(OK/4OK)∗
2

is equipped with its natural G-action.

Proof. Let R be the ring OK/4OK and let I be its ideal 2OK/4OK . Since we
have I2 = 0, the map I → 1 + I, x 7→ 1 + x, is a group isomorphism. Hence,
the group 1 + I is an elementary abelian 2-group and we get the short exact
sequence

1→ 1 + I → R∗ → (R/I)∗ → 1.

Let 2OK =
∏r
i=1 Pi be the prime ideal factorization of 2OK in the ring of inte-

gers OK of K. Since we have a natural group isomorphism R/I
∼−→ OK/2OK ,

the Chinese remainder theorem gives a group isomorphism

(R/I)∗
∼−→

r⊕
i=1

(OK/Pi)
∗.

The squaring map (R/I)∗ → (R/I)∗, x 7→ x2, is a group isomorphism, because
for every prime ideal P dividing 2OK the unit group of the residue field OK/P
has order coprime to 2. Hence, we get the following diagram of exact sequences,
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where the arrows labelled with 2 are squaring maps.

1

��

1 + I

��

1

��

1 // 1 + I //

2

��

R∗ //

2

��

(R/I)∗ //

2

��

1

1 // 1 + I //

��

R∗ //

��

(R/I)∗ //

��

1

1 + I //

��

R∗/R∗2 //

��

1

1 1

The snake lemma gives the exact sequence

1→ 1 + I → R∗/R∗2 → 1.

By composing the group isomorphism 1 + I
∼−→ R∗/R∗2 given by this exact

sequence with the group isomorphisms OK/2OK
∼−→ I, x+ 2OK 7→ 2x+ 4OK ,

and I
∼−→ 1 + I, x 7→ 1 + x, we get the group isomorphism

ϕ : OK/2OK
∼−→ R∗/R∗2,

a+ 2OK 7→ (1 + 2a+ 4OK) ·R∗2,

as stated in Lemma 6.6.
Now assume that K/Q is a Galois extension and let G be the Galois group

Gal(K/Q). For each prime ideal P dividing 2OK the decomposition group of P
is naturally isomorphic to the Galois group of the extension (OK/P)/(Z/2Z)
of residue fields. Since any finite Galois extension of fields has a normal basis
and the group G acts transitively on the set of prime ideals of OK above 2, the
(Z/2Z)[G]-module OK/2OK is free of rank 1. The group isomorphism ϕ is a
(Z/2Z)[G]-module isomorphism, because it respects the natural G-actions.
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6.4 The two-adic component of the unit residue
group

Definition 6.7 (Klein four-group). A Klein four-group is a group isomorphic
to (Z/2Z)⊕ (Z/2Z).

Lemma 6.8. Let A be a Klein four-group. The map

{skew abelian groups (A, {±1}, β)} → A

that sends a skew abelian group [Definition 2.7] of the form (A, {±1}, β) to its
skew element [Definition 2.12] is a bijection.

Proof. Let (A, {±1}, β) be a skew abelian group and let g be its skew element.
Since the antisymmetric pairing β takes values in {±1}, giving the annihilator
of each element in A is equivalent to giving the map β. For every nonzero
element a ∈ A the annihilator a⊥ of a has order 2. We have a + g ∈ a⊥ and
g ∈ g⊥. Since a+g = 0 is equivalent to a = g, we get an explicit description of
the annihilator of any element in A that depends only on g. This shows that
the map in the statement of Lemma 6.8 is injective. The classification of skew
abelian groups [Theorem 2.28] implies that it is also surjective.

Notation 6.9. Let K be a quadratic number field, let ∆ be its discriminant,
let OK be the ring of integers of K, and let G be the Galois group Gal(K/Q).

Theorem 6.10. Let the notation be as in Notation 6.9. For each place v of
K above 2 let Kv be the completion of K at v, let Uv be the unit group of
the ring of integers of Kv, and let U⊥v be the annihilator in K∗v of Uv with
respect to the norm-residue symbol (·, ·)Kv,2 : K∗v × K∗v → {±1}. Then the

groups (OK/4OK)∗/(OK/4OK)∗
2

and
∏
v|2 Uv/U

⊥
v are Klein four-groups and

the natural group isomorphism

(OK/4OK)∗/(OK/4OK)∗
2 ∼−→

∏
v|2

Uv/U
⊥
v (6.11)

given by Theorem 5.12 is a (Z/2Z)[G]-module isomorphism and is an isomor-
phism of skew abelian groups

((OK/4OK)∗/(OK/4OK)∗
2
, {±1}, β)

∼−→ (
∏
v|2

Uv/U
⊥
v , {±1},

∏
v|2

(·, ·)Kv,2),

where β is the unique antisymmetric perfect pairing

β : (OK/4OK)∗/(OK/4OK)∗
2 × (OK/4OK)∗/(OK/4OK)∗

2 → {±1}

that makes ((OK/4OK)∗/(OK/4OK)∗
2
, {±1}, β) into a skew abelian group

with skew element (−1 + 4OK) · (OK/4OK)∗
2
.
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Proof. Since the group isomorphism given by Theorem 5.12 respects the nat-
ural actions of G on (OK/4OK)∗/(OK/4OK)∗

2
and on

∏
v|2 Uv/U

⊥
v , we get a

natural (Z/2Z)[G]-module isomorphism

(OK/4OK)∗/(OK/4OK)∗
2 ∼−→

∏
v|2

Uv/U
⊥
v .

Corollary 3.91 gives a group isomorphism
∏
v|2 Uv/U

⊥
v
∼= (Z/2Z)2, because the

sum of the local degrees
∑
v|2[Kv : Q2], where Q2 is the field of 2-adic ratio-

nals, equals the global degree [K : Q]. Since
∏
v|2(·, ·)Kv,2 is an antisymmetric

perfect pairing, there is an antisymmetric perfect pairing

β : (OK/4OK)∗/(OK/4OK)∗
2 × (OK/4OK)∗/(OK/4OK)∗

2 → {±1}

such that the group isomorphism 6.11 is an isomorphism of skew abelian groups

((OK/4OK)∗/(OK/4OK)∗
2
, {±1}, β)

∼−→ (
∏
v|2

Uv/U
⊥
v , {±1},

∏
v|2

(·, ·)Kv,2).

Let β be such an antisymmetric perfect pairing. Corollary 3.92 and Lemma 6.8
imply that β is the unique antisymmetric perfect pairing

β : (OK/4OK)∗/(OK/4OK)∗
2 × (OK/4OK)∗/(OK/4OK)∗

2 → {±1}

that makes ((OK/4OK)∗/(OK/4OK)∗
2
, {±1}, β) into a skew abelian group

with skew element (−1 + 4OK) · (OK/4OK)∗
2
.

Theorem 6.12. Let the notation be as in Notation 6.9. Then one has the
following.

(a) For ∆ ≡ 1 mod 4 there is a (Z/2Z)[G]-module isomorphism

(OK/4OK)∗/(OK/4OK)∗
2 ∼−→ OK/2OK

of free (Z/2Z)[G]-modules of rank 1 such that for each a ∈ OK one has

(1 + 2a+ 4OK) · (OK/4OK)∗
2 7→ a+ 2OK .

(b) For ∆ ≡ 0 mod 8 there is a (Z/2Z)[G]-module isomorphism

(Z/2Z)[G]
∼−→ (OK/4OK)∗/(OK/4OK)∗

2

of free (Z/2Z)[G]-modules of rank 1 such that for each pair (a0, a1) ∈ (Z/2Z)2

one has

a0 + a1σ 7→ (1 +
√

∆/4 + 4OK)a0(1−
√

∆/4 + 4OK)a1 · (OK/4OK)∗
2
,

where σ is the generator of G.
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(c) For ∆ ≡ 4 mod 8 there is a (Z/2Z)[G]-module isomorphism

(OK/4OK)∗/(OK/4OK)∗
2 ∼−→ (OK/2OK)∗ × 〈5 mod 8〉

of (Z/2Z)[G]-modules with trivial G-actions such that for each a ∈ OK coprime
to 2 one has

(a+ 4OK) · (OK/4OK)∗
2 7→ (a+ 2OK ,NK/Q a mod 8),

where NK/Q : K → Q denotes the norm map from K to Q.

Proof. We prove each case separately.
(a) Since the rational prime 2 does not divide ∆, the extension K/Q is

unramified at 2. The result follows from Lemma 6.6.
(b) By Theorem 6.10 the group (OK/4OK)∗/(OK/4OK)∗

2
is a Klein four-

group. We have

NK/Q(1 +
√

∆/4) = NK/Q(1−
√

∆/4) = 1−∆/4 ≡ −1 mod 4.

Since by direct computation −1 + 4OK is not a square in (OK/4OK)∗, the

residue classes of 1 +
√

∆/4 and 1 −
√

∆/4 in (OK/4OK)∗/(OK/4OK)∗
2

are different. The nontrivial action of σ on the set {1 +
√

∆/4, 1 −
√

∆/4}
implies that these residue classes are both different from the residue class of 1.
The (Z/2Z)[G]-module isomorphism in the statement of (b) in Theorem 6.12
follows.

(c) Let σ be the generator of G. Since for every b ∈ OK we have

NK/Q(1 + 4b) = 1 + 4(b+ σ(b)) + 16bσ(b) ≡ 1 mod 8

and for each a ∈ OK coprime to 2 we have

NK/Q(a2) = (aσ(a))2 ≡ 1 mod 8,

the map in the statement of (c) in Theorem 6.12 is well-defined. It is surjective,
because it is a group homomorphism, it is surjective on the first component,
and we have

NK/Q(1 + 2
√

∆/4) = 1−∆ ≡ 5 mod 8.

The injectivity follows from the fact that by Theorem 6.10 it is a surjective
group homomorphism between two finite groups of the same order. This map is
a (Z/2Z)[G]-module isomorphism of (Z/2Z)[G]-modules with trivial G-actions,
because it respects the natural G-actions on both groups and the natural
G-action is trivial on (OK/2OK)∗ × 〈5 mod 8〉.
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Corollary 6.13. Let the notation be as in Notation 6.9. For each place v of
K above 2 let Kv be the completion of K at v, let Uv be the unit group of the
ring of integers of Kv, and let U⊥v be the annihilator in K∗v of Uv with respect
to the norm-residue symbol (·, ·)Kv,2 : K∗v ×K∗v → {±1}. Then the following
are equivalent.

(i) The skew abelian group (
∏
v|2 Uv/U

⊥
v , {±1},

∏
v|2(·, ·)Kv,2) is a symplec-

tic abelian group [Definition 2.6].
(ii) The action of the Galois group G on

∏
v|2 Uv/U

⊥
v is trivial.

(iii) The discriminant of K is congruent to 4 modulo 8.

Proof. Using the group isomorphism 6.11 in Theorem 6.10, Theorem 6.12 im-
plies that (ii), (iii) and −1+4OK being a square in (OK/4OK)∗ are equivalent.
Now the result follows from Theorem 2.15 and Theorem 6.10.

6.5 Imaginary quadratic number fields

Notation 6.14. Let K be an imaginary quadratic number field, let ∆ be its
discriminant, let OK be the ring of integers of K, and let G be the Galois
group Gal(K/Q).

Theorem 6.15. Let the notation be as in Notation 6.14. Then the 2-nd unit
residue group (U/U

⊥
, {±1}, (·, ·)K,2) of K is a Klein four-group, there is a

natural (Z/2Z)[G]-module isomorphism

(OK/4OK)∗/(OK/4OK)∗
2 ∼−→ U/U

⊥
(6.16)

that is an isomorphism of skew abelian groups

((OK/4OK)∗/(OK/4OK)∗
2
, {±1}, β)

∼−→ (U/U
⊥
, {±1}, (·, ·)K,2),

where β is the unique antisymmetric perfect pairing

β : (OK/4OK)∗/(OK/4OK)∗
2 × (OK/4OK)∗/(OK/4OK)∗

2 → {±1}

that makes ((OK/4OK)∗/(OK/4OK)∗
2
, {±1}, β) into a skew abelian group

with skew element (−1 + 4OK) · (OK/4OK)∗
2
, and the 2-nd virtual group

of K has order 2 and is a submodule of Galois invariant elements of the 2-nd
unit residue group of K.

Proof. Theorem 5.10 gives a group isomorphism U/U
⊥ ∼= (Z/2Z)2. The natu-

ral (Z/2Z)[G]-module isomorphism 6.16 follows from Theorem 6.10 and The-
orem 5.6. Theorem 5.17 implies that the 2-nd virtual group of K has order
2. Since by definition it is a Galois submodule of the 2-nd unit residue group
of K, it is a submodule of Galois invariant elements of the 2-nd unit residue
group of K.
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Each of Theorem 6.17, Theorem 6.18, and Theorem 6.19 describes the 2-nd unit
residue group and the 2-nd virtual group of an imaginary quadratic number
field in one of the three separate cases of Theorem 6.1.

Theorem 6.17. Let the notation be as in Notation 6.14 and suppose one has
∆ ≡ 4 mod 8. Then there is a (Z/2Z)[G]-module isomorphism

(OK/4OK)∗/(OK/4OK)∗
2 ∼−→ (OK/2OK)∗ × 〈5 mod 8〉

of (Z/2Z)[G]-modules with trivial G-actions such that for each a ∈ OK coprime
to 2 one has

(a+ 4OK) · (OK/4OK)∗
2 7→ (a+ 2OK ,NK/Q a mod 8),

the 2-nd virtual group V of K is generated, under the surjective group homo-
morphism {2-virtual units of K}� V in Remark 5.28, by the image of 2, and
the preimage of V under the natural (Z/2Z)[G]-module isomorphism 6.16 is
the kernel of the map

(OK/4OK)∗/(OK/4OK)∗
2 → 〈5 mod 8〉,

(a+ 4OK) · (OK/4OK)∗
2 7→ NK/Q a mod 8,

where a denotes any element in OK coprime to 2 and NK/Q : K → Q is the
norm map from K to Q.

Proof. The (Z/2Z)[G]-module isomorphism of (Z/2Z)[G]-modules with triv-
ial G-action is given by (c) in Theorem 6.12. Theorem 5.17 implies that V
has order 2. Hence, it is generated by one element. The extension K(

√
2)/Q

has three subextensions of degree 2 over Q and they are all ramified at 2.
Thus, the extension K(

√
2)/K is ramified at the place v dividing 2. Since

2OK is the square of an ideal of OK , the integer 2 is a 2-virtual unit of K.
Remark 5.28 shows that V is generated, under the surjective group homomor-
phism {2-virtual units of K}� V , by the image of 2, because by Theorem 3.86
the residue class of 2 in the 2-nd unit-residue group of K is not the identity
element. Multiplying 2 by squares of elements in K∗, which are in the kernel
of the map {2-virtual units of K} → V , we can get a 2-virtual unit coprime
to 2. The norm of any 2-virtual unit coprime to 2 equals the square of an odd
integer in Z. Hence, it cannot be congruent to 5 modulo 8. This proves the
statement about the preimage of V .

Theorem 6.18. Let the notation be as in Notation 6.14 and suppose one has
∆ ≡ 0 mod 8. Then there is a (Z/2Z)[G]-module isomorphism

(Z/2Z)[G]
∼−→ (OK/4OK)∗/(OK/4OK)∗

2
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of free (Z/2Z)[G]-modules of rank 1 such that for each pair (a0, a1) ∈ (Z/2Z)2

one has

a0 + a1σ 7→ (1 +
√

∆/4)a0(1−
√

∆/4)a1 · (OK/4OK)∗
2
,

where σ is the generator of G, and the 2-nd virtual group of K is the submodule
of Galois invariant elements of the 2-nd unit residue group of K, has order 2,
and is generated by the residue class of −1.

Proof. The (Z/2Z)[G]-module isomorphism of free (Z/2Z)[G]-modules of rank
1 in the statement of Theorem 6.18 is given by (b) in Theorem 6.12. Note that

the residue class of −1 in (OK/4OK)∗/(OK/4OK)∗
2

is not trivial, because it is
the image of 1+σ under this isomorphism. Since in a free (Z/2Z)[G]-module of
rank 1 the set of Galois invariant elements forms the unique submodule of order
2, Theorem 6.15 implies that the 2-nd virtual group of K is the submodule of
Galois invariant elements of the 2-nd unit residue group of K and has order
2. Hence, it must be generated by the residue class of −1.

Theorem 6.19. Let the notation be as in Notation 6.14 and suppose one has
∆ ≡ 1 mod 4. Then there is a (Z/2Z)[G]-module isomorphism

(OK/4OK)∗/(OK/4OK)∗
2 ∼−→ OK/2OK

of free (Z/2Z)[G]-modules of rank 1 such that for each a ∈ OK one has

(1 + 2a+ 4OK) · (OK/4OK)∗
2 7→ a+ 2OK

and the 2-nd virtual group of K is the submodule of Galois invariant elements
of the 2-nd unit residue group of K, has order 2, and is generated by the residue
class of −1.

Proof. The (Z/2Z)[G]-module isomorphism of free (Z/2Z)[G]-modules of rank
1 in the statement of Theorem 6.19 is given by (a) in Theorem 6.12. Note that

the residue class of −1 in (OK/4OK)∗/(OK/4OK)∗
2

is not trivial, because its
image under this isomorphism is 1+2OK . Since in a free (Z/2Z)[G]-module of
rank 1 the set of Galois invariant elements forms the unique submodule of order
2, Theorem 6.15 implies that the 2-nd virtual group of K is the submodule of
Galois invariant elements of the 2-nd unit residue group of K and has order
2. Hence, it must be generated by the residue class of −1.

Theorem 6.20. Let K be the number field Q(
√
−3), let OK be the ring of

integers of K, and let G be the Galois group Gal(K/Q). Let ζ3 be a primitive

3-rd root of unity in K and let (U/U
⊥
, 〈ζ3〉, (·, ·)K,3) be the 3-rd unit residue

group of K. Then there is a natural (Z/3Z)[G]-module isomorphism

(OK/(1− ζ3)3OK)∗/(OK/(1− ζ3)3OK)∗
3 ∼−→ U/U

⊥
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of free (Z/3Z)[G]-modules of rank 1 and the 3-rd virtual group of K is a cyclic
submodule of order 3 with nontrivial G-action of the 3-rd unit residue group
of K and is generated by the residue class of ζ3 both as a group and as a
(Z/3Z)[G]-module.

Proof. Let M be the group (OK/(1− ζ3)3OK)∗. Since the group isomorphism
given by Theorem 5.12 respects the natural actions of G on both groups,
Theorem 5.6 implies the existence of a natural (Z/3Z)[G]-module isomorphism

M/M3 ∼−→ U/U
⊥
,

as stated in Theorem 6.20. Since the order of the group M is 18 and The-

orem 5.10 gives a group isomorphism U/U
⊥ ∼−→ (Z/3Z)2, the kernel of the

canonical surjective group homomorphism

M �M/M3

is generated by the residue class of −1. Hence, the residue class of every el-
ement a ∈ OK with a ≡ 1 mod (1 − ζ3)OK and a 6≡ 1 mod (1 − ζ3)3OK
in the quotient group M/M3 is not the identity. Since the (Z/3Z)[G]-module
1 + (1− ζ3)2OK/(1− ζ3)3OK is generated by 1+3, which is a Galois invariant
element, the cyclic submodule of the (Z/3Z)[G]-module M/M3 generated by
the residue class of 1 + (1− ζ3)2 is a (Z/3Z)[G]-module of order 3 with trivial
G-action. Let σ ∈ G be the generator of G. Since we have σ(ζ3) = ζ2

3 , the
cyclic submodule generated by the residue class of ζ3 is a (Z/3Z)[G]-module
of order 3 with nontrivial G-action. This proves that the G-action makes the
group M/M3 into a free (Z/3Z)[G]-module of rank 1.

The cyclotomic extension K(ζ9)/K is totally ramified at 3. Theorem 3.86
implies ζ3 /∈ U⊥. Since by Theorem 5.17 the 3-rd virtual group of K has order
3, the residue class of the unit ζ3 generates the 3-rd virtual group of K both
as a group and as a (Z/3Z)[G]-module.

Theorem 6.21. Let K be the number field Q(i), let OK be the ring of integers

of K, and let (U/U
⊥
, 〈i〉, (·, ·)K,4) be the 4-th unit residue group of K. Then the

4-th unit residue group of K is isomorphic, as an abelian group, to (Z/4Z)2,
there is a natural surjective group homomorphism

(OK/23OK)∗/(OK/23OK)∗
4
� U/U

⊥

with kernel of order 2 generated by (1 + 4i + 23OK) · (OK/23OK)∗
4
, and the

4-th virtual group of K is a cyclic subgroup of order 4 of the 4-th unit residue
group of K and is generated by the residue class of i.
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Proof. By Theorem 5.10 we have a group isomorphism U/U
⊥ ∼−→ (Z/4Z)2.

Let F be the completion of K at the prime 1 + i above 2 and identify K with
its image under the natural field homomorphism K → F . Let a ∈ K be such
that the extension F ( 4

√
a)/F is unramified of degree 4. By Lemma 3.99 we can

assume vF (a − 1) = vF (4), where vF : F → Z ∪ {+∞} is the normalized
valuation on F . Theorem 5.12 implies that there is a natural surjective group
homomorphism

(OK/23OK)∗/(OK/23OK)∗
4
� U/U

⊥

with kernel of order 2 generated by (a + 23OK) · (OK/23OK)∗
4
. Hence, this

kernel is generated by the residue class of one of the following two elements:

5 = 1 + 4 and 9 + 4i = 1 + 4(1 + (1 + i)).

The field F ( 4
√
a) is the compositum of F with the unique unramified extension

of degree 4 of the field Q2 of 2-adic rationals and is Galois over Q2 with Galois
group isomorphic to (Z/2Z)× (Z/4Z). If we had a = 5, then F ( 4

√
a) would be

the splitting field of the polynomial X4−5 over Q2, of which the Galois group
is a subgroup of the dihedral group of order 8, which is not abelian. Thus, we
have a ≡ 1 + 4i mod 23OK .

The cyclotomic extension K(ζ16)/K is totally ramified at 2. Theorem 3.86
implies −1 /∈ U⊥. Since by Theorem 5.17 the 4-th virtual group of K has order
4, it is generated by the residue class of the unit i and is a cyclic subgroup of
order 4 of the 4-th unit residue group of K.

Theorem 6.22. Let K be the field Q(
√
−3) and let ζ6 be a primitive 6-th root

of unity in K. Then the 6-th unit residue group of K is isomorphic, as an
abelian group, to (Z/6Z)2 and the 6-th virtual group of K is a cyclic subgroup
of order 6 of the 6-th unit residue group of K and is generated by the residue
class of ζ6.

Proof. By Theorem 5.7 this follows from Theorem 6.15 and Theorem 6.20.

6.6 Real quadratic number fields

Notation 6.23. Let K be a real quadratic number field, let ∆ be its dis-
criminant, let OK be the ring of integers of K, and let G be the Galois group
Gal(K/Q).

Theorem 6.24. Let the notation be as in Notation 6.23. Then the 2-nd unit
residue group (U/U

⊥
, {±1}, (·, ·)K,2) of K is isomorphic, as an abelian group,
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to (Z/2Z)4, there is a natural (Z/2Z)[G]-module isomorphism

(OK/4OK)∗/(OK/4OK)∗
2 ×

(⊕
v real

R∗/R>0

)
∼−→ U/U

⊥
(6.25)

that is an isomorphism of skew abelian groups from

((OK/4OK)∗/(OK/4OK)∗
2
, {±1}, β) ⊥ (

⊕
v real

R∗/R>0, {±1}, γ)

to 2-nd unit residue group of K, where β is the unique antisymmetric perfect
pairing

β : (OK/4OK)∗/(OK/4OK)∗
2 × (OK/4OK)∗/(OK/4OK)∗

2 → {±1}

that makes ((OK/4OK)∗/(OK/4OK)∗
2
, {±1}, β) into a skew abelian group

with skew element (−1 + 4OK) · (OK/4OK)∗
2

and γ is the antisymmetric
perfect pairing

γ :
⊕
v real

R∗/R>0 ×
⊕
v real

R∗/R>0 → {±1},

((av · R>0)v, (bv · R>0)v) 7→
∏
v real

(−1)
av−|av|v

2av

bv−|bv|v
2bv ,

and the 2-nd virtual group of K is a Galois-stable submodule of the 2-nd unit
residue group of K isomorphic, as an abelian group, to a Klein four-group.

Proof. Theorem 5.10 gives a group isomorphism U/U
⊥ ∼−→ (Z/2Z)4. The nat-

ural (Z/2Z)[G]-module isomorphism 6.25 follows from Theorem 6.10, Theo-
rem 3.81, and Theorem 5.6. By definition the 2-nd virtual group of K is a
Galois-stable submodule of the 2-nd unit residue group of K. Theorem 5.17
implies that it has order 4. It is a Klein four-group, because it is a subgroup
of order 4 of a group isomorphic to (Z/2Z)4.

Each of Theorem 6.26, Theorem 6.27, Theorem 6.28, and Theorem 6.29 de-
scribes the 2-nd virtual group of a real quadratic number field in one of the
four separate cases of Theorem 6.3.

Theorem 6.26. Let the notation be as in Notation 6.23 and suppose one has
∆ ≡ 4 mod 8. Then the preimage under the natural (Z/2Z)[G]-module isomor-
phism 6.25 of the 2-nd virtual group V of K is the direct sum of the submodule
of elements of norm congruent to 1 modulo 8 in (OK/4OK)∗/(OK/4OK)∗

2

given by (c) in Theorem 6.12 and the submodule of Galois invariant elements
of
⊕

v real R∗/R>0, and V is generated, under the surjective group homomor-
phism {2-virtual units of K} � V in Remark 5.28, by the images of −1 and
2.
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Proof. Since 2 divides ∆, the ideal 2OK is the square of an ideal of the ring
of integers OK of K. Hence, the integer 2 is a 2-virtual unit of K. All three
subextensions of K(

√
2)/Q of degree 2 over Q are ramified at 2. Hence, the

extension K(
√

2)/K is also ramified at 2. Theorem 3.86 and Remark 5.28
imply that the integer 2 is not in the kernel of the group homomorphism
{2-virtual units of K} → V . Looking at the real components of the 2-nd unit
residue group of K shows that the group generated by the image of 2 does not
contain the image of −1. Since by Theorem 6.24 the 2-nd virtual group V of
K is a Klein four-group, the images of −1 and 2 generate V .

Now we consider the (Z/2Z)[G]-module isomorphism given by (c) in Theo-
rem 6.12. Multiplying 2 by squares of elements in K∗, which are in the ker-
nel of the group homomorphism {2-virtual units of K} → V , we can get a
2-virtual unit coprime to 2. Its norm equals the square of an odd integer
in Z and therefore it is congruent to 1 modulo 8. Hence, this 2-virtual unit
generates the submodule of elements of norm congruent to 1 modulo 8 of
(OK/4OK)∗/(OK/4OK)∗

2
. Moreover, it is the identity element at the real

components of the 2-nd unit residue group of K. Since −1 generates the sub-
module of Galois invariant elements of

⊕
v real R∗/R>0 and its norm equals 1,

the statement about the preimage of V follows.

Theorem 6.27. Let the notation be as in Notation 6.23. Suppose one has
∆ 6≡ 4 mod 8 and let p be a prime congruent to 3 modulo 4 that divides ∆.
Then the preimage under the natural (Z/2Z)[G]-module isomorphism 6.25 of
the 2-nd virtual group V of K is the submodule of Galois invariant elements of
the 2-nd unit residue group of K, and V is generated, under the surjective group
homomorphism {2-virtual units of K}� V in Remark 5.28, by the images of
−1 and p.

Proof. The ideal pOK is the square of an ideal of the ring of integers OK of
K, because p divides ∆. Hence, the integer p is a 2-virtual unit of K. When we
have ∆ ≡ 0 mod 8, the three subextensions of K(

√
p)/Q of degree 2 over Q are

ramified at 2, whereas for ∆ ≡ 1 mod 4 the extension Q(
√

∆)/Q is unramified
at 2 and Q(

√
p)/Q is ramified at 2. In both cases, the extension K(

√
p)/K

is ramified at 2. Theorem 3.86 and Remark 5.28 imply that the integer p is
not in the kernel of the group homomorphism {2-virtual units of K} → V .
Looking at the real components of the 2-nd unit residue group of K shows
that the group generated by the image of p does not contain the image of −1.
By Theorem 6.24 the 2-nd virtual group V of K is a Klein four-group and
therefore V is generated by the images of −1 and p.

Combining the natural (Z/2Z)[G]-module isomorphism 6.25 with (a) and
(b) in Theorem 6.12 shows that the submodule of Galois invariant elements of
the 2-nd unit residue group of K has order 4. Since both p and −1 are Galois
invariant and their images generate a submodule of order 4, the statement
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about the preimage of V follows.

Theorem 6.28. Let the notation be as in Notation 6.23. Suppose one has
∆ ≡ 0 mod 8 and let a and b be integers that satisfy ∆ = 4(a2 + b2). Then the
preimage of the 2-nd virtual group V of K under the natural (Z/2Z)[G]-module
isomorphism 6.25 is the graph of the group isomorphism

(OK/4OK)∗/(OK/4OK)∗
2 ∼−→

⊕
v real

R∗/R>0

that for each δ ∈ OK satisfying δ2 = ∆/4 sends (1 + δ + 4OK) · (OK/4OK)∗
2

to (δv · R>0)v, and V is generated, under the surjective group homomorphism
{2-virtual units of K}� V in Remark 5.28, by the images of the elements −1
and a−

√
∆/4.

Proof. Let d = ∆/4. Since d is squarefree, the integers d and b are coprime
and both a and b are odd. We claim that the principal ideals of the ring of
integers OK of K generated by a+

√
d and by a−

√
d are coprime. Their sum

ideal contains 4d and b2, because we have

4d = (a+
√
d− (a−

√
d))2 and b2 = −(a+

√
d)(a−

√
d).

Since the integers 4d and b2 are coprime, it also contains 1. Hence, the ideals
(a +

√
d)OK and (a −

√
d)OK are coprime. They are squares of coprime ide-

als, because their product is the square of an ideal. It follows that the element
a−
√
d is a 2-virtual unit of K. Let v be the real place of K with (a−

√
d)v < 0.

The extension K(
√
a−
√
d)/K is ramified at v, because we have (a−

√
d)v < 0.

Remark 5.28 implies that a−
√
d is not in the kernel of the group homomor-

phism {2-virtual units of K} → V . Looking at the real components of the
2-nd unit residue group of K shows that the group generated by the image
of a−

√
d does not contain the image of −1. Since by Theorem 6.24 the 2-nd

virtual group V of K is a Klein four-group, it is generated by the images of
−1 and a−

√
d. This argument is also used in the proof of Theorem 6.29 with

d replaced by ∆.
A straightforward computation shows the congruence

1−
√
d ≡ (3−

√
d)(1−

√
d)2 mod 4OK .

Since a is odd, the residue classes of the elements a−
√
d and 1−

√
d in the group

(OK/4OK)∗/(OK/4OK)∗
2

are equal. The statement about the preimage of V
follows.

Theorem 6.29. Let the notation be as in Notation 6.23. Suppose one has
∆ ≡ 1 mod 4 and let a and b be integers that satisfy ∆ = 4a2 + b2. Then the
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preimage of the 2-nd virtual group V of K under the natural (Z/2Z)[G]-module
isomorphism 6.25 is the graph of the group isomorphism

(OK/4OK)∗/(OK/4OK)∗
2 ∼−→

⊕
v real

R∗/R>0

that for each δ ∈ OK satisfying δ2 = ∆ sends (δ + 4OK) · (OK/4OK)∗
2

to

((−1)
∆−1

4 δv ·R>0)v, and V is generated, under the surjective group homomor-
phism {2-virtual units of K} � V in Remark 5.28, by the images of −1 and
2a−

√
∆.

Proof. Since ∆ is squarefree, the integers ∆ and b are coprime. We claim that
the principal ideals of the ring of integers OK of K generated by 2a+

√
∆ and

by 2a−
√

∆ are coprime. Their sum ideal contains 4∆ and b2, because we have

4∆ = (2a+
√

∆− (2a−
√

∆))2 and b2 = −(2a+
√

∆)(2a−
√

∆).

Since the integers 4∆ and b2 are coprime, it also contains 1. Hence, the ideals
(2a +

√
∆)OK and (2a −

√
∆)OK are coprime. They are squares of coprime

ideals, because their product is the square of an ideal. It follows that the
element 2a −

√
∆ is a 2-virtual unit of K. Let v be the real place of K with

(2a −
√

∆)v < 0. The extension K(
√

2a−
√

∆)/K is ramified at v, because
we have (2a −

√
∆)v < 0. Remark 5.28 implies that 2a −

√
∆ is not in the

kernel of the group homomorphism {2-virtual units of K} → V . Looking at
the real components of the 2-nd unit residue group of K shows that the group
generated by the image of 2a −

√
∆ does not contain the image of −1. Since

by Theorem 6.24 the 2-nd virtual group V of K is a Klein four-group, it is
generated by the images of −1 and 2a −

√
∆. This argument is also used in

the proof of Theorem 6.28 with ∆ replaced by d, which equals ∆/4.
From the congruence (

√
∆)2 ≡ 1 mod 4OK we get

√
∆ ≡ 1 mod 2OK . More-

over, the integer 2 divides a if and only if we have ∆ ≡ 1 mod 8. Hence, we
have the congruence

2a+
√

∆ ≡ (−1)
∆−1

4

√
∆ mod 4OK .

Since the residue classes of the elements 2a −
√

∆ and −(−1)
∆−1

4

√
∆ in the

group (OK/4OK)∗/(OK/4OK)∗
2

are equal, the statement about the preimage
of V follows.

Corollary 6.30. Let the notation be as in Notation 6.23. Then the following
are equivalent.

(i) The 2-nd virtual group of K is a free (Z/2Z)[G]-module of rank 1.
(ii) The action of G on the 2-nd virtual group of K is not trivial.
(iii) The discriminant of K is the sum of two squares of integers.
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Proof. Theorem 6.24 states that V is a Klein four-group. Hence (i) and (ii)
are equivalent. Theorem 6.26, Theorem 6.27, Theorem 6.28, and Theorem 6.29
imply that (ii) and (iii) are equivalent.

6.7 The number field Q(i,
√

30)

Theorem 6.31. Let K be the number field Q(i,
√

30). Then the 4-th virtual
group of K [Definition 5.15] is the maximal subgroup of exponent 2 of the 4-th
unit residue group of K [Definition 5.3].

Proof. We fix an algebraic closure of K. Let V be the 4-th virtual group of K,
let F be the number field

F = K(
4
√

i,
√

1 + i,
√

1 + 2i,
4

√
11 + 2

√
30),

and let L be the number field

L = Q(i,
√

2,
√

3,
√

5).

We will show that F and L are the field extensions of K we get by adjoining the
fourth roots of all 4-virtual units of K [Definition 5.23] and of all elements in
the kernel of the surjective group homomorphism {4-virtual units of K}� V
in Remark 5.28, respectively. Moreover, we denote by M the number field

M = Q(i)(
√

i,
√

1 + i,
√

3,
√

1 + 2i,
√

1− 2i).

We claim that L is the Hilbert class field of K. The extension L/K is unrami-
fied at infinity. The rational prime 2 is unramified in both Q(

√
−3) and Q(

√
5).

Hence, it is unramified in Q(
√
−3,
√

5) by Lemma 6.5. Since L is the com-
positum of Q(

√
−3,
√

5) and K, Lemma 6.4 shows that the extension L/K is
unramified at the prime above 2. Lemma 6.5 implies that the rational prime 5
is unramified in Q(

√
2,
√

3), because it is unramified in both Q(
√

2) and Q(
√

3).
Since L is the compositum of Q(

√
2,
√

3) and K, by Lemma 6.4 the extension
L/K is unramified at the primes above 5. A similar argument shows that L/K
is also unramified at the prime above 3. For any other finite place v of Q it is
sufficient to note that all quadratic subextensions of L over Q are unramified
at v. By Lemma 6.5 the extension L/K is unramified at v. Since in [45] the
ideal class group of K is proved to be isomorphic to Z/2Z×Z/2Z, the number
field L is the Hilbert class field of K.

We are going to prove the equality

L = K(
√

i,

√
11 + 2

√
30).
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The equality Q(i,
√

2) = Q(i)(
√

i) follows from the identities(
1 + i√

2

)2

= i and

(
1 + i√

i

)2

= 2.

Let ε = 11 + 2
√

30 and let OK be the ring of integers of K. Since we have
NQ(
√

30)/Q ε = 1, the element ε is a unit in OK . The identities

(
√

5 +
√

6)2 = ε,

(√
ε

3 − 21
√
ε

2

)2

= 5,

(√
ε

3 − 23
√
ε

2

)2

= 6

imply the equality Q(
√

5,
√

6) = Q(
√

30)(
√
ε). Since the compositum of Q(i,

√
2)

and Q(
√

5,
√

6) is the number field L and the compositum of Q(i)(
√

i) and
Q(
√

30)(
√
ε) is the number field K(

√
i,
√
ε), we get the equality L = K(

√
i,
√
ε),

as claimed.
The inclusion L ⊆ F follows from the equality L = K(

√
i,
√
ε). Kummer

theory shows that the subgroup of O∗K/O∗K
2 generated by the residue classes

of i and ε has order 4, because the degree of the field extension L/K equals 4.
Dirichlet’s unit theorem implies that 〈i, ε〉 is subgroup of O∗K of odd index.

We claim that the Galois group Gal(M/Q(i)) is isomorphic to (Z/2Z)5. The
number field Q(i) has class number 1. In the ring of integers of Q(i) we have
the prime factorizations 2 = −i(1 + i)2, 3 = 3, and 5 = (1 + 2i)(1− 2i). They

show that the subgroup of Q(i)∗/Q(i)∗
2

generated by the residue classes of
the elements in the set {i, 1 + i, 3, 1 + 2i, 1 − 2i} has order 32. Now the claim
follows from Kummer theory. These prime factorizations also show the chain
of inclusions L ⊆M ⊆ F .

The Galois group Gal(M/K) is isomorphic to (Z/2Z)4, because the exten-
sion K/Q(i) has degree 2 and the Galois group Gal(M/Q(i)) is isomorphic to
(Z/2Z)5. Since F can be obtained from K by adjoining two square roots and
two fourth roots of elements in K∗ and F contains M , the 2-rank of the Galois
group Gal(F/K) equals 4. Kummer theory gives a group isomorphism

Gal(F/K)
∼−→ (Z/4Z)2 × (Z/2Z)2,

because the subgroup of K∗/K∗4 generated by the residue classes of i and ε
is isomorphic to (Z/4Z)2.

At each prime of OK the elements i and 11 + 2
√

30 have valuation zero,
because they are units in OK . At each prime of OK not dividing 2 the elements
1 + i and 1 + 2i have even valuation, while at the prime above 2 the element
1 + 2i has valuation zero and 1 + i has valuation two. Hence, we have the
inclusion

〈i, 11 + 2
√

30, (1 + i)2, (1 + 2i)2〉 ·K∗4 ⊆ {4-virtual units of K}.
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Consider the surjective group homomorphism

{4-virtual units of K}/K∗4 � V

in Remark 5.28. Since we have L = K(
√

i,
√

11 + 2
√

30) and L/K is the maxi-
mal unramified abelian extension of K of exponent dividing 4, by Remark 5.28
and Kummer theory the kernel of this map is the group

〈−1, (11 + 2
√

30)2〉 ·K∗4/K∗4

and has order the degree of the extension L/K, which equals 4. The group V
has order 16 by Theorem 5.17. Hence, the group {4-virtual units of K}/K∗4
has order 64. Kummer theory gives the equality

{4-virtual units of K}/K∗4 = 〈i, 11 + 2
√

30, (1 + i)2, (1 + 2i)2〉 ·K∗4/K∗4,

because the abelian extension F/K has degree 64. Since V has order 16 and
is isomorphic to the quotient group

〈i, 11 + 2
√

30, (1 + i)2, (1 + 2i)2〉 ·K∗4/〈−1, (11 + 2
√

30)2〉 ·K∗4,

which has exponent 2, we get a group isomorphism

V
∼−→ (Z/2Z)4.

Since by Theorem 5.10 the 4-th unit residue group of K is isomorphic to
(Z/4Z)4, the group V is the maximal subgroup of exponent 2 of the 4-th unit
residue group of K.
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Two-ranks of ideal class groups

7.1 Results

Let K be a number field. The 2-nd virtual group of K [Definition 5.15] is
a subgroup of the 2-nd unit residue group of K [Definition 5.3], which is an
elementary abelian 2-group [Theorem 5.10]. The projection of the 2-nd vir-
tual group of K on the product of local components of the 2-nd unit residue
group of K at the places dividing 2 measures the difference between the 2-
ranks of the ideal class groups of K in the strict sense [Definition 7.1] and
in the usual sense [Theorem 7.2]. A bound on the 2-rank of this projection
is given in Corollary 5.22. Theorem 7.4 states the exact value of this 2-rank
for quadratic number fields. Theorem 7.5, which is a classical result in genus
theory for quadratic number fields, is obtained as a corollary of Theorem 7.2
and Theorem 7.4.

Theorem 7.2 and Corollary 5.22 are the main results. As corollaries, in Sec-
tion 7.2 are presented the classical theorem of Armitage–Fröhlich [Theorem 7.8]
and Oriat’s theorem [Theorem 7.6].

Definition 7.1 (Strict ideal class group). Let K be a number field and let
OK be its ring of integers. The strict ideal class group Cl+ of K is the quotient
group of the group of fractional ideals of OK modulo the subgroup of principal
ideals generated by totally positive elements.

Theorem 7.2. Let K be a number field, let r1 be the number of real embeddings
K ↪→ R, and let r2 be the number of conjugate pairs of complex embeddings
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σ : K ↪→ C with σ(K) 6⊆ R. Let Cl and Cl+ be the ideal class group of K and
the strict ideal class group of K, respectively. Let S be the set of places of K,
let π2 be the canonical projection

π2 :
∏
v∈S

Uv/U
⊥
v �

∏
v|2

Uv/U
⊥
v

of the 2-nd unit residue group of K [Definition 5.3] on the product of its local
components at the places dividing 2, and let V be the 2-nd virtual group of K
[Definition 5.15]. Then one has

rk2 Cl+− rk2 Cl = r1 + r2 − rk2 π2(V ).

Proof. See Section 7.3.

Remark 7.3. Let the notation be as in Theorem 7.2. Corollary 5.22 states
the inequality

rk2 π2(V ) ≥
⌈

[K : Q]

2

⌉
.

In the case of quadratic number fields we compute rk2 π2(V ) in Theorem 7.2
using the results about the 2-virtual group of quadratic number fields in Chap-
ter 6.

Theorem 7.4. Let the notation be as in Theorem 7.2 with K a quadratic
number field. Then rk2 π2(V ) equals either 2 or 1, according as the discriminant
of K is or is not the sum of two squares of integers.

Proof. Firstly, we consider the case when K is an imaginary quadratic field.
Since there are no real Archimedean places of K, Theorem 5.1 implies that
the 2-nd unit residue group of K has nontrivial components only at the places
dividing 2. By Theorem 6.15 we get rk2 π2(V ) = 1.

Now we suppose that K is a real quadratic field. Theorem 6.26, Theo-
rem 6.27, Theorem 6.28, and Theorem 6.29 imply that rk2 π2(V ) equals either
2 or 1, according as the discriminant of K is or is not the sum of two squares
of integers.

As a corollary of Theorem 7.2 and Theorem 7.4 we get a classical result in
genus theory for real quadratic number fields. As a reference see Proposition
2.12 in Section 2.2 of Chapter 2 in [37] by Lemmermeyer.

Theorem 7.5. Let K be a real quadratic number field, let Cl be the ideal class
group of K, and let Cl+ be the strict ideal class group of K. Then the following
are equivalent.

(i) One has Cl+/Cl+
2 ∼−→ Cl /Cl2.

(ii) The discriminant of K is the sum of two squares of integers.

Proof. This follows from Theorem 7.2 and Theorem 7.4.
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7.2 Armitage–Fröhlich’s theorem

In 1967, Armitage and Fröhlich [1] found a bound on the 2-rank of the ideal
class group of a number field [Theorem 7.8]. A crucial fact in their proof follows
from the functional equation of an L-function. Serre pointed out that it was
possible to avoid bringing in analytic tools. The note added to the paper by
Armitage and Fröhlich contains the proof by Serre.

In 1976, Oriat [53] proved a stronger result [Theorem 7.6] by an algebraic
method that does not require the bilinear form introduced by Serre, but some
groups that are subgroups of what is now called 2-Selmer group of a number
field [Definition 5.25]. Lemmermeyer [38] gave a proof of Oriat’s result, which
he calls ‘the theorem of Armitage–Fröhlich’, using the 2-Selmer group of a
number field. In his paper he claims that his proof is essentially due to Oriat.
Another proof of the same result was given by Hayes [24]. His argument uses
Galois groups of the Kummer extensions corresponding to elements in the
2-Selmer group of a number field.

The proof of Oriat’s result presented here is a straightforward application
of Theorem 7.2 and Corollary 5.22. The proof of Theorem 7.2 involves the
2-Selmer group of a number field and arguments similar to those used by
Lemmermeyer, but it introduces the 2-virtual group of a number field. In this
way, it is then possible to apply Corollary 5.22.

Theorem 7.6 (Oriat [53]). Let K be a number field, let r1 be the number of
real embeddings K ↪→ R, let Cl and Cl+ be the ideal class group of K and the
strict ideal class group of K, respectively. Then one has

rk2 Cl+− rk2 Cl ≤
⌊r1

2

⌋
.

Proof. Let V be the 2-nd virtual group of K and let r2 be the number of con-
jugate pairs of complex embeddings σ : K ↪→ C with σ(K) 6⊆ R. Theorem 7.2
states the equality

rk2 Cl+− rk2 Cl = r1 + r2 − rk2 π2(V ).

Since we have [K : Q] = r1 + 2r2, Corollary 5.22 implies

rk2 π2(V ) ≥ r1 + r2 −
⌊r1

2

⌋
.

The desired inequality follows.

Lemma 7.7. Let the notation be as in Theorem 7.6 and let E and E+ be the
group of units and the group of totally positive units, respectively, of the ring
of integers of K. Then one has

rk2 Cl+ ≥ r1 − rk2E/E
+.
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Proof. Let K∗+ be the group of totally positive elements in K∗. The natural

map Cl+ → Cl fits into the exact sequence

1 −→ E/E+ −→ K∗/K∗+ −→ Cl+ −→ Cl −→ 1.

Since E/E+ and K∗/K∗+ are elementary abelian 2-groups and Hom(Z/2Z, ·)
is a left exact functor, we get an exact sequence

1 −→ E/E+ −→ K∗/K∗+ −→ Cl+[2].

Hence, we have the inequality

rk2 Cl+ + rk2E/E
+ ≥ rk2K

∗/K∗+.

Theorem 5.14 implies that rk2K
∗/K∗+ equals r1. The inequality in the state-

ment of Lemma 7.7 follows.

Theorem 7.8 (Armitage–Fröhlich [1]). Let K be a number field, let r1 be the
number of real embeddings of K, let E and E+ be the group of units and the
group of totally positive units, respectively, of the ring of integers of K, and
let Cl be the ideal class group of K. Then one has

rk2 Cl ≥
⌈r1

2

⌉
− rk2E/E

+.

Proof. This follows from Theorem 7.6 and Lemma 7.7.

7.3 Proof of the main theorem

Proof of Theorem 7.2. Let ϕ2 : {2-virtual units of K} → π2(V ) be the com-
posite map of the surjective group homomorphism {2-virtual units of K}� V
in Remark 5.28 with the projection π2. Note that a 2-virtual unit a ∈ K∗ is
in kerϕ2 if and only if the extension K(

√
a)/K is unramified outside infinity.

In particular, we have K∗2 ⊆ kerϕ2. Let

ϕ2 : {2-virtual units of K}/K∗2 → π2(V )

be the natural map induced by ϕ2 and consider the short exact sequence

1 −→ kerϕ2 −→ {2-virtual units of K}/K∗2 ϕ2−→ π2(V ) −→ 1.

Since all nontrivial groups in this exact sequence are elementary abelian 2-
groups, we have the equality of 2-ranks

rk2{2-virtual units of K}/K∗2 = rk2 kerϕ2 + rk2 π2(V ).
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Dirichlet’s unit theorem and Theorem 5.29 give

rk2{2-virtual units of K}/K∗2 = r1 + r2 + rk2 Cl .

Kummer theory and class field theory imply

rk2 kerϕ2 = rk2 Cl+ .

The equality
rk2 Cl+− rk2 Cl = r1 + r2 − rk2 π2(V )

follows.
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CHAPTER 8

Three-ranks of ideal class groups of quadratic number
fields

8.1 Introduction

Let d ∈ Z>1 be squarefree and let K be the number field Q(
√
d,
√
−3). The

biquadratic number field K contains a primitive 3-rd root of unity and has its
3-rd unit residue group [Definition 5.3] and 3-rd virtual group [Definition 5.15].
The number field extension K/Q is Galois and the description of the Galois
module structure of these two groups is one of the main results of the chapter
[Theorem 8.1].

Theorem 8.1. Let d ∈ Z>1 be squarefree, let K be the number field
Q(
√
d,
√
−3), and let G be the Galois group of the extension K/Q. Then the

3-rd unit residue group of K is a free (Z/3Z)[G]-module of rank 1. Moreover,
the 3-rd virtual group of K is a submodule of the 3-rd unit residue group of K
and corresponds to exactly one of the following modules:

(a) the kernel of the natural map (Z/3Z)[G]→ (Z/3Z)[Gal(Q(
√
d)/Q)],

(b) the kernel of the natural map (Z/3Z)[G]→ (Z/3Z)[Gal(Q(
√
−3d)/Q)].

Proof. This follows from Theorem 8.18 and Theorem 8.17.

A classical theorem of Scholz [Theorem 8.19] states that the difference between
the 3-rank of the ideal class group of Q(

√
−3d) and the 3-rank of the ideal class

group of Q(
√
d) is either 0 or 1. Theorem 8.2 shows that these two cases can
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be distinguished by looking at the Galois module structure of the 3-rd virtual
group of K.

Theorem 8.2. Let d ∈ Z>1 be squarefree, let r be the 3-rank of the ideal class
group of Q(

√
d), let s be the 3-rank of the ideal class group of Q(

√
−3d), and

let K be the number field Q(
√
d,
√
−3). Then in case (a) of Theorem 8.1 one

has s = r + 1 and in case (b) of Theorem 8.1 one has s = r.

Proof. This follows from the G-decompositions of the (Z/3Z)[G]-modules in
cases (a) and (b) of Theorem 8.1 and Theorem 8.17.

As a byproduct we get a new proof of Scholz’s theorem, but the ingredi-
ents are really the same as in earlier proofs. In Section 8.3 we show the G-
decompositions of some (Z/3Z)[G]-modules and use the duality given by the
norm-residue symbol. In this way we simultaneously apply class field theory
and Kummer theory, as is done more explicitly in the proof of Scholz’s Theo-
rem [Theorem 10.10 of Chapter 10 in [74]] by Washington.

In 1984 Dutarte [14] proposed a probabilistic model [Section 8.5] that leads
to Conjecture 8.3 and studied the compatibility of the Cohen–Lenstra heuris-
tics with Scholz’s theorem. He showed that the Cohen–Lenstra heuristics for
real quadratic fields, Scholz’s theorem, and Conjecture 8.3 give the same result
for the proportion of imaginary quadratic fields with prescribed 3-rank as the
Cohen-Lenstra heuristics for imaginary quadratic fields.

Conjecture 8.3 (Dutarte [14]). Let D+ be the set of discriminants of real
quadratic number fields. For each number field L let ClL be its ideal class
group. Then for every nonnegative integer a one has

lim
x→+∞

|{∆ ∈ D+ : ∆ < x, rk3 ClQ(
√

∆) = a, rk3 ClQ(
√
−3∆) = a+ 1}|

|{∆ ∈ D+ : ∆ < x, rk3 ClQ(
√

∆) = a}|
=

1

3a+1
.

In Dutarte’s model Conjecture 8.3 is a statement about the existence and
the value of a conditional probability: the probability that the 3-rank of the
ideal class group of Q(

√
−3∆) is the positive integer a + 1 given that ∆ is

a discriminant of a real quadratic number field whose ideal class group has
3-rank a.

Following his model we state Conjecture 8.4.

Conjecture 8.4. Let the notation be as in Conjecture 8.3. Then for every
nonnegative integer a one has

lim
x→+∞

|{∆ ∈ D+ : ∆ < x, rk3 ClQ(
√

∆) = a, rk3 ClQ(
√
−3∆) = a}|

|{∆ ∈ D+ : ∆ < x, rk3 ClQ(
√
−3∆) = a}|

=
1

3a
.

A natural assumption is Conjecture 8.5.
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Conjecture 8.5. Let the notation be as in Conjecture 8.3. Then for each pair
(a, b) ∈ Z2 the limit

lim
x→+∞

|{∆ ∈ D+ : ∆ < x, rk3 ClQ(
√

∆) = a, rk3 ClQ(
√
−3∆) = b}|

|{∆ ∈ D+ : ∆ < x}|

exists. Moreover, if one denotes its value by Pr+(r = a, s = b), then one has∑
(a,b)∈Z2

Pr+(r = a, s = b) = 1.

Theorem 8.6. Let the notation be as in Conjecture 8.3. Assume Conjec-
ture 8.3, Conjecture 8.4, and Conjecture 8.5. Then for each nonnegative inte-
ger a the limit

lim
x→+∞

|{∆ ∈ D+ : ∆ < x, rk3 ClQ(
√

∆) = a}|
|{∆ ∈ D+ : ∆ < x}|

equals

3−a(a+1)
∞∏
i=1

(1− 3−i)

a∏
i=1

(1− 3−i)−1
a+1∏
i=1

(1− 3−i)−1.

Proof. This follows from Theorem 8.31.

Remark 8.7. The value of the limit in Theorem 8.6 is the value conjectured
by Cohen and Lenstra [11].

Theorem 8.6 shows that Dutarte’s assumption [Conjecture 8.3], an analogous
assumption [Conjecture 8.4], and a natural assumption [Conjecture 8.5] are
sufficient to compute the probability that a real quadratic number field has
prescribed 3-rank. Moreover, the value of this probability is exactly the one
predicted by the Cohen–Lenstra heuristics.

Under the same hypotheses we also get a similar result for complex quadratic
number fields [Theorem 8.31], but the fields in our limit are ordered in a
different way from the way they are ordered in the Cohen–Lenstra heuristics
[Remark 8.35]. We are able to get the same order and again the values predicted
by Cohen and Lenstra for both real and imaginary quadratic number fields, if
we group together quadratic number fields according to the divisibility by 3 of
their discriminants [Theorem 8.42 and Remark 8.44].

The idea of considering the divisibility by 3 in this context is not new. In
2010 Fouvry and Klüners [16] showed that Conjecture 8.3 follows from the
Cohen–Lenstra heuristics for quadratic number fields grouped according to
the divisibility by 3 of their discriminants.
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Lee generalized Dutarte’s results for the prime number 3 to every prime
number. In Lee’s papers Scholz’s theorem is replaced by the Spiegelungssatz,
which is a generalization of Scholz’s theorem, and he works with both number
fields [33] and function fields [34].

8.2 Two results on modules

Lemma 8.8. Let p be a prime number, let G be a group of order coprime to p,
and let A be a finite Z[G]-module. Then the quotient A/pA and the p-torsion
A[p] are isomorphic (Z/pZ)[G]-modules.

Proof. The multiplication by p map A → A, a 7→ pa, gives rise to the exact
sequence of Z[G]-modules

0→ A[p]→ A→ A→ A/pA→ 0.

It follows that the Z[G]-modules A[p] ⊕ A and A/pA ⊕ A are Jordan–Hölder
isomorphic and therefore so are the Z[G]-modules A[p] and A/pA. Since A[p]
and A/pA are (Z/pZ)[G]-modules, they are also Jordan–Hölder isomorphic
as (Z/pZ)[G]-modules. By Maschke’s Theorem the group ring (Z/pZ)[G] is
semisimple. The existence of a (Z/pZ)[G]-module isomorphism between A[p]
and A/pA follows from the semisimplicity of (Z/pZ)[G].

Theorem 8.9. Let L/K be a Galois extension of number fields and let G be
its Galois group. Let p be a prime not dividing |G| and let ClK and ClL be the
ideal class groups of K and L, respectively. Then for each m ∈ Z≥0 the norm
map NL/K : L→ K induces the split exact sequence of Z[G]-modules

1→ ker(NL/K : ClL[pm]→ ClK [pm])→ ClL[pm]
NL/K−−−−→ ClK [pm]→ 1

and the submodule of Galois invariant elements of ClL[pm] is isomorphic to
ClK [pm].

Proof. Let IL/K : ClK → ClL be the group homomorphism induced by the
natural injective map from the group of fractional ideals of K to the group
of fractional ideals of L and let NL/K : ClL[pm] → ClK [pm] be the group
homomorphism induced by the norm map. The composite map

NL/K ◦ IL/K : ClK [pm]→ ClK [pm]

is the group automorphism ClK [pm]
∼−→ ClK [pm], a 7→ a|G|. Hence, the map

NL/K : ClL[pm]→ ClK [pm]
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is surjective and the map

IL/K : ClK [pm]→ ClL[pm]

is injective. We get the exact sequence of Z[G]-modules

1→ ker(NL/K : ClL[pm]→ ClK [pm])→ ClL[pm]
NL/K−−−−→ ClK [pm]→ 1.

This exact sequence splits, because up to an automorphism of ClK [pm] the
map IL/K : ClK [pm]→ ClL[pm] is a section of the sequence.

Let ClL[pm]G be the submodule of Galois invariant elements of ClL[pm]. The
map IL/K ◦NL/K restricted to ClL[pm]G equals the group automorphism

ClL[pm]G
∼−→ ClL[pm]G,

a 7→ a|G|.

Hence, the maps IL/K and NL/K induce Z[G]-module isomorphisms between
ClK [pm] and ClL[pm]G.

8.3 Galois group decompositions of modules

Notation 8.10. Let d ∈ Z>1 be squarefree. Given a number field L, we denote
by ClL its ideal class group. Let r and s be the 3-ranks of ClQ(

√
d) and ClQ(

√
−3d),

respectively. Let K be the number field Q(
√
d,
√
−3), let E be the group of

units of the ring of integers of K, and let G be the Galois group Gal(K/Q).
The group G is isomorphic to Z/2Z ⊕ Z/2Z. Let σ and τ be the generators
of the Galois groups Gal(K/Q(

√
−3d)) and Gal(K/Q(

√
d)), respectively. The

group G has four characters G→ {±1}. We denote the trivial character by ε.
The three nontrivial characters of G factor through the quotient groups of G
corresponding to the three quadratic fields Q(

√
d), Q(

√
−3d), and Q(

√
−3). We

denote these characters by ϕ, ψ, and ω, respectively. Since 3 does not divide
the order of G, by Maschke’s Theorem the group ring (Z/3Z)[G] is semisimple.
Given a (Z/3Z)[G]-module M , we write it as direct sum of its G-components

M = M (ε) ⊕M (ϕ) ⊕M (ψ) ⊕M (ω),

where on each component G acts by the corresponding character.
Let J be the group of ideles of K [Definition 4.19] and U be the group of

unit ideles of K [Definition 4.21]. Given a subgroup S of J , we will write S for
the quotient group (S ·J3)/J3. For any subgroup H ⊆ J we will denote by H⊥

its annihilator in J with respect to the norm-residue symbol (·, ·) : J×J → µ3,
where µ3 is the group of 3-rd roots of unity in K.
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Theorem 8.11. Let the notation be as in Notation 8.10. Then there is a
natural (Z/3Z)[G]-module isomorphism

E/E3 ∼−→ E

and the four groups in the direct sum of the G-decomposition of the (Z/3Z)[G]-
module E

E = E
(ε) ⊕ E(ϕ) ⊕ E(ψ) ⊕ E(ω)

have 3-ranks 0, 1, 0, and 1, respectively.

Proof. By Lemma 4.51 we get a natural (Z/3Z)[G]-module isomorphism

E/E3 ∼−→ E.

Let L be a subfield of K, let EL the group of units of its ring of integers, and
let H be the Galois of the extension K/L. Composing the natural inclusion
EL → E with the norm map NK/L : K → L induces the group automorphism

EL/(EL)3 ∼−→ EL/(EL)3,

a 7→ a|H|.

Hence, the group homomorphism EL/(EL)3 → E/E3 induced by the natural
inclusion EL → E is injective. Dirichlet’s unit theorem implies the statement
in Theorem 8.11.

Theorem 8.12. Let the notation be as in Notation 8.10 and let M one of the
(Z/3Z)[G]-modules J/(K∗ · U), ClK [3], and ClK /Cl3K . Then the four groups
in the direct sum of the G-decomposition of the (Z/3Z)[G]-module M

M = M (ε) ⊕M (ϕ) ⊕M (ψ) ⊕M (ω)

have 3-ranks 0, r, s, and 0, respectively.

Proof. Theorem 8.9 applied to the extension K/Q states that the submod-
ule of G-invariant elements of ClK [3] is isomorphic to ClQ[3]. The submod-
ule of G-invariant elements of ClK [3] is ClK [3](ε) and therefore we have the
(Z/3Z)[G]-module isomorphism

ClK [3](ε)
∼−→ ClQ[3].

Since Q has class number one, the submodule ClQ[3](ε) is trivial. Hence
ClK [3](ϕ) is the submodule of τ -invariant elements of ClK [3]. Now applying
Theorem 8.9 to the Galois extension K/Q(

√
d), whose Galois group is gener-

ated by τ , gives a (Z/3Z)[G]-module isomorphism

ClK [3](ϕ) ∼−→ ClQ(
√
d)[3].
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Hence, we have rk3 ClK [3](ϕ) = r. Similarly, we get the (Z/3Z)[G]-module
isomorphisms

ClK [3](ψ) ∼−→ ClQ(
√
−3d)[3] and ClK [3](ω) ∼−→ ClQ(

√
−3)[3].

Hence, we have rk3 ClK [3](ψ) = s. Since the ideal class group of Q(
√
−3) is

trivial, we have rk3 ClK [3](ω) = 0.
Lemma 8.8 implies the existence of a (Z/3Z)[G]-module isomorphism

ClK [3]
∼−→ ClK /Cl3K .

By the short exact sequence 4.81 there is a (Z/3Z)[G]-module isomorphism

J/(K∗ · U)
∼−→ ClK /Cl3K .

The statement in Theorem 8.12 follows.

Lemma 8.13. Let the notation be as in Notation 8.10. Then the norm-residue
symbol

(·, ·) : J × J → µ3

splits into four perfect pairings

J
(ε) × J (ω) → µ3, J

(ω) × J (ε) → µ3,

J
(ϕ) × J (ψ) → µ3, J

(ψ) × J (ϕ) → µ3.

Proof. Let χ1, χ2 ∈ {ε, ϕ, ψ, ω} and consider the pairing

J
(χ1) × J (χ2) → µ3.

By Corollary 3.101 for each g ∈ G we have (ga, gb) = g (a, b). This implies that
G acts on the image of the pairing through the character χ1 ·χ2. The group G

acts on µ3 through ω. If one has ω 6= χ1 · χ2, then the groups J
(χ1)

and J
(χ2)

are orthogonal. Since by Theorem 4.50 the norm-residue symbol is a perfect
pairing, the statement in Lemma 8.13 follows.

Lemma 8.14. Let the notation be as in Notation 8.10. Then the norm-residue
symbol induces a perfect pairing of finite abelian groups

J/(K∗ · U)×K∗ ∩ U⊥ → µ3

that splits into two perfect pairings of finite abelian groups

(J/(K∗ · U))(ϕ) × (K∗ ∩ U⊥)(ψ) → µ3

and
(J/(K∗ · U))(ψ) × (K∗ ∩ U⊥)(ϕ) → µ3.
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Proof. The diagram in Section 4.8 shows that the annihilator of K∗ ∩ U⊥ with
respect to the norm-residue symbol is K∗ ·U . Hence, the norm-residue symbol
induces a perfect pairing of finite abelian groups

J/(K∗ · U)×K∗ ∩ U⊥ → µ3.

The statement in Lemma 8.14 follows from Theorem 8.12 and Lemma 8.13.

Theorem 8.15. Let the notation be as in Notation 8.10. Then the four groups

in the direct sum of the G-decomposition of the (Z/3Z)[G]-module K∗ ∩ U⊥

K∗ ∩ U⊥ = (K∗ ∩ U⊥)(ε) ⊕ (K∗ ∩ U⊥)(ϕ) ⊕ (K∗ ∩ U⊥)(ψ) ⊕ (K∗ ∩ U⊥)(ω)

have 3-ranks 0, s, r, and 0, respectively.

Proof. By Theorem 8.12 we have

J/(K∗ · U) = (J/(K∗ · U))(ϕ) ⊕ (J/(K∗ · U))(ψ)

and the 3-ranks of (J/(K∗ · U))(ϕ) and (J/(K∗ · U))(ψ) equal r and s, re-
spectively. Lemma 8.14 implies that by duality these 3-ranks are equal to the

3-ranks of (K∗ ∩ U⊥)(ψ) and (K∗ ∩ U⊥)(ϕ), respectively.

Theorem 8.16. Let the notation be as in Notation 8.10. Then the four groups
in the direct sum of the G-decomposition of the (Z/3Z)[G]-module K∗ ∩ U

K∗ ∩ U = (K∗ ∩ U)(ε) ⊕ (K∗ ∩ U)(ϕ) ⊕ (K∗ ∩ U)(ψ) ⊕ (K∗ ∩ U)(ω)

have 3-ranks 0, r + 1, s, and 1, respectively.

Proof. The group homomorphisms in Corollary 5.27 and Theorem 5.29 are
(Z/3Z)[G]-modules homomorphisms. Corollary 5.27 implies that the 3-Selmer
group {3-virtual units of K}/K∗3 of K and the group K∗ ∩U are isomorphic
(Z/3Z)[G]-modules. Using the short exact sequence of (Z/3Z)[G]-modules

1 −→ E/E3 −→ {3-virtual units of K}/K∗3 −→ ClK [3] −→ 1

given by Theorem 5.29, the statement in Theorem 8.16 follows from Theo-
rem 8.11 and Theorem 8.12.

Theorem 8.17. Let the notation be as in Notation 8.10 and let V be the 3-rd
virtual group of K [Definition 5.15]. Then the 3-ranks of the four groups in the
direct sum of the G-decomposition of the (Z/3Z)[G]-module V

V = V (ε) ⊕ V (ϕ) ⊕ V (ψ) ⊕ V (ω)

are either 0, 1, 0, and 1, or 0, 0, 1, and 1, respectively. Moreover, in the first
case one has s = r and in the second case one has s = r + 1.
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Proof. The G-decomposition of the short exact sequence of (Z/3Z)[G]-modules

1 −→ K∗ ∩ U⊥ −→ K∗ ∩ U −→ V −→ 1

in Remark 5.16 gives rise to four short exact sequences of (Z/3Z)[G]-modules.
Theorem 8.15 and Theorem 8.16 imply that the 3-ranks of V (ε) and V (ω) are
0 and 1, respectively. Since by Corollary 5.18 the 3-rank of V equals 2, the
3-ranks of V (ϕ) and V (ψ) are either 1 and 0 or 0 and 1, respectively. Using
again Theorem 8.15 and Theorem 8.16 we get the following. If the 3-ranks of
V (ϕ) and V (ψ) are 1 and 0, respectively, then one has s = r, otherwise one has
s = r + 1.

Theorem 8.18. Let the notation be as in Notation 8.10. Then the 3-rd unit
residue group of K [Definition 5.3] is a free (Z/3Z)[G]-module of rank 1.

Proof. By Theorem 5.10 the 3-rd unit residue group of K has 3-rank 4. Since
it contains the 3-rd virtual group of K and is a skew abelian group by Corol-
lary 5.2, the statement in Theorem 8.18 follows from Theorem 8.17 and
Lemma 8.13.

8.4 Scholz’s theorem

A classical theorem in algebraic number theory about the 3-ranks of ideal class
groups of quadratic number fields is Scholz’s theorem [Theorem 8.19], which
Scholz proved in 1932. It is often called the ‘Mirror theorem’ or the ‘Reflection
theorem’. These names are also used for Leopoldt’s Spiegelungssatz [41], which
is a generalization of Scholz’s theorem.

Theorem 8.19 (Scholz [63]). Let d ∈ Z>1 be squarefree, let r be the 3-rank of
the ideal class group of Q(

√
d), and let s be the 3-rank of the ideal class group

of Q(
√
−3d). Then one has

r ≤ s ≤ r + 1.

Proof. This follows from Theorem 8.2.

In our setting the proof of Scholz’s theorem [Theorem 10.10 of Chapter 10
in [74]] by Washington gives rise to Theorem 8.20.

Theorem 8.20. Let the notation be as in Notation 8.10 and let

K∗ ∩ U⊥ → ClK [3] (8.21)

be the (Z/3Z)[G]-module homomorphism obtained by composing the natural
(Z/3Z)[G]-module homomorphism

K∗ ∩ U⊥ → (K∗ ∩ U)/E
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with the (Z/3Z)[G]-module isomorphism

(K∗ ∩ U)/E
∼−→ ClK [3]

given by the short exact sequence 4.82. Then the G-decomposition of the
(Z/3Z)[G]-module homomorphism 8.21 gives rise to a group homomorphism
with kernel of 3-rank at most 1

(K∗ ∩ U⊥)(ϕ) → ClK [3](ϕ)

from a group of 3-rank s to a group of 3-rank r and an injective group homo-
morphism

(K∗ ∩ U⊥)(ψ) → ClK [3](ψ)

from a group of 3-rank r to a group of 3-rank s.

Proof. It follows from Theorem 8.12 and Theorem 8.15 that both the groups

ClK [3](ϕ) and (K∗ ∩ U⊥)(ψ) have 3-rank r and both the groups ClK [3](ψ) and

(K∗ ∩ U⊥)(ϕ) have 3-rank s. By Theorem 8.11 the 3-ranks of E
(ϕ)

and E
(ψ)

equal 1 and 0, respectively. Since the kernel of the (Z/3Z)[G]-module homo-
morphism

K∗ ∩ U⊥ → (K∗ ∩ U)/E

is contained in E, the statement in Theorem 8.20 follows.

Remark 8.22. The cases s = r + 1 and s = r in Theorem 8.19 both occur.
For instance, we have r = 0 and s = 1 for d = 29 and r = s = 1 for d = 79.
Theorem 8.20 suggests distinguishing three cases.

(a) One has s = r and the map (K∗ ∩ U⊥)(ϕ) → ClK [3](ϕ) is an isomor-
phism.

(b) One has s = r and the map (K∗ ∩ U⊥)(ϕ) → ClK [3](ϕ) has both kernel
and cokernel of dimension 1 over Z/3Z.

(c) One has s = r + 1.
Note that the last case occurs if and only if the injective group homomorphism

(K∗ ∩ U⊥)(ψ) → ClK [3](ψ)

is not an isomorphism. We have examples of these three cases for d = 142, for
d = 79, and for d = 29, respectively.

8.5 Dutarte’s probabilistic model

Let d ∈ Z>1 be squarefree and let r be the 3-rank of the ideal class group
of Q(

√
d). Scholz’s theorem [Theorem 8.19] states that the 3-rank of the ideal
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class group of Q(
√
−3d) is either r or r+ 1. These two cases are characterized

in Theorem 8.2 using the Galois module structure of the 3-rd virtual group
of the number field Q(

√
d,
√
−3). In 1984 Dutarte [14] proposed a probabilistic

model, which we present in our setting.

Theorem 8.23. Let the notation be as in Notation 8.10. Then the following
are equivalent.

(i) The natural group homomorphism (K∗ ∩ U)(ϕ) → (U/U
⊥

)(ϕ) is trivial.
(ii) One has s = r + 1.

Proof. By Remark 5.16 the kernel of the natural group homomorphism

(K∗ ∩ U)(ϕ) → (U/U
⊥

)(ϕ)

is (K∗ ∩U⊥)(ϕ), which has 3-rank s by Theorem 8.15. The group (K∗ ∩U)(ϕ)

has 3-rank r+1 by Theorem 8.16. The statement in Theorem 8.23 follows.

Remark 8.24. By Theorem 8.18 the group (U/U
⊥

)(ϕ) in Theorem 8.23 has
3-rank 1. Hence, the natural group homomorphism in Theorem 8.23 is a group
homomorphism from an elementary abelian 3-group of rank r + 1 to a group
of order 3.

Let a be a nonnegative integer and let D+
a be the set of discriminants of

real quadratic number fields whose ideal class groups have 3-rank a. To each
∆ ∈ D+

a we associate the natural group homomorphism in Theorem 8.23 for
the number field K = Q(

√
∆,
√
−3), which is a group homomorphism from an

elementary abelian 3-group of rank a+1 to a group of order 3 by Remark 8.24.
Since there are 3a+1 group homomorphisms from an elementary abelian 3-
group of rank a+ 1 to a group of order 3, Dutarte assumes that the density in
D+
a of the subset of discriminants with associated trivial group homomorphism

is 1/3a+1. Hence, he writes that 1/3a+1 is the value of the probability that the
3-rank of the ideal class group of Q(

√
−3∆) is the positive integer a+ 1 given

that one has ∆ ∈ D+
a . The formalization of this assumption is Conjecture 8.3.

Theorem 8.25. Let the notation be as in Notation 8.10. Then the following
are equivalent.

(i) The natural group homomorphism (K∗ ∩ U)(ψ) → (U/U
⊥

)(ψ) is trivial.
(ii) One has s = r.

Proof. By Remark 5.16 the kernel of the natural group homomorphism

(K∗ ∩ U)(ψ) → (U/U
⊥

)(ψ)

is (K∗ ∩U⊥)(ψ), which has 3-rank r by Theorem 8.15. The group (K∗ ∩U)(ψ)

has 3-rank s by Theorem 8.16. The statement in Theorem 8.25 follows.
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8.6 Some consequences

Notation 8.26. Let D+ be the set of discriminants of real quadratic number
fields. Given a number field L we denote by ClL its ideal class group. We define
the maps

r : D+ → Z≥0 and s : D+ → Z≥0

∆ 7→ rk3 ClQ(
√

∆) ∆ 7→ rk3 ClQ(
√
−3∆)

in order to evaluate the 3-ranks of ideal class groups of quadratic number fields.
Let A be a subset of D+. We define the probability Pr+(A) of A as being equal
to the limit, if it exists,

Pr+(A) = lim
x→+∞

|{∆ ∈ A : ∆ < x}|
|{∆ ∈ D+ : ∆ < x}|

.

To shorten the notation, for each integer a we will write Pr+(r = a) and
Pr+(s = a) for the probability of the subsets {∆ ∈ D+ : rk3 ClQ(

√
∆) = a} and

{∆ ∈ D+ : rk3 ClQ(
√
−3∆) = a} of D+, respectively. Moreover, we denote by

D+
0 and D−∗ the sets {∆ ∈ D+ : ∆ ≡ 0 mod 3} and {∆ ∈ D− : ∆ 6≡ 0 mod 3},

respectively.

Remark 8.27. The left-hand sides of the equalities in Conjecture 8.3 and
Conjecture 8.4 can be thought of as conditional probabilities. We will denote
them by Pr+(s = a+ 1 | r = a) and Pr+(r = a | s = a), respectively.

In the proof of Theorem 8.31 we will use some identities of power series that
come from the generating function for the number of partitions of positive
integers.

Definition 8.28 (Durfee number). The Durfee number of a partition of a
positive integer is the largest integer i such that the partition contains at least
i summands of size at least i.

Remark 8.29. The Durfee number of a partition of a positive integer is the
size of the largest square that is contained within the Ferrers diagram of the
partition.

Lemma 8.30 follows from Corollary 6.7 in [11] by Cohen and Lenstra, but it
can also be proved directly, as we do here.

Lemma 8.30. One has the identities of power series

1 +
∑
i>0

xi
2

i∏
j=1

(1− xj)2

= 1 +
∑
i>0

xi
i∏

j=1

(
1

1− xj

)
=
∏
i>0

1

1− xi
.
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Proof. We write the generating function for the number of partitions of pos-
itive integers. The first two expressions are obtained by grouping partitions
according to their Durfee number and the size of their largest addend, respec-
tively. The last one is the usual formula.

Theorem 8.31. Let the notation be as in Notation 8.26. Assume Conjec-
ture 8.3, Conjecture 8.4, and Conjecture 8.5. Then for each nonnegative inte-
ger a one has

Pr+(r = a) = 3−a(a+1)
∞∏
i=1

(1− 3−i)

a∏
i=1

(1− 3−i)−1
a+1∏
i=1

(1− 3−i)−1

and

Pr+(s = a) = 3−a
2
∞∏
i=1

(1− 3−i)

a∏
i=1

(1− 3−i)−2.

Proof. Let a be a nonnegative integer. Using the notation in Remark 8.27,
Conjecture 8.3 states the equality

Pr+(s = a+ 1 | r = a) = 1/3a+1

and Scholz’s theorem implies the equality

Pr+(s = a+ 1 | r = a) + Pr+(s = a | r = a) = 1.

Hence, we have

Pr+(s = a | r = a) = 1− 1/3a+1.

Conjecture 8.5 states the existence of the probabilities Pr+(r = a, s = a + 1)
and Pr+(r = a, s = a). From the equalities

Pr+(r = a, s = a+ 1) = Pr+(s = a+ 1 | r = a) · Pr+(r = a)

and

Pr+(r = a, s = a) = Pr+(s = a | r = a) · Pr+(r = a)

we get

Pr+(r = a, s = a+ 1) = Pr+(s = a+ 1 | r = a) · Pr+(r = a, s = a)

Pr+(s = a | r = a)

and therefore

Pr+(r = a, s = a+ 1) = Pr+(r = a, s = a)(3a+1 − 1)−1. (8.32)
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Similarly, Conjecture 8.4 and Scholz’s theorem imply for each nonnegative
integer a the equality

Pr+(r = a+ 1, s = a+ 1) = Pr+(r = a, s = a+ 1)(3a+1 − 1)−1. (8.33)

The left-hand side of the equality∑
(a,b)∈Z2

Pr+(r = a, s = b) = 1

in Conjecture 8.5 can be written as

Pr+(r = 0, s = 0) +

∞∑
b=1

b∑
a=b−1

Pr+(r = a, s = b).

Setting y = Pr+(r = 0, s = 0) and using recursively (8.32) and (8.33) we get
the equation in y

y

1 +

∞∑
b=1


3b − 1

b∏
i=1

(3i − 1)2

+
1

b∏
i=1

(3i − 1)2



 = 1. (8.34)

Since for all positive integers b we have

3b − 1
b∏
i=1

(3i − 1)2

+
1

b∏
i=1

(3i − 1)2

=
3b

b∏
i=1

(3i − 1)2

=
(1/3)b

2

b∏
i=1

(1− (1/3)i)2

,

we rewrite (8.34) as

y

1 +

∞∑
b=1

(1/3)b
2

b∏
i=1

(1− (1/3)i)2

 = 1.

By Lemma 8.30 the solution is y =
∏∞
i=1(1−3−i), which is the value predicted
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by Cohen and Lenstra. Using (8.32) and (8.33), for all a, b ∈ Z≥0 we get

Pr+(r = a, s = b) =

3−a(a+1)

∞∏
i=1

(1− 3−i)

a∏
i=1

(1− 3−i)−2 if b = a,

3−(a+1)2
∞∏
i=1

(1− 3−i)

a∏
i=1

(1− 3−i)−1
a+1∏
i=1

(1− 3−i)−1 if b = a+ 1,

0 otherwise.

Hence, for each nonnegative integer a from the equality

Pr+(r = a) = Pr+(r = a, s = a) + Pr+(r = a, s = a+ 1)

we get the value conjectured by Cohen and Lenstra

Pr+(r = a) = 3−a(a+1)
∞∏
i=1

(1− 3−i)

a∏
i=1

(1− 3−i)−1
a+1∏
i=1

(1− 3−i)−1.

Similarly, for each nonnegative integer a we get

Pr+(s = a) = 3−a
2
∞∏
i=1

(1− 3−i)

a∏
i=1

(1− 3−i)−2.

Remark 8.35. Let D− be the set of discriminants of complex quadratic num-
ber fields. The value conjectured by Cohen and Lenstra [11] of the limit

lim
x→+∞

|{∆ ∈ D− : |∆| < x, rk3 ClQ(
√

∆) = a}|
|{∆ ∈ D− : |∆| < x}|

is the value of the probability

Pr+(s = a) = lim
x→+∞

|{∆ ∈ D+ : ∆ < x, rk3 ClQ(
√
−3∆) = a}|

|{∆ ∈ D+ : ∆ < x}|

in Theorem 8.31. Note that the complex quadratic number fields appear in
different orders in the two limits. This is caused by the fact that D− is not
involved in any of the limits in Conjecture 8.3, Conjecture 8.4, and Conjec-
ture 8.5.

Remark 8.36. Let D− be the set of discriminants of complex quadratic num-
ber fields. The natural definition of the map s in Notation 8.26 is

s : D− → Z≥0,

∆ 7→ rk3 ClQ(
√

∆) .
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Similarly to the real case, given a subset A of D−, we define the probability
Pr–(A) of A. Now the problem is the connection between Pr+ and Pr–, in
particular the map between D+ and D−. A way of dealing with this problem
is to restrict to subsets of D+ and D− that have an order-reversing bijection
induced by the reflection map. For example, the maps

f : {∆ ∈ D+ : ∆ ≡ 0 mod 3} → {∆ ∈ D− : ∆ 6≡ 0 mod 3},
∆ 7→ −∆/3,

and

{∆ ∈ D+ : ∆ 6≡ 0 mod 3} → {∆ ∈ D− \ {−3} : ∆ ≡ 0 mod 3},
∆ 7→ −3∆,

are order-reversing bijections.

We restrict ourselves to considering the sets {∆ ∈ D+ : ∆ ≡ 0 mod 3} and
{∆ ∈ D− : ∆ 6≡ 0 mod 3}. Conjecture 8.37, Conjecture 8.38, Conjecture 8.40,
and Theorem 8.42. correspond to Conjecture 8.3, Conjecture 8.4, Conjec-
ture 8.5, and Theorem 8.31, respectively. An analogous discussion can be given
for the sets {∆ ∈ D+ : ∆ 6≡ 0 mod 3} and {∆ ∈ D− \ {−3} : ∆ ≡ 0 mod 3}
[Remark 8.44].

Conjecture 8.37. Let the notation be as in Notation 8.26. Then for every
nonnegative integer a one has

lim
x→+∞

|{∆ ∈ D+
0 : ∆ < x, rk3 ClQ(

√
∆) = a, rk3 ClQ(

√
−3∆) = a+ 1}|

|{∆ ∈ D+
0 : ∆ < x, rk3 ClQ(

√
∆) = a}|

=
1

3a+1

Conjecture 8.38. Let the notation be as in Notation 8.26. Then for every
nonnegative integer a one has

lim
x→+∞

|{∆ ∈ D−∗ : |∆| < x, rk3 ClQ(
√

∆) = a, rk3 ClQ(
√
−3∆) = a}|

|{∆ ∈ D−∗ : |∆| < x, rk3 ClQ(
√

∆) = a}|
=

1

3a

Remark 8.39. The left-hand sides of the equalities in Conjecture 8.37 and
Conjecture 8.38 can be thought of as conditional probabilities. We will denote
them by Pr+

0 (s ◦ f = a+ 1 | r = a) and Pr–
*(r ◦ f−1 = a | s = a), respectively.

Conjecture 8.40. Let the notation be as in Notation 8.26. Then for each
pair (a, b) ∈ Z2 the limit

lim
x→+∞

|{∆ ∈ D+
0 : ∆ < x, rk3 ClQ(

√
∆) = a, rk3 ClQ(

√
−3∆) = b}|

|{∆ ∈ D+
0 : ∆ < x}|
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exists. Moreover, if one denotes its value by Pr+
0 (r = a, s ◦ f = b), then one

has ∑
(a,b)∈Z2

Pr+
0 (r = a, s ◦ f = b) = 1.

Remark 8.41. The limit in Conjecture 8.40 equals the limit

lim
x→+∞

|{∆ ∈ D−∗ : |∆| < x, rk3 ClQ(
√
−3∆) = a, rk3 ClQ(

√
∆) = b}|

|{∆ ∈ D−∗ : |∆| < x}|
,

because the map f is order-reversing. We will denote the equality of their
values by

Pr+
0 (r = a, s ◦ f = b) = Pr–

*(r ◦ f−1 = a, s = b).

Theorem 8.42. Let the notation be as in Notation 8.26. For each nonnegative
integer a let

Pr+
0 (r = a) = lim

x→+∞

|{∆ ∈ D+
0 : ∆ < x, rk3 ClQ(

√
∆) = a}|

|{∆ ∈ D+
0 : ∆ < x}|

and

Pr–
*(s = a) = lim

x→+∞

|{∆ ∈ D−∗ : |∆| < x, rk3 ClQ(
√

∆) = a}|
|{∆ ∈ D−∗ : |∆| < x}|

.

Assume Conjecture 8.37, Conjecture 8.38, and Conjecture 8.40. Then for each
nonnegative integer a one has

Pr+
0 (r = a) = 3−a(a+1)

∞∏
i=1

(1− 3−i)

a∏
i=1

(1− 3−i)−1
a+1∏
i=1

(1− 3−i)−1

and

Pr–
*(s = a) = 3−a

2
∞∏
i=1

(1− 3−i)

a∏
i=1

(1− 3−i)−2.

Proof. Let a be a nonnegative integer. Conjecture 8.37 and Conjecture 8.38
state the equalities

Pr+
0 (s ◦ f = a+ 1 | r = a) =

1

3a+1

and

Pr–
*(r ◦ f−1 = a | s = a) =

1

3a
,

respectively. Conjecture 8.40 states the equality∑
(a,b)∈Z2

Pr+
0 (r = a, s ◦ f = b) = 1.
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Remark 8.41 states the equality

Pr+
0 (r = a, s ◦ f = b) = Pr–

*(r ◦ f−1 = a, s = b).

Since the map f is order-reversing, we have

Pr–
*(s = a) = lim

x→+∞

|{∆ ∈ D+
0 : ∆ < x, rk3 ClQ(

√
−3∆) = a}|

|{∆ ∈ D+
0 : ∆ < x}|

.

We conclude by following the steps of the proof of Theorem 8.31 with Pr+

replaced by Pr+
0 .

Remark 8.43. The values of the limits in Theorem 8.42 are the values con-
jectured by Cohen and Lenstra [11].

Remark 8.44. Since the map

{∆ ∈ D+ : ∆ 6≡ 0 mod 3} → {∆ ∈ D− \ {−3} : ∆ ≡ 0 mod 3},
∆ 7→ −3∆,

is order-reversing, we can replace D+
0 and D−∗ by {∆ ∈ D+ : ∆ 6≡ 0 mod 3}

and {∆ ∈ D− \ {−3} : ∆ ≡ 0 mod 3}, respectively, in Conjecture 8.37, Con-
jecture 8.38, Conjecture 8.40, and Theorem 8.42.
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CHAPTER 9

Cyclic number fields

9.1 Introduction

Let K be a real quadratic number field of discriminant congruent to 1 modulo
8. The rational prime 2 splits completely in the ring of integers of K. Hence,
there are two prime ideals of the ring of integers of K dividing 2 and K has
two real places. One may wonder whether there is a way of defining a natural
bijection between the set of primes above 2 and the set of real places of K. An
affirmative answer follows from Theorem 9.1 using the two square roots of the
discriminant of K, which are conjugate under the action of the Galois group
Gal(K/Q).

Theorem 9.1. Let K be a real quadratic number field and let ∆ be its discrim-
inant. Suppose one has ∆ ≡ 1 mod 8 and let S2 and S∞ be the set of prime
ideals of the ring of integers of K dividing 2 and the set of Archimedean places
of K, respectively. Then for each δ ∈ K satisfying δ2 = ∆ there is exactly one
prime P ∈ S2 satisfying the congruence δ ≡ 1 mod P2 and there is exactly
one place v ∈ S∞ satisfying σ(δ) > 0 where σ : K ↪→ R is the field embedding
corresponding to v.

Proof. Let δ ∈ K satisfying δ2 = ∆ and let 2 = P1P2 be the prime ideal
factorization of the rational prime 2 in the ring of integers of K. From the
congruence

(δ − 1)(δ + 1) ≡ 0 mod 8
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we get either δ ≡ 1 mod P2
1 or δ ≡ −1 mod P2

1. The action by the generator of
the Galois group Gal(K/Q) gives either δ ≡ −1 mod P2

2 or δ ≡ 1 mod P2
2 in

the two respective cases. Since the two square roots of ∆ have opposite signs,
the statement of Theorem 9.1 follows.

Let K be a real quadratic number field of discriminant congruent to 5 modulo
8. The rational prime 2 is inert in the ring of integers OK of K, the residue
field OK/2OK has order 4, and the polynomial X2 + X + 1 has two roots in
this field. Theorem 9.2 shows that there is a way of defining a natural bijection
between the set of the roots of the polynomial X2 + X + 1 in OK/2OK and
the set of real places of K.

Theorem 9.2. Let K be a real quadratic number field, let ∆ be its discrimi-
nant, and let OK be the ring of integers of K. Suppose one has ∆ ≡ 5 mod 8
and let S∞ be the set of Archimedean places of K. Then for each δ ∈ K satis-
fying δ2 = ∆ there is exactly one element a ∈ {x ∈ OK/2OK : x2 +x+ 1 = 0}
satisfying the congruence δ−1

2 ≡ a mod OK/2OK and there is exactly one
place v ∈ S∞ satisfying σ(δ) > 0 where σ : K ↪→ R is the field embedding
corresponding to v.

Proof. Since we have ∆ ≡ 5 mod 8, the rational prime 2 is inert in OK . The
residue field OK/2OK has order 4. Let δ ∈ K satisfying δ2 = ∆. The element
δ−1

2 is a root of the polynomial X2 + X − ∆−1
4 , which is irreducible over Q,

because its reduction modulo 2 is the irreducible polynomial X2 + X + 1 in
(Z/2Z)[X]. Since the two square roots of ∆ have opposite signs, the statement
of Theorem 9.2 follows.

The bijections obtained in Theorem 9.1 and Theorem 9.2 are suggested by the
descriptions of 2-nd unit residue groups and 2-nd virtual groups of quadratic
number fields. In particular, the bijection in Theorem 9.1, when ∆ is the
sum of two squares of integers, is induced by the 2-nd virtual group of K
[Definition 5.15] as described in Theorem 6.29. The bijection in Theorem 9.2
follows from the group isomorphism in Lemma 6.6 which we use in studying
unit residue groups.

Theorem 9.3 extends Theorem 9.1 for real quadratic number fields of dis-
criminant congruent to 1 modulo 8 to cyclic extensions of number fields K/Q
of degree either 3 or 5 for which the rational prime 2 splits completely in the
ring of integers of K.

Theorem 9.3. Let p be either 3 or 5 and let K/Q be a cyclic extension of
number fields of degree p. Suppose that the rational prime 2 splits completely in
the ring of integers of K. Then the 2-nd virtual group of K induces a natural
bijection between the set of prime ideals of the ring of integers of K dividing
2 and the set of real Archimedean places of K.
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Proof. This follows from the isomorphism of permutation modules over the
group ring (Z/2Z)[G] in Theorem 9.27.

Lemma 9.24 implies that in a cyclic cubic or quintic field the rational prime
2 either splits completely or is inert. Natural bijections similar to the one
in Theorem 9.3 are obtained in Theorem 9.4 and Theorem 9.5 for the cyclic
extensions of number fields K/Q of degree either 3 or 5 for which the rational
prime 2 is inert in the ring of integers of K. In these bijections the set of primes
above 2 is replaced by the self-dual normal basis [Definition 9.16] of the finite
field OK/2OK , where OK is the ring of integers of K.

Theorem 9.4. Let K/Q be a cyclic extension of number fields of degree 3, let
OK be the ring of integers of K, and let S∞ be the set of Archimedean places
of K. Suppose that the rational prime 2 is inert in OK . Then the 2-nd virtual
group of K induces a natural bijection

{x ∈ OK/2OK : x3 + x2 + 1 = 0} → S∞.

Proof. This follows from Theorem 9.30.

Theorem 9.5. Let K/Q be a cyclic extension of number fields of degree 5,
let OK be the ring of integers of K, and let S∞ be the set of real Archimedean
places of K. Suppose that the rational prime 2 is inert in OK . Then the 2-nd
virtual group of K induces a natural bijection

{x ∈ OK/2OK : x5 + x4 + x2 + x+ 1 = 0} → S∞.

Proof. This follows from Theorem 9.33.

All these results follow from the description of 2-nd virtual groups, which
are subgroups of the 2-nd unit residue groups. Every number field K has
its 2-nd unit residue group [Definition 5.3] and its 2-nd virtual group of K
[Definition 5.15]. We recall that the 2-nd unit residue group of K is a skew
abelian group [Corollary 5.2], where the pairing is given by the quadratic
norm-residue symbol, and is isomorphic to an orthogonal sum of skew abelian
groups that are defined locally at the places of K dividing 2 and at the real
Archimedean places of K [Theorem 5.6]. We refer to Chapter 2 for definitions
and results on skew abelian groups. We also recall that the 2-nd virtual group
of K is a maximal self-annihilating subgroup of the 2-nd unit residue group of
K [Theorem 5.17].

Some general results on the 2-nd unit residue group and the 2-nd virtual
group are presented in Section 9.3. When K/Q is a Galois extension unramified
at 2 with Galois group G, Theorem 9.20 states that the 2-nd unit residue group
of K is a free (Z/2Z)[G]-module. Let D the set of positive integers that divide
at least one of the integers in the set {2n + 1 | n ∈ Z>0}. When K/Q is an
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abelian extension of odd degree with Galois group G and the exponent of G
is in D, Theorem 9.25 describes the 2-nd virtual group of K as a graph of a
(Z/2Z)[G]-module isomorphism of free (Z/2Z)[G]-modules of rank 1 that is
also an isomorphism of skew abelian groups. This description in the case of
cyclic number field extensions of Q of degree either 3 or 5 is the essence of
Theorem 9.27, Theorem 9.30 and Theorem 9.33.

9.2 Group rings

Lemma 9.6. Let G be a finite group, let : (Z/2Z)[G] → (Z/2Z)[G] be
the ring anti-automorphism that maps each element of G to its inverse, let
p1 : (Z/2Z)[G] → Z/2Z be the nonzero additive group homomorphism that
maps each element of G different from the identity to 0, and let α be the map

α : (Z/2Z)[G]× (Z/2Z)[G]→ Z/2Z,
(f, g) 7→ p1(fg).

Then the triple ((Z/2Z)[G],Z/2Z, α) is a skew abelian group.

Proof. Since α is an antisymmetric perfect pairing, the statement of Lemma 9.6
follows.

Remark 9.7. Let the notation be as in Lemma 9.6. Then the underlying set
of G is a basis of the (Z/2Z)-vector space (Z/2Z)[G] and for all σ, τ ∈ G one
has

α(σ, τ) =

{
0 if σ 6= τ,

1 if σ = τ.

Lemma 9.8. Let the notation be as in Lemma 9.6. Let Φ be the group of
(Z/2Z)[G]-module isomorphisms (Z/2Z)[G]

∼−→ (Z/2Z)[G] that are isomor-
phisms of skew abelian groups ((Z/2Z)[G],Z/2Z, α)

∼−→ ((Z/2Z)[G],Z/2Z, α).
Then there is a group isomorphism

Φ→ {u ∈ (Z/2Z)[G]∗ : uu = 1}

given by
ϕ 7→ ϕ(1).

Proof. Let R be the ring (Z/2Z)[G]. The opposite ring Rop of R is isomorphic
to the endomorphism ring of the left R-module R by the mapping each ele-
ment r ∈ Rop to the endomorphism given by right multiplication by r. Hence,
there is a group isomorphism {R-module isomorphisms R→ R} → R∗ given
by ϕ 7→ ϕ(1)−1. Let ϕ be an R-module isomorphism R → R. By definition
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of isomorphism of skew abelian groups, we have ϕ ∈ Φ if and only if for all
f, g ∈ R we have α(f, g) = α(ϕ(f), ϕ(g)), that is p1(fg) and p1(fϕ(1)ϕ(1)g)
are equal. Hence ϕ ∈ Φ is equivalent to ϕ(1)ϕ(1) = 1. The statement of
Lemma 9.8 follows.

Remark 9.9. Let K be a field and let G be a group. The subgroup

{u ∈ K[G]∗ : uu = 1}

of the group of units of K[G] is often called the unitary subgroup. See [69] by
Szakács for a description of the structure of the unitary subgroup of the group
of units of K[G] when G is a finite abelian group.

Theorem 9.10. Let G be a finite abelian group of odd order, let M be a
free (Z/2Z)[G]-module of rank 1, let δ : M × M → Z/2Z be an antisym-
metric perfect pairing that for each σ ∈ G and for all x, y ∈ M satisfies
δ(σ(x), σ(y)) = δ(x, y), and let ((Z/2Z)[G],Z/2Z, α) be the skew abelian group
defined as in Lemma 9.6. Then there exists a (Z/2Z)[G]-module isomorphism
M → (Z/2Z)[G] that is an isomorphism of skew abelian groups from
(M,Z/2Z, δ) to ((Z/2Z)[G],Z/2Z, α).

Proof. Let R be the ring (Z/2Z)[G] and let e ∈ M be a generator of M as
an R-module. Since the (Z/2Z)-dual of M is a free R-module of rank 1, there
exists u ∈ R that for each z ∈ R satisfies δ(ze, e) = p1(zu). Let u ∈ R be such
an element. For each σ ∈ G and for each w ∈ R we have

δ(we, σe) = δ(σwe, e) = p1(σwu) = p1(wuσ).

By linearity of δ in the second argument, for all w, z ∈ R we get

δ(we, ze) = p1(wuz).

Since δ is a perfect pairing, we have u ∈ R∗. By symmetry of δ we get
u = u. Since by Maschke’s Theorem the group ring R is semisimple, the Artin–
Wedderburn theorem implies that it is isomorphic to a product of finite fields
of characteristic 2. Hence u has odd order. Let d be the order of u and let
v = u

d+1
2 . Since we have vv = u, for all w, z ∈ R we get

δ(we, ze) = α(wv, zv).

Hence, the R-module isomorphism M → R that maps e to v is an isomorphism
of skew abelian groups from (M,Z/2Z, δ) to ((Z/2Z)[G],Z/2Z, α).

Lemma 9.11. Let G be a finite abelian group of odd order, let e be the exponent
of G, and let α : (Z/2Z)[G] × (Z/2Z)[G] → Z/2Z be the map defined in
Lemma 9.6. Suppose that the residue class of −1 in (Z/eZ)∗ is contained in the
subgroup generated by the residue class of 2. Then (Z/2Z)[G] has no nontrivial
self-annihilating sub-(Z/2Z)[G]-modules with respect to α.
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Proof. Let k be an integer satisfying the congruence 2k ≡ −1 mod e. Since
by Maschke’s Theorem the group ring (Z/2Z)[G] is semisimple, the Artin–
Wedderburn theorem implies that it is isomorphic to a product of finite fields
of characteristic 2. The ring isomorphism : (Z/2Z)[G] → (Z/2Z)[G] that
maps each element of G to its inverse acts as an automorphism on each finite

field in the product, because for each g ∈ G we have g2k = g−1. Since α
is a perfect pairing, on each component isomorphic to a finite field the map
p1 defined in Lemma 9.6 is not the zero map. The statement of Lemma 9.11
follows.

Lemma 9.12. Let p be an odd prime, let G a cyclic group of order p, let σ be
a generator of G, and let : (Z/2Z)[G]→ (Z/2Z)[G] be the ring isomorphism
that maps σ to σ−1. Suppose that the residue class of 2 in the group (Z/pZ)∗

has even order and let d be its order. Then one has

|{u ∈ (Z/2Z)[G]∗ : uu = 1}| = (2d/2 + 1)
p−1
d .

Proof. The group ring (Z/2Z)[G] is isomorphic to the ring (Z/2Z)[X]/(Xp−1)
by mapping σ to the residue class of X. Let F2d be a finite field of 2d elements.
The factorization of Xp− 1 in (Z/2Z)[X] and the Chinese remainder theorem
give a ring isomorphism

(Z/2Z)[G]
∼−→ Z/2Z× (F2d)

p−1
d .

Since we have 2d/2 ≡ −1 mod p and X = X−1, we get X ≡ X2d/2 mod
Xp − 1. Hence, the ring isomorphism : (Z/2Z)[G]→ (Z/2Z)[G] maps every
element in the ring to its 2d/2-th power and acts as an automorphism on each

component isomorphic to the field F2d . Since the equation y2d/2+1 = 1 has
2d/2 + 1 solutions in F2d , the statement of Lemma 9.12 follows.

Corollary 9.13. Let the notation and hypotheses be as in Lemma 9.12. Then
the following are equivalent.

(i) One has {u ∈ (Z/2Z)[G]∗ : uu = 1} = G.
(ii) One has |{u ∈ (Z/2Z)[G]∗ : uu = 1}| = p.
(iii) The prime p equals either 3 or 5.

Proof. The inclusion G ⊆ {u ∈ (Z/2Z)[G]∗ : uu = 1} implies the equivalence
between (i) and (ii). Since the pairs (d, p) of integers satisfying the equalities2d/2 + 1 = p

p− 1

d
= 1

are (2, 3) and (4, 5), by Lemma 9.12 we get the equivalence between (ii) and
(iii).
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Corollary 9.14. Let p be either 3 or 5, let G be a cyclic group of order p,
let ϕ : (Z/2Z)[G] → (Z/2Z)[G] be a (Z/2Z)[G]-module isomorphism, and let
α : (Z/2Z)[G] × (Z/2Z)[G] → Z/2Z be the map defined in Lemma 9.6. Then
the following are equivalent.

(i) The map ϕ is an isomorphism of skew abelian groups

((Z/2Z)[G],Z/2Z, α)
∼−→ ((Z/2Z)[G],Z/2Z, α).

(ii) The map ϕ permutes the basis {g : g ∈ G} of the vector space (Z/2Z)[G]
over Z/2Z.

Proof. This follows from Lemma 9.8 and Corollary 9.13.

Lemma 9.15. Let n be a positive integer, let F2n be a finite field of 2n ele-
ments, let Tr : F2n → Z/2Z be the trace map, and let δ be the map

δ : F2n × F2n → Z/2Z,
(a, b) 7→ Tr(ab).

Then the triple (F2n ,Z/2Z, δ) is a skew abelian group.

Proof. The map δ is a perfect pairing, because the field extension F2n/(Z/2Z)
is separable. Since by definition it is symmetric and the field Z/2Z has charac-
teristic 2, it is antisymmetric. Hence, the triple (F2n ,Z/2Z, δ) is a skew abelian
group.

Definition 9.16 (Self-dual basis). Let n be a positive integer, let L/K be a
Galois field extension of degree n, and let Tr : L → K be the trace map. A
basis {ei : i ∈ Z/nZ} of the K-vector space L is a self-dual basis if for all
i, j ∈ Z/nZ one has

Tr(eiej) =

{
0 if i 6= j,

1 if i = j.

Theorem 9.17. Let the notation be as in Lemma 9.15, let G be the Galois
group of the field extension F2n/(Z/2Z), and let ((Z/2Z)[G],Z/2Z, α) be the
skew abelian group defined as in Lemma 9.6. Suppose that n is odd. Then there
exists a (Z/2Z)[G]-module isomorphism F2n → (Z/2Z)[G] that is an isomor-
phism of skew abelian groups from (F2n ,Z/2Z, δ) to ((Z/2Z)[G],Z/2Z, α).

Proof. The field F2n is a free (Z/2Z)[G]-module of rank 1. Since for each σ ∈ G
and for all a, b ∈ F2n we have

δ(σ(a), σ(b)) = δ(a, b),

the statement of Theorem 9.17 follows from Theorem 9.10.
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Corollary 9.18. Every finite extension of Z/2Z of odd degree has a self-dual
normal basis.

Proof. This follows from Theorem 9.17 and Remark 9.7.

One may wonder which finite field extensions have a self-dual normal basis.
A complete answer was given by Lempel and Weinberger [40]. Theorem 9.19
extends their result to finite abelian extensions of arbitrary fields.

Theorem 9.19 (Bayer-Fluckiger and Lenstra [4]). Let n be a positive integer
and let L/K be an abelian field extension of degree n.

(a) If K does not have characteristic 2, then L has a self-dual normal basis
over K if and only if n is odd.

(b) If K has characteristic 2, then L has a self-dual normal basis over K if
and only if the exponent of the Galois group of L/K is not divisible by 4.

Proof. See Theorem 6.1 in [4] by Bayer-Fluckiger and Lenstra.

9.3 Number fields unramified at two

Theorem 9.20. Let K/Q be a Galois extension of number fields unramified
at 2, let G be its Galois group, let OK be the ring of integers of K, and let S∞
be the set of Archimedean places of K. For each prime ideal P of OK dividing
2 denote by TrP the trace map from OK/P to Z/2Z. Let β be the map

β : OK/2OK ×OK/2OK → {±1},

(a+ 2OK , b+ 2OK) 7→
∏
P|2

(−1)TrP(ab+P),

with P ranging over all prime ideals of OK dividing 2 and let γ be the map

γ :
⊕
v real

R∗/R>0 ×
⊕
v real

R∗/R>0 → {±1},

((av · R>0)v, (bv · R>0)v) 7→
∏
v real

(−1)
av−|av|v

2av

bv−|bv|v
2bv ,

with v ranging over all real Archimedean places of K. Then there is a natural
(Z/2Z)[G]-module isomorphism from a product of two free (Z/2Z)[G]-modules
to a free (Z/2Z)[G]-module

OK/2OK ×

(⊕
v real

R∗/R>0

)
∼−→ U/U

⊥
(9.21)
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that is an isomorphism of skew abelian groups from

(OK/2OK , {±1}, β) ⊥

(⊕
v real

R∗/R>0, {±1}, γ

)

to the 2-nd unit residue group of K.

Proof. By Theorem 5.6 the 2-nd unit residue group of K is isomorphic to an
orthogonal sum of skew abelian groups that are defined locally at the places
of K dividing 2 and at the real Archimedean places of K.

Firstly, we consider the skew abelian groups that are defined locally at
the places of K dividing 2. Since the group isomorphism given by Theo-
rem 5.12 respects the natural actions of G on (OK/4OK)∗/(OK/4OK)∗

2
and

on
∏
v|2 Uv/U

⊥
v , we get a natural (Z/2Z)[G]-module isomorphism

(OK/4OK)∗/(OK/4OK)∗
2 ∼−→

∏
v|2

Uv/U
⊥
v .

Composing this map with the (Z/2Z)[G]-module isomorphism of free
(Z/2Z)[G]-modules of rank 1 in Lemma 6.6

OK/2OK
∼−→ (OK/4OK)∗/(OK/4OK)∗

2
,

a+ 2OK 7→ (1 + 2a+ 4OK) · (OK/4OK)∗
2
,

gives a (Z/2Z)[G]-module isomorphism of free (Z/2Z)[G]-modules of rank 1

OK/2OK
∼−→
∏
v|2

Uv/U
⊥
v .

This (Z/2Z)[G]-module isomorphism, the explicit description of the quadratic
norm-residue symbol in Lemma 3.106, Theorem 3.82, and Theorem 3.81 for
the skew abelian groups at the real Archimedean places of K give the natural
(Z/2Z)[G]-module isomorphism of free (Z/2Z)[G]-modules in the statement of
Theorem 9.20.

Remark 9.22. Let K/Q be a Galois extension of number fields unramified
at 2 and let G be its Galois group. Then the 2-nd unit residue group of K is a
free (Z/2Z)[G]-module of rank either 1 or 2 according as the extension K/Q
is complex or real.

Remark 9.23. Let the notation be as in Theorem 9.20. Then for each σ ∈ G
and for all a, b ∈ OK/2OK one has

β(σ(a), σ(b)) = β(a, b)
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and for each σ ∈ G and for all a, b ∈
⊕
v real

R∗/R>0 one has

γ(σ(a), σ(b)) = γ(a, b).

Lemma 9.24. Let K/Q be an abelian extension of number fields of odd degree.
Then K/Q is unramified both at 2 and at infinity.

Proof. Let Q2 be the field of 2-adic rationals. Since all subgroups of Q∗2 of odd
index contain the group of units of the ring of integers of Q2, local class field
theory implies that abelian extensions of Q2 of odd degree are unramified.
Hence, the extension K/Q is unramified at 2.

Similarly, since R>0 is the only subgroup of finite index of R∗ and has
index 2, all Archimedean places of K are real. Hence, the extension K/Q is
unramified at infinity.

Theorem 9.25. Let K/Q be an abelian extension of number fields of odd
degree, let G be its Galois group, let e be the exponent of G, let OK be the ring
of integers of K, and let S∞ be the set of Archimedean places of K. Suppose
that the residue class of −1 in (Z/eZ)∗ is contained in the subgroup generated
by the residue class of 2. Let the triples

(
⊕
P|2

OK/POK , {±1}, β) and (
⊕
v∈S∞

R∗/R>0, {±1}, γ)

be the skew abelian groups defined as in Theorem 9.20.Then the preimage of the
2-nd virtual group of K under the natural (Z/2Z)[G]-module isomorphism 9.21
is the graph of a (Z/2Z)[G]-module isomorphism of free (Z/2Z)[G]-modules of
rank 1

OK/2OK
∼−→

⊕
v∈S∞

R∗/R>0

that is an isomorphism of skew abelian groups

(
⊕
P|2

OK/POK , {±1}, β)
∼−→ (

⊕
v∈S∞

R∗/R>0, {±1}, γ).

Proof. By Lemma 9.24 the extension K/Q is unramified at 2 and S∞ contains
only real places. By Lemma 6.6 the (Z/2Z)[G]-module OK/2OK is free of rank
1. Its image under the (Z/2Z)[G]-module isomorphism 9.21 is the product of
the local components of the 2-nd unit residue group of K at the places dividing
2.

Let S be the set of places of K and let π2 be the canonical projection

π2 :
∏
v∈S

Uv/U
⊥
v �

∏
v|2

Uv/U
⊥
v
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of the 2-nd unit residue group of K on the product of its local components at
the places of K dividing 2. Similarly, let π∞ be the canonical projection of the
2-nd unit residue group of K on the product of its local components at the
Archimedean places. Let V be the 2-nd virtual group of K.

Since V is a self-annihilating subgroup of the 2-nd unit residue group of K,
the preimage of kerπ2∩V under the isomorphism 9.21 gives a self-annihilating
submodule of the skew abelian group (

⊕
P|2OK/POK , {±1}, β). By Theo-

rem 9.10 this skew abelian group is isomorphic to the skew abelian group
((Z/2Z)[G],Z/2Z, α) defined as in Lemma 9.6. Lemma 9.11 implies that the
preimage of kerπ2∩V under the isomorphism 9.21 is trivial. By Theorem 5.17
the cardinality of V equals 2|G| and therefore π2 gives a (Z/2Z)[G]-module
isomorphism

V
∼−→
∏
v|2

Uv/U
⊥
v .

Analogously, it follows that the canonical projection of the 2-nd unit residue
group of K on the product of its local components at the Archimedean places
maps V isomorphically to this product. Hence V is a submodule of a product
of two modules that maps bijectively both to the first factor and to the second
factor. The statement of Theorem 9.25 follows.

9.4 Cubic and quintic number fields

Definition 9.26 (Permutation module). Let F be a field and let G be a finite
group. A permutation module over F [G] is an F [G]-module that has an F -basis
permuted by G.

Theorem 9.27. Let p be either 3 or 5, let K/Q be a cyclic number field
extension of degree p, let G be its Galois group, let OK be the ring of integers
of K, and let S∞ be the set of Archimedean places of K. Suppose that the
rational prime 2 splits completely in the ring of integers of K and let S2 be the
set of prime ideals of OK dividing 2. Then the preimage of the 2-nd virtual
group of K under the natural (Z/2Z)[G]-module isomorphism 9.21 is the graph
of an isomorphism ⊕

P∈S2

OK/POK
∼−→

⊕
v∈S∞

R∗/R>0

of permutation modules over (Z/2Z)[G] that maps the Z/2Z-basis given by the
nontrivial elements in the groups {OK/POK : P ∈ S2} to the Z/2Z-basis
given by the nontrivial elements in the groups {(R∗/R>0)v : v ∈ S∞}.
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Proof. Let the triples

(
⊕
P|2

OK/POK , {±1}, β) and (
⊕
v real

R∗/R>0, {±1}, γ)

be the skew abelian groups defined as in Theorem 9.20. By Theorem 9.25 the
preimage of the 2-nd virtual group of K under the natural (Z/2Z)[G]-module
isomorphism 9.21 is the graph of a (Z/2Z)[G]-module isomorphism of free
(Z/2Z)[G]-modules of rank 1⊕

P∈S2

OK/POK
∼−→
⊕
v real

R∗/R>0 (9.28)

that is an isomorphism of skew abelian groups

(
⊕
P|2

OK/POK , {±1}, β)
∼−→ (

⊕
v real

R∗/R>0, {±1}, γ).

By Theorem 9.10 each of these two skew abelian groups is isomorphic to
the skew abelian group ((Z/2Z)[G],Z/2Z, α) defined as in Lemma 9.6. Corol-
lary 9.14 implies that the (Z/2Z)[G]-module isomorphism 9.28 maps the Z/2Z-
basis given by the nontrivial elements in the groups {OK/POK : P ∈ S2}
to the Z/2Z-basis given by the nontrivial elements in the groups
{(R∗/R>0)v : v ∈ S∞}.

Lemma 9.29. Let F23 be a finite field of 8 elements. Then the set of roots in
F23 of the polynomial X3 +X2 + 1 is the unique self-dual normal basis of F23

over Z/2Z.

Proof. Let b1, b2, and b3 be the roots in F23 of the polynomial X3 + X2 + 1
and let i, j ∈ {1, 2, 3}. If we have i 6= j, we get Tr(bibj) = 0, because Tr(bibj)
equals the first degree coefficient of the polynomial X3 +X2 +1. Otherwise, we
have Tr(bibj) = 1. Indeed, since the field F23 has characteristic 2, the second
degree coefficient of the polynomial X3 + X2 + 1 equals Tr(bi) and we have
Tr(b2i ) = Tr(bi)

2. Hence, the set {b1, b2, b3} is a self-dual normal basis of F23

over Z/2Z.
Corollary 9.14 and Theorem 9.17 imply that there is a unique self-dual

normal basis of F23 over Z/2Z.

Theorem 9.30. Let K/Q be a cyclic extension of number fields of degree 3,
let G be its Galois group, let OK be the ring of integers of K, and let S∞ be the
set of Archimedean places of K. Suppose that the rational prime 2 is inert in
OK and let S2 = {x ∈ OK/2OK : x3 + x2 + 1 = 0}. Then the preimage of the
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2-nd virtual group of K under the natural (Z/2Z)[G]-module isomorphism 9.21
is the graph of an isomorphism⊕

x∈S2

(Z/2Z) · x ∼−→
⊕
v∈S∞

R∗/R>0

of permutation modules over (Z/2Z)[G] that maps the Z/2Z-basis S2

to the Z/2Z-basis given by the nontrivial elements in the groups
{(R∗/R>0)v : v ∈ S∞}.

Proof. Let the triples

(
⊕
x∈S2

(Z/2Z) · x, {±1}, β) and (
⊕
v real

R∗/R>0, {±1}, γ)

be the skew abelian groups defined as in Theorem 9.20. By Theorem 9.25 the
preimage of the 2-nd virtual group of K under the natural (Z/2Z)[G]-module
isomorphism 9.21 is the graph of a (Z/2Z)[G]-module isomorphism of free
(Z/2Z)[G]-modules of rank 1⊕

x∈S2

(Z/2Z) · x ∼−→
⊕
v real

R∗/R>0 (9.31)

that is an isomorphism of skew abelian groups

(
⊕
x∈S2

(Z/2Z) · x, {±1}, β)
∼−→ (

⊕
v real

R∗/R>0, {±1}, γ).

By Theorem 9.10 each of these two skew abelian groups is isomorphic
by a (Z/2Z)[G]-module isomorphism to the skew abelian group
((Z/2Z)[G],Z/2Z, α) defined as in Lemma 9.6. Corollary 9.14 implies that
the (Z/2Z)[G]-module isomorphism 9.31 maps the Z/2Z-basis S2 to the Z/2Z-
basis given by the nontrivial elements in the groups {(R∗/R>0)v : v ∈ S∞}.

Lemma 9.32. Let F25 be a finite field of 32 elements. Then the set of roots
in F25 of the polynomial X5 +X4 +X2 +X + 1 is the unique self-dual normal
basis of F25 over Z/2Z.

Proof. Let f(X) = X5 +X4 +X2 +X + 1, let b be a root in F25 of f(X), and
let Tr : F25 → Z/2Z be the trace map of the Galois extension F25/(Z/2Z). We
get Tr(b2) = 1, because we have Tr(b2) = Tr(b)2 and Tr(b) equals the fourth
degree coefficient of f(X). The trace of the product of two different Galois
conjugates of b equals either Tr(b3) or Tr(b5) and the third degree coefficient
of f(X), which is zero, equals Tr(b3) + Tr(b5). Hence, to prove that the set
{b, b2, b4, b8, b16} is a self-dual normal basis of F25 over Z/2Z, it suffices to show
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the equality Tr(b5) = 0. Since b2 and b4 are Galois conjugates, they have the
same trace. From the equality b5 = b4 +b2 +b+1 we get Tr(b5) = Tr(b)+Tr(1)
and therefore Tr(b5) = 0.

Corollary 9.14 and Theorem 9.17 imply that there is a unique self-dual
normal basis of F25 over Z/2Z.

Theorem 9.33. Let K/Q be a cyclic extension of number fields of degree 5,
let G be its Galois group, let OK be the ring of integers of K, and let S∞ be
the set of Archimedean places of K. Suppose that the rational prime 2 is inert
in OK and let

S2 = {x ∈ OK/2OK : x5 + x4 + x2 + x+ 1 = 0}.

Then the preimage of the 2-nd virtual group of K under the natural (Z/2Z)[G]-
module isomorphism 9.21 is the graph of an isomorphism⊕

x∈S2

(Z/2Z) · x ∼−→
⊕
v∈S∞

R∗/R>0

of permutation modules over (Z/2Z)[G] that maps the Z/2Z-basis S2

to the Z/2Z-basis given by the nontrivial elements in the groups
{(R∗/R>0)v : v ∈ S∞}.

Proof. Let the triples

(
⊕
x∈S2

(Z/2Z) · x, {±1}, β) and (
⊕
v real

R∗/R>0, {±1}, γ)

be the skew abelian groups defined as in Theorem 9.20. By Theorem 9.25 the
preimage of the 2-nd virtual group of K under the natural (Z/2Z)[G]-module
isomorphism 9.21 is the graph of a (Z/2Z)[G]-module isomorphism of free
(Z/2Z)[G]-modules of rank 1⊕

x∈S2

(Z/2Z) · x ∼−→
⊕
v real

R∗/R>0 (9.34)

that is an isomorphism of skew abelian groups

(
⊕
x∈S2

(Z/2Z) · x, {±1}, β)
∼−→ (

⊕
v real

R∗/R>0, {±1}, γ).

By Theorem 9.10 each of these two skew abelian groups is isomorphic
by a (Z/2Z)[G]-module isomorphism to the skew abelian group
((Z/2Z)[G],Z/2Z, α) defined as in Lemma 9.6. Corollary 9.14 implies that
the (Z/2Z)[G]-module isomorphism 9.34 maps the Z/2Z-basis S2 to the Z/2Z-
basis given by the nontrivial elements in the groups {(R∗/R>0)v : v ∈ S∞}.
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CHAPTER 10

A large norm group

10.1 Main results

Let p be a prime number and let F be a finite extension of the field Qp of p-
adic rationals. Let P be the maximal ideal of the ring of integers of F and let
U (1) be the group U (1) = 1 + P, which is often called ‘first higher unit group’
or ‘group of principal units’ of the ring of integers of F . Theorem 3.37 and
Theorem 3.38 imply that U (1) is an abelian pro-p-group, a group isomorphic
to the inverse limit of an inverse system of discrete finite abelian p-groups.
Since the quotient rings of Z of p-power order are naturally isomorphic to
quotients of the ring Zp of p-adic integers, the natural action of Z on abelian
groups induces a continuous action of Zp on pro-p-groups. Thus, this action
makes abelian pro-p-groups into Zp-modules. In Theorem 10.1 for each prime
element π of F we define the sub-Zp-module Hπ of U (1), which is the subject of
study in this chapter. The main results are Theorem 10.1 and Theorem 10.2.

Theorem 10.1. Let p be a prime number and let F be a finite extension of
the field Qp of p-adic rationals. Let q be the cardinality of the residue field of
F and let µq−1 be the group of q − 1-th roots of unity in F . Let U (1) be the
first higher unit group of the ring of integers of F and for each prime element
π of F let Hπ be its subgroup

Hπ =
∏

i∈Z>0\pZ
ζ∈µq−1

(1− ζπi)Zp ,
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Chapter 10. A large norm group

where Zp is the ring of p-adic integers. Then for each prime element π of F the
quotient group U (1)/Hπ is cyclic of order pn, where n is the maximal integer
such that F contains a primitive pn-th root of unity.

Proof. See Section 10.3.

The case n = 0 of Theorem 10.1 is not very intriguing and follows from the
equality U (1) = Hπ, which is an easy consequence of Lemma 10.7. Much more
interesting is the result for n > 0. In this case the pn-th power norm-residue
symbol of F plays the dual role of both motivating the theorem and helping to
prove it. In particular, the motivation comes from algorithms for computing
the pn-th power norm-residue symbol.

Let m be a positive integer. In [13] Daberkow proposed an algorithm for
computing the m-th power norm-residue symbol in a local field F containing a
primitive m-th root of unity. Note that by Remark 3.77 it is sufficient to deal
with the case when m is a prime power. If the characteristic of the residue
field of F does not divide m, then there is short formula for computing the
symbol. Using Theorem 3.76 we assume m = pn, where p is the characteristic
of the residue field of F and n is the maximal integer such that F contains
a primitive pn-th root of unity. The computation is difficult when the local
field F is a finite extension of the field Qp of p-adic rationals and n is positive.
In this case one shows easily the inclusion Hπ ⊂ π⊥ [Lemma 10.4], where π
is a prime element of F and π⊥ is the annihilator in F ∗ of π with respect
to the pn-th power norm-residue symbol, and the equality U (1) = δZp · Hπ

[Lemma 10.11], where δ is a distinguished unit of F [Definition 10.8]. The
main idea of Daberkow’s algorithm and similar algorithms by Bouw [7] is to
compute a distinguished unit δ of F and a prime element π of F in advance
and for given α, β ∈ F ∗ write the symbol (α, β) as a power of the symbol
(π, δ). In particular, the core part of Daberkow’s algorithm expresses every
norm-residue symbol of the form (π, u) with u ∈ U (1) as a power of (π, δ) by
first using Lemma 10.11 in order to write an equality u = δk · h with k ∈ Zp
and h ∈ Hπ, and next using Lemma 10.4 to get (π, u) = (π, δ)

k
. Note that for

the purpose of the algorithm it is enough to compute the value of k modulo
pn.

It is remarkable that the method just sketched works already before knowing
the value of n. Of course it is needed that n is positive, because otherwise there
is no distinguished unit of F , but (b) of Lemma 10.7 shows that it is easy to
test this condition. Thus, it is natural to ask whether the number k has any
significance independently of n and of the norm-residue symbol. Theorem 10.1
shows that the answer is negative: the value of k in the equality u = δk · h is
really only well-defined modulo pn and since by Lemma 10.10 the pn-th power
norm-residue symbol (π, δ) has order pn the integer k carries exactly the same
information as the value of (π, u).
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Theorem 10.2 clarifies the role of the norm-residue symbol.

Theorem 10.2. Let the notation be as in Theorem 10.1. Let n be the maximal
integer such that F contains a primitive pn-th root of unity, let µpn be the group
of pn-th roots of unity in F , and let (·, ·) : F ∗ × F ∗ → µpn be the pn-th power
norm-residue symbol of F . Then for each prime element π of F the map

U (1) → µpn

u 7→ (π, u)

induces a group isomorphism

U (1)/Hπ
∼−→ µpn .

Proof. See Section 10.3.

Using Theorem 10.2 the inclusion Hπ ⊂ π⊥ in Lemma 10.4 can be made more
precise as stated in Corollary 10.3.

Corollary 10.3. Let the notation be as in Theorem 10.2. Then for each prime
element π of F one has the equality

Hπ = π⊥ ∩ U (1),

where π⊥ is the annihilator in F ∗ of π with respect to the pn-th power norm-
residue symbol of F .

Proof. This follows from Theorem 10.2.

10.2 Auxiliary results

Lemma 10.4. Let the notation be as in Theorem 10.2. Then for each prime
element π of F one has the inclusion

Hπ ⊂ π⊥,

where π⊥ is the annihilator in F ∗ of π with respect to the pn-th power norm-
residue symbol of F .

Proof. Let π be a prime element of F . Let i ∈ Z>0 \ pZ and ζ ∈ µq−1. We
have

1 =
(
1, 1− ζπi

)
=
(
ζq−1, 1− ζπi

)
=
(
ζ, 1− ζπi

)q−1
.

We get
(
ζ, 1− ζπi

)
= 1, because q − 1 and p are coprime integers. By Theo-

rem 3.74 for all c ∈ F ∗ \ {1} we have (c, 1− c) = 1. Hence, we obtain

1 =
(
ζπi, 1− ζπi

)
=
(
ζ, 1− ζπi

) (
πi, 1− ζπi

)
=
(
π, 1− ζπi

)i
.
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Since i and p are coprime integers, we get
(
π, 1− ζπi

)
= 1. Now the result

follows by continuity of the pn-th power norm-residue symbol.

For a different proof of Lemma 10.4 see Remark 10.12.

Theorem 10.5 (Schinzel’s theorem [62]). Let K be a field, let l be a positive
integer not divisible by the characteristic of K, and let w be the number of l-th
roots of unity in K. Then, for a ∈ K, the Galois group of X l − a over K is
abelian if and only if there exists b ∈ K with aw = bl.

Proof. For an elegant proof see [67] by Stevenhagen.

Lemma 10.6. Let p be a prime number and let F be a finite extension of the
field Qp of p-adic rationals. Let π be a prime element of F and let n be the
maximal integer such that F contains a primitive pn-th root of unity. Then the
largest abelian extension of F contained in F (p

n+1√
π) is F (p

n√
π)/F .

Proof. By Kummer theory the field extension F (p
n√
π)/F is abelian. We only

need to show that the extension F (p
n+1√

π)/F is not abelian, because its ex-
tension degree [F (p

n+1√
π) : F (p

n√
π)] equals the prime number p. Since we have

πp
n

/∈ F ∗p
n+1

, by Schinzel’s theorem [Theorem 10.5] the extension F (p
n+1√

π)/F
is not abelian.

Lemma 10.7. Let p be a prime number, let F be a finite extension of the field
Qp of p-adic rationals, and let e be the normalized valuation on F of p. For
each i ∈ Z>0 let U (i) be the i-th higher unit group of the ring of integers of
F and let %(i) = min{pi, i + e}. Then for each i ∈ Z>0 the p-th power map
F ∗ → F ∗, a 7→ ap, induces a group homomorphism

U (i)/U (i+1) → U (%(i))/U (%(i)+1)

with the following properties.
(a) For i 6= e/(p− 1) it is a group isomorphism.
(b) For i = e/(p − 1) it either has kernel and cokernel of order p or is a

group isomorphism, according as F does or does not contain a primitive p-th
root of unity.

Proof. See Lemma A.4 of Appendix in [48] by Milnor.

Definition 10.8 (Distinguished unit). Let p be a prime number and let F
be a finite extension of the field Qp of p-adic rationals containing a primitive
p-th root of unity. Let e be the normalized valuation on F of p and for each
i ∈ Z>0 let U (i) be the i-th higher unit group of the ring of integers of F . A
distinguished unit of F is an element δ ∈ U (pe/(p−1)) such that its residue class
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in U (pe/(p−1))/U ((pe/(p−1))+1) generates the cokernel of the p-th power group
homomorphism

U (e/(p−1))/U ((e/(p−1))+1) → U (pe/(p−1))/U ((pe/(p−1))+1),

u · U ((e/(p−1))+1) 7→ up · U ((pe/(p−1))+1).

Remark 10.9. Since each of the elements 1+cλp ∈ F ∗ in (b) of Theorem 3.95
and αm ∈ F ∗ in Lemma 3.99 is not in F ∗p, Lemma 3.97 implies that each of
them is a distinguished unit of F .

Lemma 10.10. Let p be a prime number, let F be a finite extension of the
field Qp of p-adic rationals containing a primitive p-th root of unity, let δ be a
distinguished unit of F , and let n be the maximal integer such that F contains
a primitive pn-th root of unity. Then the extension F ( p

√
δ)/F is an unramified

extension of degree p and the pn-th power norm-residue symbol (π, δ) has order
pn.

Proof. Since we have the equality F ∗p ∩ U (1) = U (1)p, which follows from
Theorem 3.37, Lemma 10.7 implies the equality

F ∗p ∩ U (ep/(p−1)) = (U (e/(p−1)))p.

By definition of distinguished unit we get δ /∈ F ∗p. Hence, the extension
F ( p
√
δ)/F has degree p. Theorem 3.95 shows that it is unramified. By (b)

in Theorem 3.80 the p-th power norm-residue symbol (π, δ)F,p has order p.
The statement about the pn-th power norm-residue symbol follows from The-
orem 3.76.

Lemma 10.11. Let the notation be as in Theorem 10.2. Then one has for
n = 0 the equality

U (1) = Hπ

and for n > 0 the equality
U (1) = δZp ·Hπ,

where δ is a distinguished unit of F .

Proof. Let e be the normalized valuation on F of p, define the set I to be

I = {i ∈ Z>0 \ pZ : i < pe/(p− 1)},

and define the sub-Zp-module Iπ of Hπ to be

Iπ =
∏
i∈I

ζ∈µq−1

(1− ζπi)Zp .
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We claim that the Zp-module Iπ is a closed subgroup of U (1). By definition
it is finitely generated and therefore is the continuous image of a product of
finitely many copies of Zp, which is compact. Since the continuous image of
a compact space is compact and a compact subspace of a Hausdorff space is
closed, the claim follows.
Define the quotient group Ū to be

Ū =

{
U (1)/Iπ if n = 0,

U (1)/(δZp · Iπ) if n > 0.

Since Iπ is contained in Hπ, it will suffice to show that Ū is the trivial
group. For each i ∈ Z>0 let Ū (i) be the image of U (i) in Ū under the quo-
tient map U (1) → Ū . By definition of Iπ for each i ∈ I we have the equal-
ity U (i) · Iπ = U (i+1) · Iπ and therefore for each i ∈ I the quotient group
Ū (i)/Ū (i+1) is trivial. Since for n > 0 the image of δ in Ū is the identity
element, Lemma 10.7 implies that for each i ∈ Z>0 the p-th power map in-
duces a surjective group homomorphism

Ū (i)/Ū (i+1) → Ū (%(i))/Ū (%(i)+1),

where %(i) is defined as in Lemma 10.7, and by induction on i it follows that
for each i ∈ Z>0 the quotient group Ū (i)/Ū (i+1) is trivial. Hence, for each
i ∈ Z>0 we have the equality Ū (1) = Ū (i). It is well-known [Section 1 of
Chapter III in [50] by Neukirch] that the topological group U (1) is isomorphic
to the projective limit

lim←−
i∈Z>0

U (1)/U (i).

Since Ū is a quotient group of U (1) by a closed subgroup, by Corollary 3 in
Section 1.4 of Chapter V in [9] by Cassels and Fröhlich it is isomorphic to
a projective limit of an inverse system of finite groups and we get a group
isomorphism

Ū
∼−→ lim←−

i∈Z>0

Ū (1)/Ū (i),

that is, the group Ū is isomorphic to a projective limit of an inverse system of
trivial groups. Hence, it is the trivial group.

10.3 Proofs of the main results

Proof of Theorem 10.2. Let π be a prime element of F . By Lemma 10.4 the
map

ϕ : U (1)/Hπ → µpn ,

a ·Hπ 7→ (π, a) ,
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is a well-defined group homomorphism. The surjectivity of ϕ is clear for n = 0
and follows from Lemma 10.10 for n ≥ 1. Now we need to prove the injectivity
of ϕ. Since µpn is a finite group of order pn, it will suffice to show that U (1)/Hπ

has order pn.
For n = 0 the injectivity of ϕ follows from the equality U (1) = Hπ in

Lemma 10.11. Thus, for the rest of the proof we assume n ≥ 1. Let δ be a
distinguished unit of F . By Lemma 10.11 we have the equality U (1) = δZp ·Hπ.
Hence, the map

Zp � U (1)/Hπ,

m 7→ δm ·Hπ,

is a surjective group homomorphism. Its kernel is contained in pnZp, because
composing this map with ϕ gives a surjective group homomorphism Zp � µpn .
We need to prove that its kernel equals pnZp.

Define the fields E and L to be E = F (p
n+1√

π) and L = F (p
n√
π). The

extensions E/F and L/F are totally ramified extensions of degrees pn+1 and
pn, respectively. Let πE = pn+1√

π and πL = pn
√
π. They are prime elements of

E and L, respectively. Let HE be the group

HE =
∏

i∈Z>0\pZ
ζ∈µq−1

(1− ζπiE)Zp

and similarly let HL be the group

HL =
∏

i∈Z>0\pZ
ζ∈µq−1

(1− ζπiL)Zp .

Since the extension F ( p
√
δ)/F is unramified, it is linearly disjoint from E/F

and from L/F . Hence, we have both δ /∈ E∗p and δ /∈ L∗p. The straightforward
computations of the normalized valuations on E and on L of δ− 1 shows that
δ is a distinguished unit both of E and of L. Hence, the same argument used
for the local field F gives the equalities

U
(1)
E = δZp ·HE and U

(1)
L = δZp ·HL,

where U
(1)
E and U

(1)
L are the first higher unit groups of the rings of integers of

E and of L, respectively.
Let NL/F : L → F be the norm map from L to F , let ζ ∈ µq−1, let

i ∈ Z>0 \ pZ, and let f(X) = Xpn − ζpnπi. Then we have

NL/F (1− ζπiL) = f(1) = 1− ζp
n

πi ∈ Hπ.
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Since the pn-th power map µq−1 → µq−1, ζ 7→ ζp
n

, is a group isomorphism, we
get NL/F HL = Hπ. Similarly, we get NE/F HE = Hπ, where NE/F : E → F
is the norm map from E to F . The equalities

NE/F U
(1)
E = δp

n+1Zp ·Hπ and NL/F U
(1)
L = δp

nZp ·Hπ

follow. Since by Lemma 10.6 the extension L/F is the largest abelian extension
of F contained in E, Corollary 3.66 gives the equality

δp
n+1Zp ·Hπ = δp

nZp ·Hπ.

Hence, we can write δp
n

= δp
n+1m · h with m ∈ Zp and h ∈ Hπ. We get

δp
n(1−pm) ∈ Hπ. From 1− pm ∈ Z∗p we deduce δp

n ∈ Hπ.

Remark 10.12. As a consequence of the equality NL/F HL = Hπ shown in
the proof of Theorem 10.2 we obtain another proof of Lemma 10.4 as follows.
This equality implies that the group Hπ consists of norms from L = F (p

n√
π)

to F . Using Lemma 3.72 and the antisymmetry of the norm-residue symbol
we get the inclusion Hπ ⊂ π⊥ in Lemma 10.4.

Proof of Theorem 10.1. This follows from Theorem 10.2.
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CHAPTER 11

Quadratic characters

11.1 Main result

The Dedekind zeta function of a number field K is generally denoted by ζK(s).
Let LK : K∗/K∗2 → Mer(C) be the function from the group K∗/K∗2 to the
set of meromorphic functions Mer(C) from C to P1(C) defined by

LK(aK∗2)(s) =

{
ζK(
√
a)(s)/ζK(s) if a /∈ K∗2,

ζK(s) if a ∈ K∗2.

Our main result is the following theorem.

Theorem 11.1. Let K and K ′ be number fields. Then the natural map from
the set of field isomorphisms K → K ′ to the set of group isomorphisms

β : K∗/K∗2 → K ′∗/K ′
∗2

with the property that LK′ ◦β = LK is bijective.

Proof. See Section 11.5.

Theorem 11.1 implies the following known result, which is also a corollary of
Theorem 11.3 by Pintonello.

Corollary 11.2. Let K and K ′ be number fields. If there exists a group iso-

morphism β : K∗/K∗2 → K ′∗/K ′
∗2

with the property that LK′ ◦β = LK , then
K and K ′ are isomorphic.

Proof. This follows from Theorem 11.1.
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11.2 Introduction

Given a number field K, we denote its absolute Galois group by GK . Endowed
with the Krull topology, the group GK is a topological group. We will write
X(K) for the group Homcont(GK , {±1}) of continuous homomorphisms from
GK to the group {±1}, which are also called quadratic characters of K.

It is more common to define an L-series for each element of the group X(K)
of quadratic characters of K rather than of the group K∗/K∗2. This is not
really different from what we do here, because, by Kummer theory, there is a
group isomorphism

K∗/K∗2
∼−→ X(K),

aK∗2 7→ (σ 7→ σ(
√
a)/
√
a).

This isomorphism provides a natural way of defining L-series on the group of
quadratic characters as soon as they are defined on K∗/K∗2. In our case this
agrees with the usual definition.

For every number field one can consider certain topological objects, such
as adele rings and absolute Galois groups, and certain analytic objects, such
as Dedekind zeta functions or, more generally, L-series. It is natural to ask
how much information is contained in these objects. For instance, does the
Dedekind zeta function of a number field determine the number field up to
isomorphism? In 1926 Gaßmann showed that there exist non-isomorphic num-
ber fields with the same Dedekind zeta function [19]. Not even an isomorphism
(as topological rings) of the adele rings of two number fields implies that the
number fields are isomorphic [30], nor an isomorphism (as topological groups)
of the Galois groups of their maximal abelian extensions [52].

In 1976 Uchida proved that the existence of an isomorphism of the absolute
Galois groups of two number fields is a sufficient condition for the two number
fields to be isomorphic [71]. Another positive result has been recently found by
Cornelissen and Marcolli [12], using the map LK : Homcont(GK ,C∗)→ Mer(C)
that sends a character to its L-series; so the restriction LK |X(K) of LK is
the same as LK . They have proved that if there is a group isomorphism
β : Homcont(GK ,C∗)→ Homcont(GK′ ,C∗) between the groups of abelian char-
acters of two absolute Galois groups of two number fields K and K ′ with the
property that LK′ ◦ β = LK , then the two number fields are isomorphic. In
the same article de Smit proved that given a number field K for every integer
k ≥ 3 there is a abelian character χ ∈ Homcont(GK ,C∗) of order k such that
every number field K ′ for which there is a character χ′ ∈ Homcont(GK′ ,C∗)
with LK′(χ′) = LK(χ) is isomorphic to K. For k = 2 there is the following
theorem by Pintonello.

Theorem 11.3 (Pintonello [54]). Let K be a number field. Then there are
two characters χ1, χ2 ∈ X(K) such that every number field K ′ for which
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there are two characters χ′1, χ
′
2 ∈ X(K ′) with LK′(χ′1) = LK(χ1) and

LK′(χ′2) = LK(χ2) is isomorphic to K.

Given a field isomorphism σ : K → K ′, there is a natural associated group
isomorphism β : X(K)→ X(K ′). Are all bijective maps β with LK′ ◦ β = LK
that are also group isomorphisms obtained in this way? The affirmative answer
is Theorem 11.1. Each of Theorem 11.3 by Pintonello and Theorem 11.1 implies
and generalizes the result by Cornelissen and Marcolli.

11.3 L-series

In this section we recall some definitions and results about L-series. We refer
the reader to Chapters VIII and XI in the book [31] by Lang for more details
and proofs.

Let K be a number field. We will give a formula for the function LK from
the group K∗/K∗2 to the set of meromorphic functions Mer(C) from C to
P1(C).

Let P be a finite prime of K above a rational prime p and let f(P/p) be
the inertia degree of P over p. We denote the completion of K at P by KP

and the ring of integers of KP by OP. We define a function εP from K∗P/K
∗
P

2

to the set of integers {−1, 1, 0} by setting for every aK∗P
2 in K∗P/K

∗
P

2

εP(aK∗P
2) =


−1 if KP(

√
a)/KP is an unramified extension of degree 2,

1 if KP(
√
a)/KP is the trivial extension,

0 if KP(
√
a)/KP is ramified.

Note that if p is odd we have εP(aK∗P
2) = 0 if and only if 2 - ordP(a) or,

equivalently, if and only if aK∗P
2 /∈ O∗P/O∗P

2, where we consider O∗P/O∗P
2 as

a subgroup of K∗P/K
∗
P

2.

Let λP : K∗P/K
∗
P

2 → C[T ] be the map from K∗P/K
∗
P

2 to the polynomial
ring over C in one variable T given by

λP(aK∗P
2) = 1− εP(aK∗P

2)T f(P/p).

For every aK∗P
2 ∈ K∗P/K∗P

2 we define the meromorphic function

LP(aK∗P
2)(s) =

1

λP(aK∗P
2)(p−s)

, s ∈ C.

It will be the Euler factor at P of the L-function of every element of K∗/K∗2

mapping to aK∗P
2 under the homomorphism K∗/K∗2 → K∗P/K

∗
P

2 induced by
the natural inclusion K ↪→ KP.
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For every aK∗2 ∈ K∗/K∗2 we get its L-function as an Euler product

LK(aK∗2)(s) =
∏
P

LP(aK∗P
2)(s), s ∈ C,

where the product ranges over all finite primes of K. This product converges
absolutely and uniformly for Re(s) ≥ 1+δ with δ > 0, therefore it is an analytic
function in s. It can also be proved that it admits an analytic continuation to
a meromorphic function on C. A proof can be found in Tate’s thesis, which is
Chapter XV in [9].

It is sometimes useful to group together prime ideals above the same rational
prime p. Therefore, we define the map λp : K∗/K∗2 → C[T ] by

λp(aK
∗2) =

∏
P|p

λP(aK∗P
2).

Then, for every aK∗2 ∈ K∗/K∗2 we have

LK(aK∗2)(s) =
∏

p prime

1

λp(aK∗
2)(p−s)

.

The p-th factor on the right-hand side is called the Euler p-factor. Note that
the order of vanishing at 1 of λp(aK

∗2) is equal to the number of primes P
above p for which a is a square in KP and that the degree of λp(aK

∗2) is
equal to the sum of the inertia degrees f(P/p) of the primes P for which
KP(
√
a)/KP is unramified.

Lemma 11.4. Let K be a number field and let β be an automorphism of the
group K∗/K∗2. Then LK ◦β = LK if and only if for all rational primes p and
for all a ∈ K∗ one has λp(β(aK∗2)) = λp(aK

∗2).

Proof. Fix an element a in K∗. Since two L-functions are equal if and only if
they have the same Euler p-factors, we have LK(β(aK∗2)) = LK(aK∗2) if and
only if λp(β(aK∗2)) = λp(aK

∗2) for all rational primes p. By considering all
a in K∗ we conclude the proof.

11.4 Lemmas

In the proof of Theorem 11.1 we will use many lemmas. Some of them may
be interesting in themselves and are presented in this section. The first one is
an easy case of a theorem in coding theory. Here we do not state the general
theorem and we refer to [43] and [78] for more information.
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Lemma 11.5. Let V be a finite-dimensional F2-vector space of positive di-
mension n, let {e1, . . . , en} be a basis of V , and let w be the Hamming weight,
i.e. the function from V to Z≥0 that maps each vector of V to the number of its
nonzero components in the basis {e1, . . . , en}. Then the natural map from the
group of permutations of the basis {e1, . . . , en} to the group of automorphisms
of V respecting the Hamming weight is a bijection.

Proof. Since the elements of the basis {e1, . . . , en} are exactly all vectors of
Hamming weight equal to 1, every automorphism of V respecting the Hamming
weight has to permute this basis. On the other hand, it is immediately clear
from the definition of the Hamming weight that every permutation of the
basis {e1, . . . , en} induces an automorphism of V respecting the Hamming
weight.

Lemma 11.6. Let K be a number field and let A be a finite index subgroup
of K∗/K∗2. Then for all but finitely many rational primes p the natural map

A→
∏
P|p

K∗P/K
∗
P

2,

where P ranges over all primes of K above p, is surjective.

Proof. Let S be a finite set of rational primes such that for every prime p ∈ S
the group homomorphism

A→
∏
P|p

K∗P/K
∗
P

2

is not surjective. Since by the weak approximation theorem the group homo-
morphism

φS : K∗/K∗2 �
∏
p∈S

∏
P|p

K∗P/K
∗
P

2

is surjective, it induces a surjective group homomorphism

(K∗/K∗2)/A�

∏
p∈S

∏
P|p

K∗P/K
∗
P

2

 /φS(A).

By construction the cardinality of the group on the right is at least 2#S .
The surjectivity of the group homomorphism gives an upper bound on the
cardinality of S, namely #S ≤ log2[K∗/K∗2 : A]. The statement of the lemma
follows easily.
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Lemma 11.7. Let K be a number field, let p be a rational prime, and let β be
an automorphism of the group K∗/K∗2 with the property that LK ◦β = LK .
Then there exists a unique automorphism βp of

∏
P|pK

∗
P/K

∗
P

2 such that the
diagram

K∗/K∗2 −−−−→
∏

P|pK
∗
P/K

∗
P

2

β

y βp

y
K∗/K∗2 −−−−→

∏
P|pK

∗
P/K

∗
P

2

commutes.

Proof. By the weak approximation theorem for every rational prime p the
natural map

K∗/K∗2 �
∏
P|p

K∗P/K
∗
P

2

is surjective. Elements of the kernel of this map are characterized by the fact
that the function λp maps them to polynomials divisible by

∏
P|p(1− T ). Since

by Lemma 11.4 these polynomials are preserved by β, a unique automorphism
βp is induced on the group

∏
P|pK

∗
P/K

∗
P

2 and it makes the diagram commute.

Definition 11.8 (Local quadratic symbol and quadratic symbol). Let O be
the ring of integers of a number field K and let P be a nonzero prime ideal
of O not dividing 2. Let KP be the completion of K at P and let OP be the

ring of integers of KP. The local quadratic symbol
(
·
P

)
is the unique group

isomorphism (
·
P

)
: O∗P/O∗P

2 ∼−→ {±1}.

For every a ∈ K∗ in the inverse image of O∗P/O∗P
2 under the map

K∗ → K∗P/K
∗
P

2, the quadratic symbol

(
a

P

)
is defined by composing the

map K∗ → K∗P/K
∗
P

2 with the local quadratic symbol.

Remark 11.9. In particular, the local quadratic symbol is defined for all
elements of K with even valuation at P.

Remark 11.10. Definition 11.8 of the quadratic symbol extends the following

commoner one: for every a ∈ K∗ with ordP(a) = 0, the quadratic symbol

(
a

P

)
is defined by (

a

P

)
=

{
−1 if a is not a square in O/P,
+1 if a is a square in O/P.
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Lemma 11.11. Let K be a number field, let p be an odd rational prime,
and let β be an automorphism of the group K∗/K∗2 with the property that
LK ◦β = LK . Then the induced automorphism βp of

∏
P|pK

∗
P/K

∗
P

2 permutes

the set of subgroups {O∗P/O∗P
2 : P | p}.

Proof. For all odd rational primes the elements of the subgroup
∏

P|pO∗P/O∗P
2

of
∏

P|pK
∗
P/K

∗
P

2 are characterized by the fact that the function λp maps them

to polynomials of maximal possible degree, that is, of degree
∑

P|p f(P/p).

Hence, the group
∏

P|pO∗P/O∗P
2 is invariant under βp. Since for each prime

P above p the group O∗P/O∗P
2 has only two elements, we can think of the

subgroup
∏

P|pO∗P/O∗P
2 of

∏
P|pK

∗
P/K

∗
P

2 as a vector space over F2 with a

basis given by the nontrivial elements in the groups {O∗P/O∗P
2 : P | p}. The

Hamming weight is also given by the difference between the number of primes
P above p and the order of vanishing at 1 of the polynomials obtained by the
function λp. Thus, the automorphism β respects the Hamming weight and by
Lemma 11.5 it permutes the basis, i.e., it acts on the group

∏
P|pO∗P/O∗P

2 as
a permutation of the set of primes above p.

Remark 11.12. By Lemma 11.11 the automorphism β acts on the set of
primes above an odd rational prime p. We denote by β(P) the image of a
prime P above p under this action. Hence, for all elements a ∈ K∗ with even
valuation at all primes above p we have(

a

P

)
=

(
β(a)

β(P)

)
.

Lemma 11.13. Let β be an automorphism of the group K∗/K∗2 of a number
field K with the property that LK ◦β = LK and let A be a finite index subgroup
of K∗/K∗2. If β is the identity on A, then it is the identity on K∗/K∗2.

Proof. Lemma 11.6 states that for all but finitely many rational primes p the
natural map

φp : A→
∏
P|p

K∗P/K
∗
P

2

is surjective. In this case, by Lemma 11.7 we know that the automorphism βp
induced by β on the latter group is trivial and therefore for every a in K∗/K∗2

the element a/β(a) is in the kernel of φp. Since this is true for all but finitely
many rational primes p, by a corollary of the global cyclic norm index result
in Section 5 of Chapter IX in [31] the quotient a/β(a) is a square in K∗/K∗2.
Thus β is the identity on K∗/K∗2.
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Lemma 11.14. Let R be a ring, let G be a finite group, and let M be a
nonzero free R[G]-module. Let H be a subgroup of G, let MH be the subgroup
of H-invariants of M , that is, the subgroup {m ∈ M : ∀h ∈ H : hm = m},
and let σ be an element of G. Then one has σ(MH) = MH if and only if
H = σHσ−1.

Proof. Firstly, suppose we have a subgroup J of G such that MH ⊆MJ . We
want to prove the inclusion J ⊆ H. Let τ be an element of J and observe the
chain of inclusions

(τ − 1)(
∑
h∈H

h)M ⊆ (τ − 1)MH ⊆ (τ − 1)MJ = {0}.

Since any nonzero free module over any ring is faithful, the element
(τ − 1)(

∑
h∈H h) of R[G] is 0. This implies the equality τH = H, that is,

the element τ is in H. Thus, the inclusion J ⊆ H is proved.
Now note the identity σ(MH) = MσHσ−1

. From what we have just shown
it follows that we have σ(MH) = MH if and only if H = σHσ−1.

11.5 Proof of the main theorem

This section is entirely devoted to the proof of Theorem 11.1.

Proof of Theorem 11.1. By Theorem 11.3 the set of field isomorphisms

K → K ′ and the set of group isomorphisms β : K∗/K∗2 → K ′∗/K ′
∗2

with
the property that LK′ ◦β = LK are both empty when K is not isomorphic to
K ′. Hence, we may assume K = K ′.

Let F be the Galois closure of K over Q in an algebraic closure of K and
let G be the Galois group Gal(F/Q). Let p be a rational prime that splits
completely in F , let P be a prime of K above p, and let Q be a prime of F
above P. We remark that the diagram of fields with natural inclusions

K −−−−→ Fy y
KP

∼−−−−→ FQ

commutes and the bottom horizontal arrow is an isomorphism. Moreover, the
induced homomorphism K∗/K∗2 → F ∗/F ∗2 has finite kernel (K∗∩F ∗2)/K∗2,
because by Kummer theory this kernel corresponds to a subextension of the
finite extension F/K. We will denote the image in F ∗/F ∗2 of an element a in
K∗/K∗2 by a.
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Let W be a subgroup of K∗ containing K∗ ∩ F ∗2 such that the quotient
group W/(K∗ ∩ F ∗2) is finite. Let V be a finite subgroup of F ∗/F ∗2 con-
taining, for every x in the image of (W/K∗2) ∪ β(W/K∗2) under the map
K∗/K∗2 → F ∗/F ∗2, all elements in the orbit of x under the action of G. De-

note the group Hom(V, {±1}) by V̂ and the field F (
√
V ) by L. By Kummer

theory there is an isomorphism

Gal(L/F ) ∼= V̂ ,

τ 7→ (v 7→
√
v
τ−1

).

Now we introduce the set P of primes that we use in the next two lemmas. The
set P is the set of all primes of F above odd primes of Q that split completely
in F and are unramified in L.

Lemma 11.15. There is a surjective map

P � V̂ ,

Q 7→
( ·
Q

)
,

sending a prime Q in P to the corresponding quadratic symbol.

Proof. Firstly, we show that the map is well-defined. With each prime Q in
P we associate the corresponding quadratic symbol with domain the set of
elements in F ∗ with even valuation at Q. Since Q is unramified in L, these
elements represent all elements of the group V . Hence, the quadratic symbol
may be considered as an element in V̂ .

Since the set P has density 1 in the set of primes of F , by Chebotarëv’s
Density Theorem each element of the Galois group Gal(L/F ) is the Frobenius
symbol of infinitely many primes in P . This proves the surjectivity of the map
in the statement of the lemma.

Lemma 11.16. Let Q be a prime in P . Then there exists τ ∈ G such that for
all w ∈W (

β(w)

Q

)
=

(
τ(w)

Q

)
.

Proof. Let P be the prime of K below the prime Q in P and let p be the
rational prime below P. Every element of W/(K∗ ∩ F ∗2) can be represented
by an element of K∗ with even valuation at all primes of K above p, because
p is unramified in L. Since Q is a prime of F above a prime of K that splits
completely in F , the quadratic symbols of Q and P give rise to the same
function from W to {±1}. The prime β−1(P) also lies above p, because by
Lemma 11.11 the automorphism β acts on the set of primes above p. Hence,
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both P and β−1(P) split completely in F . Since all primes of F above p are
conjugate, there exists τ ∈ G such that τ−1(Q) is above β−1(P). For such
τ ∈ G we have, for all w ∈W ,(

β(w)

Q

)
=

(
β(w)

P

)
=

(
w

β−1(P)

)
=

(
w

τ−1(Q)

)
=

(
τ(w)

Q

)
,

where the second equality comes from Remark 11.12.

Lemma 11.17. There exists σ ∈ G such that

#〈σ(w)/β(w) : w ∈W/K∗2〉 ≤ #G.

Proof. Define, for each τ ∈ G, the group

Hτ = {χ ∈ V̂ : ∀w ∈W/K∗2 : χ(τ(w)) = χ(β(w))}.

By Lemma 11.15 every χ ∈ V̂ is given by the quadratic symbol of a prime Q
in P and by Lemma 11.16 every such symbol is contained in at least one of
the groups Hτ . Hence, we have ⋃

τ∈G
Hτ = V̂ .

Since V̂ is the union of #G sets, there exists σ ∈ G such that #Hσ ≥ V̂ /#G
or, equivalently,

[V̂ : Hσ] ≤ #G.

Considering the nondegenerate bilinear map V̂ × V → {±1} that sends (χ, v)
to χ(v), we also note that

[V̂ : Hσ] = #〈σ(w)/β(w) : w ∈W/K∗2〉,

because Hσ is the annihilator in V̂ of 〈σ(w)/β(w) : w ∈ W/K∗2〉. This con-
cludes the proof.

Let {Wi}i∈Z≥1
be an increasing sequence of subgroups of K∗ as W above such

that
⋃
iWi = K∗. We have proved in Lemma 11.17 that for every Wi there

exists σ ∈ G such that

#〈σ(w)/β(w) : w ∈Wi/K
∗2〉 ≤ #G.

Since G is finite, we may restrict to a subsequence and suppose that all σ’s
are equal. This subsequence is still an increasing sequence of subgroups of K∗

whose union is K∗. Hence, we have σ ∈ G such that

#〈σ(a)/β(a) : a ∈ K∗/K∗2〉 ≤ #G.
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The group homomorphism

K∗/K∗2 → F ∗/F ∗2

a 7→ σ(a)/β(a)

has finite image and therefore the kernel U = {a ∈ K∗/K∗2 : σ(a) = β(a)} is
a finite index subgroup of K∗/K∗2. By Lemma 11.6 there is a rational prime
p that splits completely in F such that the map U →

∏
P|pK

∗
P/K

∗
P

2, where
the product ranges over primes of K, is surjective. Hence each element in∏

P|pO∗P/O∗P
2 is the image of an element of U . The group

∏
P|pO∗P/O∗P

2

is a subgroup of
∏

Q|pO∗Q/O∗Q
2, where the last product ranges over primes

of F . The latter group is a free F2[G]-module of rank 1 and the former
group is the subgroup of Gal(F/K)-invariants. Since for all u ∈ U we have
σ(u) = β(u), the action of σ on

∏
Q|pO∗Q/O∗Q

2 maps
∏

P|pO∗P/O∗P
2 to itself.

By Lemma 11.14 we get Gal(F/K) = σGal(F/K)σ−1 = Gal(F/σ(K)). Hence,
we have σ(K) = K, that is, the automorphism σ of F restricted to K is an
automorphism of K. Thus, for every u ∈ U we have σ(u) = σ(u) = β(u). This
implies that every quotient σ(u)/β(u) is contained in kernel of the group ho-
momorphism K∗/K∗2 → F ∗/F ∗2, that is, in the finite group (K∗∩F ∗2)/K∗2.

We have shown that the group homomorphism

K∗/K∗2 → K∗/K∗2

a 7→ σ(a)/β(a)

has finite image on U . Since U is a finite index subgroup of K∗/K∗2, the group
homomorphism itself has finite image. Thus, the kernel

{a ∈ K∗/K∗2 : σ−1(β(a)) = a}

is a finite index subgroup of K∗/K∗2. By Lemma 11.13 applied to σ−1β we
deduce that β(a) = σ(a) for all a ∈ K∗/K∗2, that is, the group homomorphism
β is induced by σ.
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[1] John V. Armitage and Albrecht Fröhlich. Classnumbers and unit signa-
tures. Mathematika, 14:94–98, 1967.

[2] Emil Artin and John Tate. Class field theory. W. A. Benjamin, Inc., New
York-Amsterdam, 1968.

[3] Reinhold Baer. Der Kern, eine charakteristische Untergruppe. Compositio
Math., 1:254–283, 1935.

[4] Eva Bayer-Fluckiger and Hendrik W. Lenstra, Jr. Forms in odd degree
extensions and self-dual normal bases. Amer. J. Math., 112(3):359–373,
1990.

[5] Dan Boneh and Matt Franklin. Identity-based encryption from the Weil
pairing. In Advances in cryptology—CRYPTO 2001 (Santa Barbara, CA),
volume 2139 of Lecture Notes in Comput. Sci., pages 213–229. Springer,
Berlin, 2001.
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primären Abelschen Gruppen. Math. Z., 17(1):35–61, 1923.

[59] Derek John Scott Robinson. A course in the theory of groups, volume 80
of Graduate Texts in Mathematics. Springer-Verlag, New York-Berlin,
1982.

[60] Joseph J. Rotman. An introduction to the theory of groups, volume 148
of Graduate Texts in Mathematics. Springer-Verlag, New York, fourth
edition, 1995.

[61] Edward F. Schaefer. A new proof for the non-degeneracy of the Frey-Rück
pairing and a connection to isogenies over the base field. In Computational
aspects of algebraic curves, volume 13 of Lecture Notes Ser. Comput.,
pages 1–12. World Sci. Publ., Hackensack, NJ, 2005.

[62] Andrzej Schinzel. Abelian binomials, power residues and exponential con-
gruences. Acta Arith., 32(3):245–274, 1977.
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Summary

The present thesis consists of eleven chapters.
In 1897, Hilbert introduced into algebraic number theory the norm-residue

symbol, which is a bimultiplicative map whose values are roots of unity. Using
the norm-residue symbol, in Sections 1.1 to 1.6 of Chapter 1 we reformulate
the quadratic reciprocity law, together with its two supplementary laws, in
terms of bilinear forms on vector spaces over the field of two elements. We also
introduce the unit residue group of the field of rational numbers. Section 1.7
is an overview of the content of the thesis and each of Sections 1.8 to 1.17
outlines the main results of one of the chapters of the thesis.

A skew abelian group is a finite abelian group equipped with an antisymmet-
ric perfect pairing. Every skew abelian group has a special element called its
skew element, which has order dividing 2. Chapter 2, which is purely auxiliary,
collects some results about skew abelian groups, rephrasing them in terms of
the skew element.

In Chapter 3 we review local class field theory and the norm-residue sym-
bol. We also examine some skew abelian groups of which the pairing is the
norm-residue symbol.

The group of ideles of any global field is equipped with a pairing induced by
the local norm-residue symbols. This pairing and its connections to the Tate
pairing are studied in Chapter 4.

Chapter 5 is devoted to introducing the unit residue group and the virtual
group, which is a subgroup of the unit residue group, and presenting general
results on them.

We explicitly describe all unit residue groups and virtual groups of quadratic
number fields in Chapter 6. The descriptions include the Galois module struc-
ture.

The classical theorem of Armitage–Fröhlich gives a lower bound on the
2-rank of the ideal class group of a number field. Chapter 7 places the 2-nd
virtual group of a number field in this context of inequalities involving 2-ranks
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of ideal class groups.
In 1932 Scholz proved a theorem about the 3-ranks of ideal class groups

of quadratic number fields. Using unit residue groups we rephrase and prove
Scholz’s theorem in Chapter 8. Moreover, we present and employ a proba-
bilistic model on 3-ranks of ideal class groups of quadratic number fields. The
probabilities that we compute from this model coincide with those predicted
by the Cohen—Lenstra heuristics.

In Chapter 9 we describe the 2-nd unit residue group and the 2-nd virtual
group of a number field that is Galois over Q and unramified at 2. In the case
of a cyclic number field K/Q of degree either 3 or 5 these descriptions give rise
to an unexpected bijection involving the set of real Archimedean places of K.

A certain subgroup of the group of units of a finite extension of the field of
p-adic rationals, where p is a prime, occurs in algorithms for computing the
norm-residue symbol by Daberkow and Bouw. This subgroup is the subject of
study in Chapter 10.

In Chapter 11 we deal with group isomorphisms between the groups of
quadratic characters of two number fields that preserve L-series. In particular,
we prove that the natural map from the set of field isomorphisms between
two number fields to the set of group isomorphisms between their groups of
quadratic characters that preserve L-series is bijective.
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Samenvatting

Dit proefschrift, getiteld ‘De groep van eenheidsrestklassen’, bestaat uit elf
hoofdstukken.

In 1897 introduceerde Hilbert in de algebräısche getaltheorie het normrest-
symbool. Dit is een bimultiplicatieve afbeelding met waarden die eenheids-
wortels zijn. In Paragraaf 1.1 tot en met 1.6 van Hoofdstuk 1 herformuleren
we, gebruikmakend van het normrestsymbool, de kwadratische reciprociteits-
wet, samen met beide aanvullingswetten, in termen van bilineaire vormen op
vectorruimten over het lichaam van twee elementen. We introduceren ook de
eenheidsrestklassengroep van het lichaam der rationale getallen. Paragraaf 1.7
bevat een overzicht van de inhoud van het proefschrift als geheel, en Paragra-
fen 1.8 tot en met 1.17 geven elk een overzicht van de hoofdresultaten van een
van de afzonderlijke hoofdstukken van het proefschrift.

Een scheve abelse groep is een eindige abelse groep uitgerust met een an-
tisymmetrische perfecte paring. Iedere scheve abelse groep heeft een speciaal
element, genaamd het scheve element, waarvan de orde een deler is van 2.
Hoofdstuk 2 bestaat uit een verzameling hulpresultaten over scheve abelse
groepen, geherformuleerd in termen van het scheve element.

In Hoofdstuk 3 laten we lokale klassenlichamentheorie en het normrestsym-
bool de revue passeren. We bekijken ook een aantal scheve abelse groepen
waarvan de paring gegeven wordt door het normrestsymbool.

De groep van idèles van een globaal lichaam is uitgerust met een paring
gëınduceerd door de lokale normrestsymbolen. Deze paring en de manier waar-
op deze samenhangt met de Tate-paring worden onderzocht in Hoofdstuk 4.

In Hoofdstuk 5 voeren we de eenheidsrestklassengroep en de virtuele groep
in, die een ondergroep van de eenheidsrestklassengroep is, en we behandelen
algemene resultaten over deze groepen.

We geven in Hoofdstuk 6 een expliciete beschrijving van alle eenheidsrest-
klassengroepen en virtuele groepen van kwadratische getallenlichamen, inclu-
sief hun Galois-moduulstructuur.
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De klassieke stelling van Armitage–Fröhlich geeft een ondergrens voor de
2-rang van de ideaalklassengroep van een getallenlichaam. Hoofdstuk 7 plaatst
de tweede virtuele groep van een getallenlichaam in de context van dergelijke
ongelijkheden aangaande 2-rangen van ideaalklassengroepen.

In 1932 bewees Scholz een stelling over de 3-rangen van ideaalklassengroepen
van kwadratische getallenlichamen. Gebruikmakende van eenheidsrestklassen-
groepen geven we een herformulering en een bewijs van de stelling van Scholz in
Hoofdstuk 8. Verder geven we een probabilistisch model voor 3-rangen van ide-
aalklassengroepen van kwadratische getallenlichamen. De kansen die we met
dit model berekenen, zijn precies de kansen die voorspeld worden door de
Cohen–Lenstra-heuristiek.

In Hoofdstuk 9 beschrijven we de tweede eenheidsrestklassengroep en de
tweede virtuele groep van een getallenlichaam dat Galois is over Q en onvertakt
is bij 2. In het geval van een cyklische uitbreiding K van Q van graad 3 of 5
geven deze beschrijvingen aanleiding tot een onverwachte bijectie waarin de
verzameling van reële Archimedische plaatsen van K voorkomt.

Een zekere ondergroep van de eenhedengroep van een eindige uitbreiding
van het lichaam der p-adische getallen, met p een priemgetal, die een rol speelt
in algoritmen voor het berekenen van normrestsymbolen van Daberkow en
Bouw, bestuderen we in Hoofdstuk 10.

In Hoofdstuk 11 kijken we naar isomorfismen tussen de groepen van kwa-
dratische karakters van twee getallenlichamen die L-reeksen behouden. In het
bijzonder bewijzen we dat de natuurlijke afbeelding van de verzameling van
lichaamsisomorfismen tussen twee getallenlichamen naar de verzameling van
groepsisomorfismen tussen hun groepen van kwadratische karakters die L-reek-
sen behouden, een bijectie is.
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