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An Information Theoretic Image Steganalysis

for LSB Steganography

Sonam Chhikaraa and Rajeev Kumarb

Abstract

Steganography hides the data within a media file in a subtle way while ste-
ganalysis exposes steganography by using detection measures. Traditionally,
steganalysis reveals steganography by targeting perceptible and statistical
properties of the image for improving the security of steganography methods.
In this work, we target LSB image steganography methods by using informa-
tion theoretic metrics for steganalysis. Our technique works in two phases.
First, the features of embedded image are extracted, and then this image is
analyzed on the basis of entropy and joint entropy features corresponding to
the original image. Second, from these extracted features of the image, we
train SVM and ensemble classifiers. The classifiers discriminate cover image
from the stego image. For evaluating the robustness of our method, several
attacks over the stego images are applied. These attacked stego images are
then analyzed for the detection reliability of our method. Original images and
LSB embedded images of the dataset are analyzed by comparing information
gain from entropy and joint entropy metrics. Results suggest that entropy of
the stego images are more preserving than that of joint entropy. Experimental
results show that before histogram attack, detection rate with entropy and
joint entropy are 70% and 98%, respectively while after the attack entropy
metric gives 30% detection rate and joint entropy gives 93% detection rate.
Therefore, joint entropy proves to be a good steganalysis measure having
fewer false alarms for across a range of hiding ratios.

Keywords: data embedding, steganography, information theory, steganaly-
sis, classifier

1 Introduction

Steganography aims to support secret communication in an innocuous looking me-
dia file [1]. The core objective of steganography is to maximize secret information
(embedding capacity) with least distortion in original cover media (imperceptibil-
ity). Cover media and secret data both can be audio, video, image, and a text
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file. Imperceptibility indicates that embedding should not be visually recognizable.
However, due to the addition of secret information, steganography subtly degrades
the embedding media quality. Higher embedding capacity results in more modifi-
cations in original media that affects imperceptibility. Therefore, to overcome this
trade-off a good steganography technique focuses on both the requirements in a
balanced way. Image steganography methods are generally classified into spatial
and transform based techniques.

Spatial based steganography hides data directly in image pixels e.g., LSB em-
bedding. LSB embedding is the simplest method for hiding the secret data by
replacing the least significant bit of each cover image pixel with secret data bit
imperceptibly. In addition to being less suspicious for human eyes, LSB steganog-
raphy is easy to implement. There exist different versions of LSB embedding to
make steganography more secure. LSB plus-minus (LSBPM) [16] also known as
LSB matching, is one of the advancements in standard LSB replacement steganog-
raphy. LSBPM adds or subtracts ’1’ from the least significant bit of cover image
pixel according to secret message bit. Spatial steganography is sensitive to filter-
ing, scaling, translation, rotation and cropping on stego image. For increasing the
security, LSB method can be combined with other steganography methods. Spatial
steganography is further classified into sequential and random embedding. Sequen-
tial embedding starts from the first bit of the cover image and sequentially proceeds
until no secret bit is left. On the contrary, random embedding embeds the secret
message bits randomly in the cover image, hence it increases security by providing
no fixed pattern for detection.

Frequency transformation based steganography overcomes the limitations of
spatial based techniques. In frequency based techniques, the cover image is trans-
formed from spatial to frequency domain and the coefficients of transform are mod-
ified to embed secret data. Hence, transform domain based steganography is less
perceptible with less capacity, though it complicates the implementation. Some
examples of frequency based steganography are DCT (Discrete Cosine Transforma-
tion), DWT (Discrete Wavelet Transformation), and DFT (Discrete Fourier Trans-
formation) based steganography. In DCT based techniques, the image is divided
into 8 × 8 blocks followed by quantization of each block. Later, quantized compo-
nents are used for embedding, finally inverse DCT is applied to get back the image.
Different types of steganography and steganalysis techniques are illustrated in Fig.
1. In this paper, LSB steganography is discussed for its security with attacks.

Steganography affects perceptional and statistical properties of the image. Em-
bedding can be noticed by comparing pixel values and the file size of the original and
stego images. Statistical properties consist of the mean value, standard deviation,
histogram modification, etc. Due to the addition of information, steganography
affects statistical properties internally. So, steganalysis uses the embedding side-
effects to detect their existence.

Steganalysis is orthogonal to steganography which targets affected image prop-
erties to enhance steganography security. Steganalysis reveals the secret communi-
cation by inspecting suspected image [2, 6, 9, 10]. Advancement in steganography
also results in a new steganalysis technique, hence both the fields are explored
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Figure 1: Steganography and Steganalysis classification [18]

by researchers equally. Based on information about steganography technique and
the original image, steganalysis is categorized into two classes: blind steganalysis
and targeted steganalysis. In blind steganalysis, no information of the cover im-
age and steganography technique is available which makes it comparatively more
challenging and realistic than that of targeted steganalysis [3, 13, 15].

In targeted steganalysis, embedding method with original image is provided
along with given stego image. It depicts better detection with no random as-
sumptions [8, 9, 17]. On the basis of applied steganography technique, targeted
steganalysis is further divided into two categories: content based steganalysis and
block based steganalysis [18]. Content based steganalysis produces a detector for
LSB based steganography [22]. Block based steganalysis develops the method to
detect transform based steganography. Here, blocks can vary in size and each block
can adopt a different method for secrecy detection [4, 7, 14, 21].

In content based steganalysis, spatial domain based steganography techniques
are targeted. Since LSB steganography modifies the direct pixel values, detection
method inspects the modified pixels and related properties. Fridrich [19] used first
and second order Markov chains for imitating the difference between adjacent pixels
before and after LSB embedding. Resultant difference matrix acted as a feature set
for classification using SVM. In this paper, we work on content based steganalysis
for imperceptibility and embedding capacity.

Steganography methods can be considered as statistically affected and non-
statistically affected methods. Non-statistically affected steganography techniques
embed data without affecting the statistical properties of the image, while sta-
tistically affected steganography modifies the statistical properties of the original
image. In this paper, we are targeting statistically affected LSB embedding meth-
ods by considering information theoretic features as steganalysis measures. First,
the stego image is processed through the feature extraction phase. Next, entropy
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and joint entropy features are selected for discriminating original image from the
stego image. The proposed method is also analyzed for reliability by attacking
the stego image. We use a dataset of grayscale images for all of our experiments.
Experimental results show comparison of entropy and joint entropy for steganaly-
sis. For classification purpose, we use entropy and joint entropy features to train
multiple classifiers. Based on detection accuracy, we choose SVM and ensemble
classifiers for final results.

Rest of the paper is organized as follows. A survey of the related work is
included in Section 2. Section 3 gives an introduction of LSB embedding and in-
formation theoretic metrics. Section 4 explains the information theoretic measures
for image steganalysis and their effects as used in this work. Section 5 presents the
performance evaluation and experimental results. Finally, the work is concluded in
Section 6.

2 Literature Survey

Existing research in targeted steganalysis has extracted features from the suspected
and original images individually. In recent years, the number of features has in-
creased for advanced and accurate detection. Pevny et al. [19] proposed first and
second order Markov chains for imitating the difference between adjacent pixels
after and before LSB embedding. Resultant difference matrix acted as a feature
set to classify cover image from stego image using SVM.

Fillatre & Lionel [5] added on by introducing an asymptotically and uniformly
more powerful test to find out the hidden message bits irrespective of the hiding
ratio. This technique explored the parametric model of the natural images where
physical dependency between pixels is exploited. Generally, it sets the upper bound
of hidden message bits for LSB embedding. Lerch-Hostalot & Meǵıas [12] proposed
the LSB detection idea by comparing the correlation of modified and adjacent
pixels prior and post-embedding. The pattern generated after analysis of stego file
is compared with the pattern of pixels in the original media. Results depicted that
there exists a strong dependency in pixels of natural image that gets affected after
embedding.

Kodovsky & Fridrich [11] worked on detection accuracy of steganalysis scheme
by preprocessing the cover image. In her proposal, downsampling of the cover
image is done before applying LSB steganography technique. Observations showed
that processing of cover image affects the detectability. It draws attention toward
the processing of cover image before analysis by comparing directly cover and stego
images.

Sadat et al. [20] introduced entropy for motion vector steganalysis. He deployed
block entropy to determine the texture and precision of the motion vector to differ-
entiate between high and low textured blocks. High textured blocks were used as
effective features and used in re-estimation of the motion equation. It shows that
block-entropy classifies the video into cover and stego files with more precision.

In this paper, the developed steganalysis methods exploit features of stego and
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cover images for comparison. An enhanced technique can consider joint information
from stego and cover images. In the proposed work, both original and suspected im-
ages are processed to extract a common measure for detection by using information
theory. Here, LSB steganography is targeted with entropy and joint entropy for
extracting information. Reliability of both metrics is analyzed by further attacking
the image. It is shown that joint entropy is an appropriate steganalysis measure in
comparison to entropy. Further extracted information is fed into classifiers. From
experiments, we infer that Support Vector Machine (SVM) and ensemble classifiers
give better detection accuracy. Finally, We conclude that joint entropy improves
detection by using information from both the original and the stego images.

3 Background

3.1 LSB Embedding

LSB embedding is the most straightforward and standard steganography method
that influences the content of an image by modifying the least significant bits of
each pixel. Consider an 8-bit grayscale image Ic with M × N pixels and a secret
message S with n bits to be communicated secretly by Ic, over a local channel in
an imperceptible way. Let the last m bits of the cover image be replaced according
to the message length and the quality requirements of the stego image, where

Ic = {xij | 0 ≤ i < M, 0 ≤ j < N}, (1)

xij ∈ {0, 1, . . . , 255}, and

S = {sk | 0 ≤ k < n, sk ∈ {0, 1}}. (2)

First, S should be compatible to a cover image so that the quality of the image can
be maintained after embedding. Therefore, the rightmost bit of the pixels should
be used for embedding. However, the quality and embedding capacity requirements
during steganography need more embedding bits with less perceptibility. Thus for
embedding, we consider m rightmost bits from each selected pixels, and the value
of m depends on the requirement of the method. Generally, the preferred value of
m is less than 4, as up to there, quality gets affected in imperceptible range. For
this purpose, S is rearranged to form a virtual image I ′ compatible to the original
image, such that,

I ′ = {yi | 0 ≤ i < n′}, (3)

where,

yi ∈ {0, 1, . . . , 2m − 1},
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n′ < M × N , and I ′ contains non binary values for m > 1. Binary message S is
mapped to non binary message I ′ by following equation:

yi =

m−1∑
k=0

Si×m+k · 2m−1−k. (4)

Now, embedding of I ′ is done by selecting xl from Ic and replacing m least signifi-
cant bits with secret message bits to form zi as:

zi = xl − xl mod 2m, (5)

where zi is a pixel of the stego image that keeps secret bits without revealing their
existence and Is is the corresponding stego image. At the receiving end, the same
process is reversed to get the secret message bits, ssi back with the image as:

ssi = zl mod 2m. (6)

In stego image, zl pixels are selected that are modified during steganography. From
the selected pixels of the stego image, m LSB bits are extracted and arranged in
an informative form similar to a secret message.

3.2 Information Theory

Information entropy defines the uncertainty and predictability of a discrete system.
Let X be a discrete random variable with D as its domain with probability mass
function as:

P (X) =
∑
x∈D

p(x), (7)

then, entropy of the system X can be defined mathematically as:

H(X) = −
∑
x∈D

p(x) log p(x). (8)

Here, logarithm of base 2 is taken as information is revealed in binary form. En-
tropy represents information in bits. Mathematical representation of entropy shows
that it is inversely proportional to probability mass function of the events in the
system. For an instance, if an event has maximum probability then it will reveal
less information with more certainty. Hence, entropy depends on probability of the
event. In terms of expectation E(X) of the system, entropy is defined as:

H(X) = −E(X) log P (X). (9)

Uncertainty associated with a set of random variables is termed as joint entropy.
Joint entropy reveals information by considering more than one random variable
at the same time. Let X and Y are two discrete random variables with U and V
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as their respective domains having joint distribution P (X,Y ). Then, joint entropy
H(X,Y ) for pair (X,Y ) is defined as:

H(X,Y ) = −
∑
x∈U

∑
y∈V

p(x, y) log p(x, y). (10)

Also, when we have expectation value by observing X and Y together, then joint
entropy can be defined as:

H(X,Y ) = −E(X,Y ) log P (X,Y ). (11)

The joint entropy can also be formulated in terms of individual entropies of X
and Y , i.e., H(X) andH(Y ) respectively, with conditional entropy. The conditional
entropy, H(X|Y ) of X and Y is the amount of information about X with prior
information of Y . Then, joint entropy is defined as:

H(X,Y ) = H(Y ) +H(X|Y ) = H(X) +H(Y |X). (12)

In case of independent random variables, H(X|Y ) = H(Y |X) = 0, as there is no
benefit of prior information from another variable. Therefore,

H(X,Y ) ≤ H(X) +H(Y ) ≥ 0, (13)

and,
H(X,Y ) ≥ max(H(X), H(Y )) (14)

In this paper, random variables are related to an image system in order to
compute entropy and joint entropy of the system. An image is a bundle of pixels
in a fixed pattern to deliver related information. Image entropy extracts informa-
tion of its uniformity and randomness. For an individual image, entropy reveals
the information needed while joint entropy is used for knowing the information
about the images at the same time. Here, entropy and joint entropy of the im-
ages are computed to get related information for detecting LSB steganography.
Joint entropy needs joint probability distribution for its computation that requires
joint histogram of the participating images. The joint histogram is a 2-dimensional
representation of 1-dimensional histograms, where, the first dimension is for the
intensity of one image and second dimension for another image. So, instead of
evaluating detection measures separately for the original and stego images, joint
entropy extracts combined information from both the images. Hence, we speculate
that entropy and joint entropy can be used to discriminate the stego image from
the cover image.

4 Proposed Information Theoretic Steganalysis

In this section, steganalysis for LSB steganography is proposed with information
theoretic metrics. The proposed system works in two phases: first is embedding &
training phase, followed by the second phase of verification. These two phases are
described in subsequent subsections. Block diagram of the proposed information
theoretic image steganalysis is shown in Fig 2.
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� Embedding & Training Phase: For communicating secretly, a secret file is
needed, which is to be embedded in a media file. Initially, an image and
a text file as a secret message are given as input for LSB steganography
system. After embedding, steganalysis scheme extracts entropy and joint
entropy of the embedded image. Next, according to the behavior of the ex-
tracted features, we train the classifier for discriminating stego image from the
cover image. We consider the SVM and ensemble classifiers for the proposed
scheme. We conduct experiments with suspected image for entropy and joint
entropy-based measures for detection of the existence of the steganography.

Empirical results show the increase in original joint entropy during the train-
ing phase that indicates the existence of steganography. On the other hand
entropy showed no appreciable change in its original value. Thus, joint en-
tropy is an effective measure for steganalysis in comparison to entropy.

� Verification Phase. In this phase, system inspects the suspected image by
scheme A and scheme B. In scheme A, entropy and joint entropy are used to
detect steganography by trained classifiers. Results show that joint entropy
can easily detect embedding while entropy shows no significant participation
in steganalysis. In scheme B, the histogram of the given image is attacked.
After that resultant image is analyzed by training classifiers for entropy and
joint entropy measures thus making a final decision whether steganography
is still detectable or not. According to the experimental results of scheme B,
joint entropy is proved to be an effective measure for detection also with the
attack on stego image, while entropy shows no change in its behavior.

Figure 2: The proposed system framework
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It is worthwhile to compare information theoretic measures for image steganal-
ysis with individual feature based steganalysis. Traditional steganalysis focuses on
image size, statistical properties, energy and contrast of the image for detection of
steganography, while we introduce entropy and joint entropy for detection purpose.
For analyzing the robustness of proposed metrics, histogram of the stego image
is modified and then entropy and joint entropy features of the image are used for
steganalysis. Further, classifiers are trained and tested with the proposed measures
for efficient detection.

4.1 Embedding & Training Phase

Adaptation of steganography technique ensures the embedding of secret message
in the cover image. Here, the cover image file is embedded with secret file by using
LSB steganography method. In training phase, the proposed steganalysis targets
applied steganography for its detection. First, features of the suspected (stego)
image are extracted followed by relevant feature selection for detection. Next,
we train the classifiers according to the decided discrimination function. For the
proposed method, entropy and joint entropy metrics are selected during feature
selection.

– Entropy : Entropy is one of the features that may get affected by embedding.
Since information is added into the cover image by modifying its original
contents, so randomness may either increase or decrease. However, steganog-
raphy produces stego image perceptibly similar to cover image, and entropy
is the factor that may affect during the embedding phase. Thus, we apply
entropy metric over steganography to detect its existence.

– Joint Entropy : While entropy of the image can be extracted for steganalysis,
joint entropy of stego image with the cover image can be a reliable metric.
Since joint entropy considers stego and cover images together for the joint
information, this may distinguish stego and cover images more clearly. After
analysis with entropy and joint entropy, experimental results show that joint
entropy gives a fixed pattern for different hiding ratio. Hence, joint entropy
performed better than entropy, as joint entropy gives results with a fewer
false alarms. Joint entropy does not change its behavior after the attack.

Above, feature selection process is followed by a classifier selection and training
stage. We experimented with Fischer linear discriminate (FLD), logistic, support
vector machine (SVM) and ensemble classifiers, the last two gave better detection
accuracy.

4.2 Verification Phase

For a given steganography method, a secret message is embedded into a cover image
to get cover/stego set. In the proposed steganalysis technique, a cover/stego pair is
processed through two different schemes as described below. Here, the verification
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phase includes testing of the given image with and without attack. The verification
phase aims to check the given image pair with entropy and joint entropy metrics
of the proposed schemes.

� Scheme A: Verification with entropy and joint entropy. One perceptive way
is to feed the image pair into a trained classifier using the selected features.
First, choose a cover/stego pair and extract entropy and joint entropy as
features. Next, based on information entropy (IE), a discrimination function
De is formulated for the classifier to discriminate between cover image Ic and
stego image Is as:

De = ‖IE(Ic)− IE(Is)‖. (15)

Instead of evaluating individual entropy of cover and stego images, joint en-
tropy of both the images is calculated. Joint entropy (JE) of cover and stego
images is proposed here for another discrimination function Dj for classifier
as:

Dj = ‖JE(Ic, Ic)− JE(Ic, Is)‖. (16)

The given image pair is checked with both the discrimination functions, en-
tropy and joint entropy. It is observed that the joint entropy metric gives
better detection.

� Scheme B : Here, we verify reliability of entropy and joint entropy by attacking
the image histogram. The stego image is modified by histogram normaliza-
tion, and then reliability is inspected by a respective discrimination function.
Histogram normalization works as:

Is norm = N(Is) =

k∑
j=0

pr(nj), k = 0 . . . L, (17)

where,

nj =
j

L
,

and k is the maximum intensity level used in the image. L is the upper
bound of intensity level. Is norm is a normalized image, nj is a normalized
intensity level of the input image, pr(nj) is probability density function of
the image with normalized levels. For example, as shown in Fig. 3, stego
image is normalized by the given equations that result in Fig. 3(c-d). As
in scheme A, the modified image is analyzed by entropy and joint entropy
metrics, respectively, as given in the following two equations:

Dhe = ‖IE(Ic)− IE(Is norm)‖, (18)

and,
Dhj = ‖JE(Ic, Ic)− JE(Ic, Is norm)‖. (19)
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Verification phase provides discrimination functions for classifiers to decide
whether the given image is stego or original. According to the proposed
discrimination functions after histogram attack, Dhe for entropy metric and
Dhj for joint entropy metric results show that joint entropy is still able to
distinguish cover and stego images.

Figure 3: Example of a sample stego image and its normalized image with his-
togram: (a) Original stego image, (b) Histogram of the original stego image, (c)
Stego image after histogram normalization, i.e., normalized stego image, a.k.a. the
stego image after histogram attack, and (d) Histogram of the normalized stego
image.

5 Performance Evaluation

The performance of information theoretic steganalysis is studied in this section. We
compare both the proposed metrics – entropy and joint entropy – and then select
joint entropy as a better metric for steganalysis. Therefore, we include initially
results for both the entropy and joint entropy, and later we include detailed results
for joint entropy only. We carry out experimental results using different secret files
and binary classifiers for detection.

The performance of the steganalysis method is measured by detection accuracy
rate with respect to the specific steganography:

Pdetect = 1−Derror, (20)

where Derror is the probability of error difference. When we target a steganography
method, the error difference between actual embedding and detected embedding
acts as a steganalysis measure. Error difference is defined as a difference between
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original embedding features, oembed and detected embedding features, dembed :

Derror = oembed − dembed. (21)

An ideal steganalysis technique has zero error difference with 100% accuracy. De-
tected embedding decision process includes false positives and false negatives. Tar-
geted steganalysis tries to maximize detection accuracy by observing these two
aspects. False positives give the false alarm by placing the cover image into stego
image class, while false negatives contribute to false alarm by escaping stego image
undetectable. So, extracted embedding during steganalysis scheme dembed can be
defined as:

dembed =
1

2
(fp+ fn), (22)

where fp and fn are respective false positives and false negatives of steganalysis
scheme. Therefore detection accuracy rate is:

Pdetect = 1− [oembed − (
1

2
(fp+ fn))]. (23)

5.1 Experimental Setup

For experiments, we have used MATLAB 2017a Windows 7, CPU core i7 with 10
GB of RAM. We have examined 1000 grayscale images of dimensions 256 × 256,
384×512, 512×512 and 1024×1024 for training and testing. The dataset includes
benchmark images taken from nature and some random captures, which are used
in image processing and data hiding. A few images used from this image dataset,
are shown in Fig. 4. For analyzing the effects of secret file size, we have taken
1000, 5000, 10000 and 20000 KB text files. Each image of the dataset is processed
by LSB embedding methods with various secret text files.

After obtaining the stego and cover images, all the possible features are ex-
tracted, including entropy and joint entropy. Further, with extracted information
theoretic features, every stego image is inspected for maximum embedding detec-
tion. We have used binary classifiers for decision making between the cover and
stego images. For the initial training phase, we have used half of the images of the
dataset and rest half for testing process. For further experiments, we have used a
different ratio of training and testing sets from the dataset to examine the accuracy
of the corresponding classifier. During the training and testing phase, the extracted
features are compared with the original image while the verification phase checks
the reliability of the proposed metrics by attacking the histogram of the image.

5.2 Performance Analysis of Proposed Metrics

For performance analysis of the proposed steganalysis features, we gather 1000
gray-scale images of different dimensions and use them as cover images. The spatial
domain based steganography methods, namely, standard LSB embedding and LSB
plus-minus (LSBPM) [16] are used to create corresponding stego image datasets.
Furthermore, the produced stego images are inspected with entropy and joint en-
tropy based features.
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Figure 4: A few gray scale images taken from the dataset.

5.2.1 Entropy and joint entropy with varying hiding ratio

Both entropy and joint entropy are information theoretic metrics, however, the
information gain during steganalysis makes the difference. From equations (15),
(16), (18) and (19), we compare the performance of these metrics as:

Pcompare = Dj −De, (24)

or

Pcompare = Dhj −Dhe. (25)

Here, the accuracy and efficiency of the proposed metrics are analyzed for detecting
LSB and LSBPM steganography methods. First, the stego image generated by
steganography methods is experimented for detection purpose by using entropy and
joint entropy metrics. We repeated experiments over a set of twenty images selected
randomly. Since the behavior remains the same throughout our experiments, hence
we represent the results of one representative sample of our experiments in Table 1
due to space consideration. Table 1 represents the results obtained for entropy and
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joint entropy based features for detecting standard LSB embedding and LSBPM
steganography methods.

Table 1: Entropy and joint entropy for LSB and LSBPM steganography methods
over a randomly selected image.

steganograpy Bit Rate Entropy Joint entropy
LSB 0.20 6.709312 6.709312

0.45 6.709350 6.749539
0.73 6.709482 7.700813
0.99 6.709482 7.700813

LSBPM 0.20 6.756524 6.701335
0.45 6.761320 6.790011
0.73 6.774975 7.713119
0.99 6.786145 7.895221

From Table 1, we observe that the standard LSB embedding method does not
show any significant variation in entropy values, while joint entropy increases with
increase in bit rate. Almost similar is the case with LSBPM steganography, in
which the entropy values are increased very marginally, while joint entropy increases
significantly over increase in bit-rate. We also got the similar pattern of variations
of entropy and joint entropy with varying bit-rates after histogram attack. This is
discussed in the next sub-section. Therefore, we conclude from these results that
joint entropy is an effective measure over entropy for detection.

5.2.2 Effect of histogram attack

Further, performance of entropy and joint entropy is explored by attacking his-
tograms of the stego images. Here, the stego images of used dataset with histogram
attack are experimented to check the metrics efficiency. Table 2 shows a represen-
tative sample result for showing the reliability of proposed features for detecting
LSB steganography methods after histogram attack.

Table 2: Entropy and joint entropy for LSB and LSBPM steganography methods
after histogram attack over a randomly selected image.

steganograpy Bit Rate Entropy Joint entropy
LSB 0.20 5.921757 6.709312

0.45 5.921710 6.743879
0.73 5.918913 7.475977
0.99 5.918913 7.475977

LSBPM 0.20 5.935647 6.712546
0.45 5.938745 6.735481
0.73 5.949965 7.328165
0.99 5.949965 7.452096
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From Table 2, we observe the similar behaviour as in Table 1, that there is
no appreciable change in entropy values with varying bit-rates, while joint entropy
increases with increase in hiding bit-rates. From these experimental results, taken
over a range of grey-level images with varying hiding rates and histogram attacks,
we conclude that (i) entropy is not a discriminative feature, while (ii) joint entropy
can be used reliably for both the LSB and LSBPM steganography methods with
varying hiding ratio and with histogram attacks.

Next, we experiment both the metrics for detection accuracy before and after
the statistical, i.e., histogram attack. We calculate detection accuracy with entropy
and joint entropy, before and after histogram attack, for both LSB and LSBPM
methods. The entropy metric before and after histogram attack does not indicate
any pattern for detecting steganography. Thus, the detection accuracy with entropy
for both the methods, i.e., before and after attacks, is quite low.

However, the joint entropy metric deflects after embedding in both cases, i.e.,
before and after attack. The stego image has marginally higher joint entropy with
respect to the original image. The detection accuracy with joint entropy is found
to be above 90% for all the cases across all the randomly selected images. The
results are depicted in Fig. 5(a) for both entropy and joint entropy before and after
histogram attack.
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Figure 5: (a) Detection accuracy with entropy and joint entropy (before and after
attack): ES (Entropy of stego image), ESH (Entropy of stego image after histogram
attack), JES (Joint entropy of stego image), JESH (Joint entropy of stego image
after histogram attack), and (b) Detection rate by joint entropy with varying hiding
rate for LSB and LSBPM steganography methods.

All the results presented herein above in Tables 1 & 2 and Fig. 5(a), discard
use of entropy as an information theoretic feature for steganalysis. Next, we calcu-
late joint entropy with different hiding ratios for both LSB and LSBPM methods,
and plot in Fig. 5(b). These plots show that joint entropy varies significantly with
different hiding ratios. Thus, joint entropy is shown to be an effective metric for de-
tection of steganography with histogram attack. All the above results computed for
joint entropy, finally, establish joint entropy as a distinctive feature for steganalysis.
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Table 3: Joint entropy with different classifiers.

Classifier
Detection

Correct Incorrect Total Accuracy
SVM 245 5 250 0.98
Fisher LD 454 78 535 0.85
Logistic 135 17 152 0.89
Ensemble 570 32 602 0.95

5.2.3 Detection accuracy with classifiers

We use two class classifiers for discrimination between cover and stego images. For
classification, we selected four classifiers, namely, Support Vector Machine (SVM),
Fisher linear discriminant (Fisher LD), logistic, and ensemble classifiers. Table 3
includes the results of joint entropy with these four classifiers before the attack. The
SVM and ensemble classifiers have shown higher accuracy over the Fisher LD and
logistic classifiers. The corresponding classification results of joint entropy, after
histogram attack, are shown in Table 4. In analogy with the classification results
before attack, the results of SVM and ensemble classifiers, after attack, have higher
accuracy over the other two classifiers.

Table 4: Joint entropy after histogram attack with different classifiers.

Classifier
Detection

Correct Incorrect Total Accuracy
SVM 232 18 250 0.93
Fisher LD 396 139 535 0.74
Logistic 124 28 152 0.82
Ensemble 566 36 602 0.94
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Figure 6: Classification results using entropy and joint entropy: (a) before attack,
and (b) after attack.
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The corresponding classification results of Tables 3 & 4 are plotted in Fig. 6;
the plots in Fig. 6(a) represent classification accuracy before attack, and plots in
Fig. 6(b) represent the results after attack. In addition, the plots in Fig. 6 also
include classification accuracy with entropy. It can be observed that the detection
accuracy is much higher with joint entropy metric over entropy. Moreover, the
detection accuracy with entropy decreases very significantly after the statistical
histogram attack. For all classifiers, the classification accuracy with joint entropy,
before and after attack, remains above 80%, this is above 90% with the state of art
classifiers, namely, SVM and ensemble classifiers.

Finally, we plot ROC curves for joint entropy with respect to the steganography
detection before and after the attack in Fig. 7. These experiments are done by
averaging observations from LSB and LSBPM steganography.

(a) (b)

Figure 7: ROC curve with joint entropy: (a) without attack, and (b) with attack.

In summary, the steganalysis performance with information theoretic metrics,
namely, entropy and joint entropy, for detecting LSB class of steganography, is
shown by Table 1 to Table 4 and Fig. 5 to Fig. 7. As the embedding rate increases,
joint entropy is shown to be an effective detection metric with a better accuracy
rate in comparison to entropy. The detection rate with entropy metric, before the
attack, is 70%, and after histogram attack, it decreases to 30%. In contrast, the
same detection rate with joint entropy metric before the attack is 98%, and remains
almost the same after the attack, it reduces very marginally to 93%. Therefore, the
detection of LSB steganography methods by joint entropy metric is much superior
than that of entropy metric.

6 Conclusion

In this work, information theoretic measures for steganalysis are proposed for de-
tecting LSB steganography methods. Existing steganalysis schemes distinguish the
cover and stego images based on their individual information. In the proposed
scheme, images with their original versions are used to extract entropy and joint
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entropy based features. Extracted features were used to distinguish stego and cover
images by using SVM and ensemble classifiers. For checking the efficiency of the
method, images were attacked statistically and detection accuracy was then mea-
sured. Experimental results showed that entropy is not a reliable measure for the
detection of LSB steganography, while joint entropy is shown to be quite discrimi-
native.

In order to analyze the proposed detection measures for different hiding ratio,
we have examined entropy and joint entropy over different secret files. Detection
accuracy by joint entropy is observed to be better than the detection accuracy by
entropy. For classification between cover and stego images, a few classifiers are
compared in terms of false alarms, correct prediction and accuracy; the SVM and
ensemble classifiers show maximum accuracy.

Future research augmentation can be to use the proposed metrics for detecting
frequency based steganography. Further analysis can be done with other attacks
and observing their effects on detection accuracy. In order to define a standard
steganalysis measure, one may work to derive a well-formed metric using joint
entropy and compare its performance with other well-known steganalysis methods.
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On the Steps of Emil Post: from Normal Systems

to the Correspondence Decision Problem∗

Vesa Halavaa and Tero Harjub

Abstract

In 1946 Emil Leon Post (Bull. Amer. Math. Soc. 52 (1946), 264–268) in-
troduced his famous correspondence decision problem, nowadays known as the
Post Correspondence Problem (PCP). Post proved the undecidability of the
PCP by a reduction from his normal systems. In the present article we follow
the steps of Post, and give another, somewhat simpler and more straightfor-
ward proof of the undecidability of the problem by using the same source of
reductions as Post did. We investigate these, very different, techniques, and
point out out some peculiarities in the approach taken by Post.

Keywords: normal systems, Post correspondence problem, undecidability,
assertion problem

1 Introduction

The original formulation of the Post correspondence problem (or, as Post called it,
the correspondence decision problem [8]), PCP for short, is stated as follows:

Problem 1 (Post Correspondence Problem). Let A = {a, b} be a binary alphabet,
and denote by A∗ the set of all finite words over A. Given a finite set of pairs of
words in A∗,

W = {(ui, vi) | ui, vi ∈ A∗, i = 1, 2, . . . , n},
does there exist a nonempty sequence i1, i2, . . . , ik of indices, where ij ∈ {1, 2, . . . , n}
for 1 ≤ j ≤ k, such that

ui1ui2 · · ·uik = vi1vi2 · · · vik ? (1)
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In the history of computability, the Post correspondence problem and its many
variants have played an important role as simply defined algorithmically undecid-
able problems that can be used to prove other undecidability results. Here we
concentrate on the undecidability proofs of the PCP itself.

A standard textbook proof of the undecidability of the PCP employs the halting
problem of the Turing machines as the base of the reduction; see e.g. [9], or the
construction by Claus [2] from the word problem of the semi-Thue systems, which
gives better undecidability bounds on the number of pairs in the sets. The integer
n = |W | in Problem 1 is said to be the size of the set W . The set W is called
an instance of the PCP. Recently, Neary [5] showed that the PCP is undecidable
for |W | = 5 using the (Post) tag systems that form a special class of Post normal
systems; see [6].

In his article [8], Post proved that the PCP is unsolvable, i.e., undecidable, by
a technical and nontrivial reduction from the assertion problem of the Post normal
systems. We shall give another proof by utilizing the same source.

There are several proofs of the PCP. The standard reductions from the Turing
machines, semi-Thue systems and tag systems to the PCP have a common leading
idea: An instance of the PCP is constructed so that any solution to the instance
is a (encoded) concatenation of the configurations required in the computation or
derivation of the original machine or system. This is not the case in Post’s original
proof. Indeed, he relies simply on the words in the rules of a derivation in a normal
system. A sequence of these words imply a required derivation in the normal system
if and only if the sequence is a solution of a particular instance of the PCP. The
new proof presented in this article is based on the idea in the standard type – a
solution exists to the constructed instance of the PCP if and only if the solution is
a concatenation of the full configurations required of the given Post normal system.

We note that, in Post’s definition, the PCP is defined for binary words. Actually,
the cardinality of the alphabet A is not relevant, since every instance of the PCP
with any alphabet size has an equivalent one in terms of binary words using an
injective encoding into binary alphabet {a, b}∗ from A∗. For example, if A =
{a1, a2, . . . , ak}, then ϕ defined by ϕ(ai) = aib is such an encoding. Note, however,
that the PCP is decidable for sets of pairs W over unary alphabet.

The structure of this article is the following: In Section 2, we present the ba-
sic notions, notations needed in this article. Especially, we introduce the normal
systems and present preliminary results on them. In Section 3 we present Post’s
construction, following Post’s original article, but also give some explanatory steps
for readability. In Section 4 we present our main contribution: another proof for
the undecidability of the Post Correspondence Problem using the same source of
undecidability as in Section 3 in the Post’s construction.

Short preliminary version of this article can be found in [3].
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2 Normal systems

Let A be a finite alphabet and denote by A∗ the set of all finite words over A
including the empty word ε. The length of a word u, i.e., the number of occurrences
of letters in u, is denoted by |u|. For words u and w, the word u is a prefix of w
if there exists a word v such that w = uv. If u is a prefix of w with w = uv, we
denote the suffix v also by u−1w.

For a word w ∈ A∗, if w = a1 · · · an−1an where ai ∈ A for all i = 1, . . . , n, then
the reverse of w is defined to be wR = anan−1 · · · a1.

The words u and v are (cyclic) conjugates if there exist words x and y such that
u = xy and v = yx.

We give a formal definition of a normal system instead of the bit informal one
used by Post in [8].

Let A = {a, b} be a binary alphabet, and let X be a variable ranging over the
words in A∗. A normal system S = (w,P ) consists of an initial word w ∈ A+ and
a finite set P of rules of the form αX �→ Xβ, where α, β ∈ A∗. We say that a word
v is a successor of a word u, if there is a rule αX �→ Xβ in P such that u = αu′

and v = u′β. We denote this by u → v. Let →∗ be the reflexive and transitive
closure of→. Then u→∗ v holds if and only if u = v or there is a finite sequence of
words u = v1, v2, . . . , vn = v such that vi → vi+1 for i = 1, 2, . . . , n − 1. A normal
system is a special case of the Post canonical system for which Post proved in 1943
the Normal-Form Theorem; see [6]. On the other hand, the tag systems mentioned
in the introduction are a special class of the normal systems that have a constant
length left for rule words α; see [6].

The assertion of a normal system S = (w,P ) is the set

AS = {v ∈ A∗ | w →∗ v} . (2)

Problem 2 (Assertion Problem). Given a normal system S = (w,P ) and a word
u, does u ∈ AS hold?

The following result is crucial for the construction presented in this article, but
the reference for it is a bit peculiar: in footnote 2 of [8], Post gives citation to his
paper [7] for an informal proof and to Church [1] for a formal proof, but with a
comment that a verification of the recursiveness of the reduction is needed and then
he gives guidelines for missing details on the footnote.

Proposition 1. The assertion problem for normal systems is undecidable.

Actually, the problem remains undecidable even if we assume that in each rule
αX �→ Xβ in P the words α and β are non-empty; see Post [8], footnote 3. A
normal system with non-empty rule words is called a standard normal system in
the literature. Therefore, we can assume in the following that the normal systems
are standard. This assumption is indeed crucial when we construct instances of the
PCP from the normal systems in Sections 3 and 4.
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3 Undecidability of the PCP by Emil Post

In this section we present the original proof and construction of Emil Post in [8].
Occasionally we use more modern terminology instead of Post’s original terms.

Let u ∈ AS , where S = (w,P ). As the assertion problem is trivial for the case
u = w, we assume that u 	= w. Therefore, there exists a sequence

w = α1x1, x1β1 = α2x2, . . . , xk−1βk−1 = αkxk, xkβk = u , (3)

where αiX → Xβi is a rule for each i with xj ∈ A∗ for all j. The idea in Post’s
proof is to present the set of equations in (3) as a single equation in the form of a
word equality (1).

Consider the word wβ1β2 · · ·βk obtained from (3). Using the equations in (3),
we obtain, for each j = 1, 2, . . . , k,

wβ1β2 · · ·βj−1 = α1α2 · · ·αjxj , (4)

and finally
wβ1β2 · · ·βk = α1α2 · · ·αku . (5)

By (4), we have, for each j = 1, 2, . . . , k,

|wβ1β2 · · ·βj−1| ≥ |α1α2 · · ·αj | . (6)

So we have shown that the derivation sequence (3) implies (4), which further implies
(5) together with the inequalities (6). Actually, u ∈ AS , that is, existence of a
sequence (3) is indeed equivalent to the join of (5) and (6). For this we need to
prove the above implications in the opposite direction.

First, we show that the join of the equalities (5) and (6) imply the equations
in (4). For this it suffices to choose

xj = (α1α2 · · ·αj)
−1(wβ1β2 · · ·βj−1)

for all j.
Furthermore, for the equations in (3), we obtain, for all 1 ≤ j ≤ k,

αj+1xj+1 = αj+1(α1α2 · · ·αj+1)
−1(wβ1β2 · · ·βj)

= (α1α2 · · ·αj)
−1(wβ1β2 · · ·βj−1)βj = xjβj ,

and we have the equations in (3) except the first and the last ones. The first one
is obtained directly from (4) by setting j = 1. Also, the last one will follow, since

α1α2 · · ·αkxkβk = wβ1β2 · · ·βk−1βk = α1α2 · · ·αku .

We have proved that (5) and (6) are satisfied if and only if the equations in (3) are
satisfied, i.e., (5) and (6) are equivalent to the condition u ∈ AS .

Finally, we need to get rid of the extra condition (6). This is done by construct-
ing a new normal system S1, where (5) implies (6), and uc ∈ AS1 if and only if
uR ∈ AS holds, where c is a new letter introduced below.
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For this, let first S′ = (wR, P ′), where

P ′ =
{
XαR �→ βRX | αX �→ Xβ ∈ P

}
.

Strictly speaking the system S′ is not normal. It is a ‘dual’ of a normal system.
However, we can still write u ∈ As if and only if uR ∈ AS′ . Next we design a
system S′′ = (wRc, P ′′), where c is a new letter. Let

P ′′ =
{
XαRc �→ βRXc | αX �→ Xβ ∈ P

}
.

It is immediate that uR ∈ AS′ if and only if uRc ∈ AS′′ . Obviously, S′′ is even less
normal as the letter c is kept constantly in the end of the words of the derivations.

Finally, let S1 = (wRc, P1) be the normal system, where

P1 =
{
αRcX �→ XcβR | αX �→ Xβ ∈ P

} ∪ {yX �→ Xy | y ∈ {a, b, c}} .
Notice that the rules yX �→ Xy for y ∈ {a, b, c} imply that any sequence can
be transformed to its conjugates. Therefore, if a rule is applied in S′′, then the
corresponding rule can be applied in S1, since in the rules in P1 the left hand sides
are conjugates of the left hand sides of the rules in P ′′ and the right hand sides are
conjugates of the right hand sides of the corresponding rules in P ′′. Let

Cv = {w | w is a conjugate of v}
called the conjugacy class of the word v.

Then we have

AS1
= AS′′ ∪

⋃
v∈AS′′

Cv = (AS′)
R
c ∪

⋃
v∈AS′

CvRc = (AS)
R
c ∪

⋃
v∈AS

CvRc =
⋃

v∈AS

CvRc .

To verify the above equality of sets, assume u ∈ AS1
. Denote by x

C→ y if y ∈ Cx.
For u, there exist a sequence of words and successors

wRc
C→ αR

1 cx1, x1cβ
R
1

C→ αR
2 cx2, x2cβ

R
2

C→ αR
3 cx3, . . . ,

xn−1cβ
R
n−1

C→ αR
n cxn, xncβ

R
n

C→ u ,
(7)

where αRcX �→ XcβR
n are in P1 and

C→ part are done with rules yX �→ Xy in S1.
Using cyclic shifts for all words in sequence (7) so that the special symbol c is the

right most symbol of the word makes
C→ to be equality, and we get that there exists

a sequence

wRc = x1α
R
1 c, βR

1 x1c = x2α
R
2 c, βR

2 x2c = x3α
R
3 c, . . . ,

βR
n−1xn−1c = xnα

R
n c, βR

n xnc
C→ u .

Now cancelling the letters c, taking reverse of all words and using the equality
(xy)R = yRxR, we have the sequence

w = (wR)R = (x1α
R
1 )

R = α1x
R
1 , xR

1 β1 = (βR
1 x1)

R = (x2α
R
2 )

R = α2x
R
2 , . . . ,

xR
n−1βn−1 = (βR

n−1xn−1)
R = (xnα

R
n )

R = αnx
R
n , xR

nβn = v,
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for a word v with vc
C→ uR. We have proved that u ∈ AS1

implies uR ∈ Cvc for
a word v ∈ AS . We note that uR ∈ Cvc is equivalent to u ∈ CvRc. As the above
verification works also in the other direction, we have proved that

AS1
=

⋃
v∈AS

CvRc.

Denote the rules of P1 in the form γX �→ Xδ. As in the above for the system
S, we obtain that if uRc ∈ AS1

then

wRcδ1δ2 · · · δk = γ1γ2 · · · γkuRc , (8)

where γiX �→ Xδi ∈ P1 for each i. We shall prove that in S1 the condition (8)
implies the condition

|wRcδ1δ2 · · · δj−1| ≥ |γ1γ2 · · · γj | , (9)

for all j = 1, 2, . . . , k.
Assume contrary to the claim that there is a solution to (8) such that for some s,

|wRcδ1δ2 · · · δs−1| < |γ1γ2 · · · γs| ,
and let v be a nonempty word in {a, b, c}∗ such that

wRcδ1δ2 · · · δs−1v = γ1γ2 · · · γs . (10)

Now for each rule γiX �→ Xδi of P1, either both sides contain one c or neither of
them contains c. Therefore if γs contains no occurrences of c then the left hand
side of (10) would have at least one more occurrence of c than the right hand side;
a contradiction. If c occurs in γs, then c is necessarily the last letter of γs and v
would also end with c, and again the left hand side has more occurrences of the
letter c than the right hand side; again a contradiction.

Therefore we have shown that u ∈ As if and only if uRc ∈ AS1
, which holds if

and only if there exist rules γiX �→ Xδi ∈ P1 for i = 1, . . . , k with

wRcδ1δ2 · · · δk = γ1γ2 · · · γkuRc . (11)

We then begin by the equation (11), and use the technique which is nowadays
called desynchronization. Let d be a new symbol absent in S1 and define a mapping
�d : {a, b, c} → {a, b, c, d} which writes the letter d before (to the left hand side of)
every letter in a word, and define rd similarly writing d to the right hand side of
every letter. The mappings �d and rd extend to morphisms in the natural manner.
They are called desynchronizing morphisms. Now from equation (11), we obtain

d�d
(
wRcδ1δ2 · · · δk

)
dd = ddrd

(
γ1γ2 · · · γkuRc

)
d , (12)

where both sides begin and end with a double dd, and elsewhere d is between all
pairs of letters from {a, b, c}. We let

W = {(�d(γ), rd(δ)) | γX �→ Xδ ∈ P1} ∪
{
(d�d(w

Rc), dd), (dd, rd(u
Rc)d)

}
(13)
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be an instance of the PCP. It is straightforward that if u ∈ AS , then the instance W
has a solution. We note that the assumption that the normal system S is standard,
i.e., the rule words are non-empty, is needed at this point to guarantee that the
desynchronization works properly.

What is left is to show is the converse: if W has a solution, then u ∈ AS . For
this, assume that W has a solution, and choose a minimal solution, i.e. a solution
that does not contain any solutions as a proper prefix. It is immediate that if W
has a solution, it has a minimal solution.

Obviously, a solution must begin with the pair (d�d(w
Rc), dd) as that is the

only pair having a common nonempty prefix. Similarly, a solution must end with
the pair (dd, rd(u

Rc)d), since that is the only pair in W with a common nonempty
suffix. On the other hand, these two special pairs with occurrences of the word
dd cannot appear in the middle of any minimal solution as dd can be covered only
by these two pair. Therefore, if i1, . . . , ik is a minimal solution to the instance W ,
then

ui1ui2 · · ·uik = vi1vi2 · · · vik with (uij , vij ) ∈W for j = 1, . . . , k ,

then (ui1 , vi1) = (d�d(w
Rc), dd), (uik , vik) = (dd, rd(u

Rc)d) and

(uij , vij ) = (�d(γj), rd(δj)) and γjX �→ Xδj ∈ P1 ,

for j = 2, . . . , k−1. It follows that the minimal solution corresponds to the equation
(12) which implies that u ∈ As.

By Proposition 1, we have

Theorem 3. The PCP is undecidable.

Recall that {a, b, c, d}∗ can be embedded into {a, b}∗ by an injective morphisms.
In this way we obtain instances in the binary alphabet as originally considered by
Post.

Actually, Post proved the undecidability of a special form of the PCP, called
the generalized PCP in the literature; see for example [4].

Theorem 4. It is undecidable for given set of pairs {(ui, vi) | 1 ≤ i ≤ n} of words
whether or not there exist a sequence i1, i2, . . . , ik such that

u1ui1 · · ·uikkun = v1vi1 · · · vikvn . (14)

Note that in Theorem 4 the first pair and the last pair of the required solution
are fixed in (14) to be (u1, v1) and (un, vn), respectively. In W constructed in (13),
(u1, v1) = (d�d(w

Rc), dd) and (un, vn) = (dd, rd(u
Rc)d). Note also that in (14) we

could assume that, ij /∈ {1, n} for all j = 1, . . . , k.

4 Another proof for the PCP from the normal sys-
tems

In this section we give a new proof for the undecidability of the PCP by a reduction
to the assertion problem of the normal systems, i.e., we show that if the PCP
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is decidable, then the assertion problem of the normal systems is also decidable,
contradicting Proposition 1. For this, we take an arbitrary (non-trivial) instance of
the assertion problem, that is, normal system S = (w,P ) and word u with u 	= w,
and construct an instance WS,u of the PCP such that WS,u has a solution if and
only if u ∈ AS .

The present proof takes a modern approach of connecting the configurations of
a derivation in the normal systems to a solution of the PCP – instead of the rule
words used by PCP as was done in the original proof by Post in Section 3.

Let S = (w,P ) be a normal system over the binary alphabet {a, b} where
P = {p1, . . . , pt} and pj = αjX �→ Xβj for j = 1, . . . , t. As Post did, we begin with
the sequence (3), but use different indices: we assume that there exists a sequence
of equalities

w = αi1x1, x1βi1 = αi2x2, . . . , xk−1βik−1
= αikxk, xkβik = u , (15)

for the input word u where αijX �→ Xβij ∈ P for j = 1, . . . , k. Instead of the
equations (5) and (6), we take

wx1βi1x2βi2 · · ·xkβik = αi1x1αi2x2 · · ·αikxku, (16)

where the configurations in (15) are concatenated – left hand sides on the left and
right hand sides on the right.

Let c and f be new letters. We split each rule pj ∈ P to two pairs pαj and pβj
as follows:

pαj = (�d(c
jf), rd(fαj)) and pβj = (�d(βj), rd(c

j)),

where rd and �d are the desynchronizing mappings for the letter d. The word cjf
is a marker word that forces a solution of the (the below) instance of the PCP to
choose the pairs jointly. Consider the following instance of the PCP:

W ={(d�d(fw), dd), (dd, rd(fu)d), (da, ad), (db, bd)}
∪ {pαj , pβj | j = 1, . . . , t}. (17)

To see the idea encoded in W , let us first assume that W has a solution. A solution
must necessarily begin with the pair (d�d(fw), dd) that we now write in the form

L: d�d(fw)

R: dd

In order to produce rd(fw) to the right hand side, we need to use a pair which has
f as a first symbol on the right hand side. As the pair (dd, rd(fu)d) produces dd to
the end of left hand side, which then has to match with dd produced by the right
hand side, we must have

d�d(fw) · dd = dd · rd(fu)d,
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implying w = u. In a non-trivial case of the assertion problem, u 	= w, for producing
rd(fw) to the right hand side, there must exist a pair pαi1 = (�d(c

i1f), rd(fαi1)) in
W with w = αi1x1. After this we have

L: d�d(fwc
i1f)

R: ddrd(fαi1)

Now the first occurrence of the letter c forces the use of the pairs (da, ad), (db, bd) ∈
W in order to have x1 and cover the start word w of the left hand side. So now we
have

L: d�d(fwc
i1fx1)

R: ddrd(fαi1x1)

Next to match ci1 , we must chose the other half of the rule Pi1 , i.e., the pair

pβi1 = (�d(βi1), rd(c
i1)). We then have

L: d�d(fwc
i1fx1βi1)

R: ddrd(fαi1x1c
i1).

In other words, after forgetting the synchronizing letters d, the left hand side has
the overflow fx1βi1 . As above, the occurrence of f forces to chose the rule pαi2 , then

write xi2 and the other half of the rule pi2 , the pair pβi2 etc. Therefore, at some
point we must have

L: d�d(fwc
i1fx1βi1c

i2f · · · fxt−1βit−1c
itfxtβit)

R: ddrd(fαi1x1c
i1fαi2x2c

i2f · · · fαitxtc
it)

(18)

with each w, u, xij , αij and βij satisfying (15) up to index t ≥ 2. Note that

d�d(fwc
i1fx1βi1c

i2f · · · fxt−1βit−1
cit)d = ddrd(fαi1x1c

i1fαi2x2c
i2f · · · fαitxtc

it).

A minimal solution in W must end with pair (dd, rd(fu)d) in order to match the
d’s in the solution. As rd(fu)d begin with f and has no c’s, and left hand side has
one more f than the right hand side in (18), the pair (dd, rd(fu)d) has to match
fxtβit in (18). Therefore, at some point t = k in (15) and (16) with xkβik = u and

d�d(fwc
i1fx1βi1c

i2f · · · cikfxkβik)dd

=ddrd(fαi1x1c
i1fαi2x2c

i2f · · ·αikxkc
ikfu)d.

The other direction is clear: Suppose u ∈ AS . Then there exists a sequence of
equations (15) satisfying (16). We start with (16), and place symbols f and words
ci accordingly using the equations in (15). Then we get

fwci1fx1βi1c
i2f · · · cikfxkβik = fαi1x1c

i1fαi2x2c
i2f · · ·αikxkc

ikfu.
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Now placing dd to both ends and d between the letters a, b, c, f , we obtain

d�d(fwc
i1fx1βi1c

i2f · · · cikfxkβik)dd

= ddrd(fαi1x1c
i1fαi2x2c

i2f · · ·αikxkc
ikfu)d .

(19)

What is left is to show that the words in (19) can be build with pairs of W ,
correspondingly. For this, for a word x ∈ {a, b}∗, x = e1 · · · en and ei ∈ {a, b},
denote by x̄ the sequence of pairs (de1, e1d), . . . , (den, end) from W . The idea is
that the sequence x̄ writes �d(x) to the left hand side and rd(x) to the right hand
side in a solution. Let Z be the following sequence of pairs of W ,

(d�d(fw), dd), p
α
i1 , x̄1, p

β
i1
, pαi2 , x̄2, p

β
i2
, . . . , pαik , x̄k, p

β
ik
, (dd, rd(fu)d).

Now, Z is a solution of the PCP, as

d�d(fw)�d(c
i1f)�d(x1)�d(βi1)�d(c

i2f) · · · �d(cikf)�d(xk)�d(βik)dd

= d�d(fwc
i1fx1βi1c

i2f · · · cikfxkβik)dd

= ddrd(fαi1x1c
i1fαi2x2c

i2f · · ·αikxkc
ikfu)d

= ddrd(fαi1)rd(x1)rd(c
i1)rd(fαi2)rd(x2) · · · rd(fαik)rd(xk)rd(c

ik)rd(fu)d ,

(20)

where the first and the last words are the left hand and the right hand sides (respec-
tively) of words in pairs in Z catenated correspondingly. This implies the existence
of a solution of the PCP for the set W when u ∈ AS . Therefore, the PCP is
undecidable.

5 Conclusion

A shorter and bit simpler proof for the undecidability of the PCP was given using
the same source of undecidability, the Post normal systems, as in the original proof
by Post. We are in no doubt that the present proof could have been found by Emil
Post as well, but as a true pioneer of the field of computability he immediately
would have noticed the following deficiency of the construction: when considering
the size of an instance as constructed in the proof, Post’s original construction
gives an instance of size |P | + 5, but our new construction gives an instance of
size 2|P |+ 4. As the undecidable problem in the normal system, the cardinality of
P must be at least two, we realize that Post’s proof gives a better bound for the
undecidability.
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Estimating the Dimension of the

Subfield Subcodes of Hermitian Codes

Sabira El Khalfaouia and Gábor P. Nagyb

Abstract

In this paper, we study the behavior of the true dimension of the sub-
field subcodes of Hermitian codes. Our motivation is to use these classes of
linear codes to improve the parameters of the McEliece cryptosystem, such
as key size and security level. The McEliece scheme is one of the promising
alternative cryptographic schemes to the current public key schemes since in
the last four decades, they resisted all known quantum computing attacks.
By computing and analyzing a data collection of true dimensions of subfield
subcodes, we concluded that they can be estimated by the extreme value
distribution function.

Keywords: AG code, Hermitian code, subfield subcode, extreme value dis-
tribution

1 Introduction

Recently, there has been a big amount of research addressed to quantum computers
that use quantum mechanical techniques to solve hard computational problems in
mathematics [2]. The existence of these powerful machines threaten many of the
public-key cryptosystem that are widely in use. Combined with Shor’s algorithms
[38], this would risk the confidentiality and integrity of today’s digital communi-
cations. Post-quantum cryptography aims to construct and develop cryptosystems
that resist against quantum computing attacks.

McEliece [28] introduced the first code-based public-key cryptosystem in 1978,
where he employed error correcting codes to generate the public and private key
with security relying on two aspects: NP-completeness of decoding linear codes
and the distinguishing of the chosen codes. The original McEliece scheme was
constructed with binary Goppa codes which are subfield subcodes of generalized
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Reed-Solomon codes. Even today, this proposal represents a good candidate for
post-quantum cryptography [1]. There have been several attempts to find appro-
priate classes of codes and their parameters, which give rise to a secure and effective
cryptosystem, for more details see [31, 27]. In this paper, we study the possibility
of the application of subfield subcodes of Hermitian codes in the McEliece scheme.
More precisely, we do the first step by investigating the true dimension of these
codes for a broad spectrum of parameters, for partial results see [13, 34]. Our main
observation is that the true dimension of subfield subcodes of Hermitian codes can
be estimated by the extreme value distribution function.

In the literature, several attacks have been proposed against McEliece cryptosys-
tem in general, and against McEliece systems based on AG codes, see [3, 27, 6].
Attacks can be divided into two classes: structural, or key recovery attacks, aimed
at recovering the secret code, and decoding, or message recovery attacks, aimed
at decrypting the transmitted ciphertext. The generic decoding attack against the
McEliece scheme is the information set decoding (ISD) algorithm. The most recent
and most effective structural attack against AG code based McEliece systems is the
Schur product distinguisher.

The structure of this paper is as follows. In section 2, we review the necessary
background to define subfield subcodes, algebraic geometry codes and Hermitian
codes. In section 3, we introduce some tools borrowed from statistics in order to
handle our computed data on the true dimension of subfield subcodes of Hermitian
codes, the latter being presented in section 4. Our main result is Proposition
1 in section 5 which shows the excellent fitting properties of the extreme value
distribution to our measurements. In section 6, we applied this estimate to study
the development of the key size of Hermitian subfield subcodes.

2 Backgrounds, formulas

In this section, we give an overview on subfield subcodes, AG codes and some of
their properties, for more details the reader is refereed to the monographs [17, 40,
41]. Our terminology on coding theory is standard, see [40, 18]. In particular, by
an Fq-linear code of length n, we mean a linear subspace of Fn

q .

2.1 Subfield subcodes

Let h be a positive integer and r, q be prime powers with q = rh. Then Fr is a
subfield of Fq and the field extension Fq/Fr has degree h. Let C be an Fq-linear
code of length n and dimension k. The Fq/Fr subfield subcode of C is defined by

C|Fr = C ∩ F
n
r .

The trace polynomial Tr(x) = x+ xr + · · ·+ xrh−1

defines a map Fq → Fr, which
can be extended to a map F

n
q → F

n
r component wise. The trace code of the linear

code C is
Tr(C) = {Tr(c) | c ∈ C} .
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Clearly, both the subfield subcode and the trace code are Fr-linear codes of length
n. However, it is in general very hard to determine the true dimension of these
new codes. The fascinating result given by Delsarte [8] in 1975 plays a key role for
studying the class of the subfield subcodes of linear codes. It established a closed
link between subfield subcodes and trace codes:

(C|Fr )
⊥ = Tr(C⊥).

Véron [44] used this equation to give the exact dimension formula

dimFr
(C|Fr

) = n− h(n− k) + dimFr
ker(Tr). (1)

In particular, we have the trace bound

dimFr
(C|Fr

) ≥ n− h(n− k). (2)

2.2 Algebraic geometry codes

In this section, we give an overview on the construction of algebraic geometry (AG)
codes, which is a version of V.D. Goppa’s original construction. We note that there
are many ways to produce linear codes from algebraic curves. Also we give some
details on the properties, parameters and duality of AG codes. AG codes are
linear codes that use algebraic curves and finite fields for their construction. The
construction can be done by evaluating functions (elements of the function field) or
by computing residues of differentials. Our notation and terminology on algebraic
plane curves over finite fields, their function fields, divisors and Riemann-Roch
spaces are standard, see for instance [17, 29, 41].

Let q be a prime power and Fq be the finite field of order q. Let X be an
algebraic curve i.e. an affine or projective variety of dimension one, which is abso-
lutely irreducible and nonsingular and whose defining equations are (homogeneous)
polynomials with coefficients in Fq. Let g be the genus of X and denote by Fq(X )
the function field of X . For a divisor of D of Fq(X ), the Riemann-Roch space is

L (D) = {f ∈ Fq(X ) | (f) � −D} ∪ {0},
where (f) is the principal divisor of f . The dimension �(D) of L (D) is given by
the Riemann-Roch Theorem [41]*Theorem 1.1.15:

�(D) = �(W −D) + degD − g + 1, (3)

where W is a canonical divisor of Fq(X ).
Let G and D be two divisors of Fq(X ) such that D = P1 + · · ·+ Pn is the sum

of n distinct rational places of Fq(X ) and Pi 	∈ supp(G) for any i. With these data,
two types of algebraic geometry codes can be constructed:

CL(D,G) = {(f(P1), · · · , f(Pn)) | f ∈ L (G)} ,
CΩ(D,G) = {(resP1

(ω), · · · , resPn
(ω)) | ω ∈ Ω(G−D)} .
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deg(G)

dim dim = deg(G)− g + 1
δΓ = n− deg(G)

n

0 2g−2 n n+2g−2

Figure 1: Dimension and designed minimum distance of AG codes

The codes CL(D,G) and CΩ(D,G) are called the functional and the differential
codes, respectively. These two codes are dual to each other. Moreover, the differ-
ential code CΩ(D,G) is equivalent with the functional code CL(D,W +D−G). In
particular, they have the same dimension and minimum distance, even though this
equivalence does not preserve all important properties of the code. The formula

k = �(G)− �(G−D)

for the dimension k of CL(D,G) follows from the Riemann-Roch Theorem, which
also provides a lower bound δΓ = n−deg(G) for its minimum distance. The integer
δΓ is called the Goppa designed minimum distance of the AG code.

We illustrate the behavior of the dimension k of CL(D,G) depending on the
degree of the divisor G by Figure 1. In fact, (3) implies the exact value k =
deg(G)−g+1 provided 2g−2 < deg(G) < n. Furthermore, if deg(G) > n+2g−2,
then k = n. In the intervals [0, 2g − 2], and [n, n+ 2g − 2], the dimension depends
on the specific structure of the divisor G.

2.3 On the decoding of AG codes

Algebraic geometry codes are a generalization of Reed-Solomon codes, then it is
not extraordinary that they benefit from similar decoding algorithms. The work
on the decoding of AG codes seems to begin in 1986 when Driencourt gave a first
decoding algorithm for codes on elliptic curves of characteristic 2 [9] correcting
�(δΓ − 1)/2 errors. By generalizing the work of Arimoto and Peterson [33] on
employing a locator polynomial to decode Reed-Solomon codes, Justesen, Larsen,
Jensen, Havemose and Høhold published [21] in 1989 a decoding algorithm for a
larger class of AG codes, which can correct up to �(δΓ− g− 1)/2 errors, moreover
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in improved version [20] the error capability is increased to �(δΓ−g/2−1)/2. This
method was generalized to arbitrary curves by Skorobogatov and Vladut [39], and
independently by Krachkovskii [26], then extended by Duursma [10, 12] to correct
�(δΓ−1)/2−σ errors, where σ is the Clifford defect of the curve [12]*Definition 3.7
(is approximately g/4). In 1993, Feng and Rao [15] gave a majority voting scheme
allowing a decoding up to �(δΓ − 1)/2 errors. Duursma generalized this result
to all AG codes [11]. An efficient algorithm was described by Sakata, Justesen,
Madelung, Jensen and Høhold in [35] using a multidimensional generalization of
Massey-Berlekamp algorithm done by Sakata [36]. Kirfel and Pellikaan [22] noticed
that one can decode beyond �(δΓ − 1)/2 errors for 1–point AG codes by studying
the Weierstrass semigroup. The reader can refer to [18, 19, 32] for more details on
decoding methods.

2.4 Hermitian codes

The classes of AG codes we study in this paper are defined over the Hermitian curve
[41]*VI.3.6 and VI.4.3. Let Fq be a finite field and define the Hermitian curve Hq

by the affine equation Y q + Y = Xq+1. Notice that Hq is defined over Fq2 , that
is, its rational points are points of the projective plane PG(2, q2), satisfying the
homogeneous equation Y qZ + Y Zq = Xq+1. With respect to the line Z = 0 at
infinity, Hq has one infinite point P∞ = (0 : 1 : 0) and q3 affine rational points
P1, . . . , Pq3 . As usual, we also look at the curve Hq as the smooth curve defined
over the algebraic closure F̄q2 . Then, there is a one-to-one correspondence between
the points of Hq and the places of the function field F̄q2(Hq) of Hq.

With a Hermitian code we mean a functional AG code of the form CL(D,G),
where the divisor D is defined as the sum P1+ · · ·+Pq3 affine rational points of Hq.
In our investigations, the divisor G can take two forms. In the 1-point case, we set
G = sP∞ with integer s. In the degree 3 case, we put G = sP , where P is a place
of degree 3. Let P1, P2, P3 be the extensions of P in the constant field extension of
Fq2(Hq) of degree 3. Then P1, P2, P3 are degree one places of Fq6(Hq) and, up to
labeling the indices, Pj+1 = Frob(Pj) where Frob is the q2-th Frobenius map and
the indices are taken modulo 3. Also, P may be identified with the Fq2 -rational
divisor P1 + P2 + P3 of Fq6(Hq). Functional AG codes of the form CL(D, sP∞)
and CL(D, sP ) will be called 1-point Hermitian codes, and Hermitian codes over
a degree 3 place, respectively. In the 1-point case, the basis of the Riemann-Roch
space L (sP∞) can be given explicitly by [40]:

M(s) :=
{
xiyj | 0 ≤ i ≤ q2 − 1, 0 ≤ j ≤ q − 1, qi+ (q + 1)j ≤ s

}
.

In the degree 3 case, the basis of

L (sP ) =

{
f

(�1�2�3)u
| f ∈ Fq2 [X,Y ], deg f ≤ 3u, vPi

(f) ≥ v

}
∪ {0}.

can be computed, see [24]. In this formula, �i = 0 is the equation of the tangent
line of Hq at Pi, and s = u(q + 1)− v, 0 ≤ v ≤ q.



630 Sabira El Khalfaoui and Gábor P. Nagy

The group Aut(Hq) of all automorphisms of Hq is defined over Fq2 . It is a
group of projective linear transformations of PG(2, q2), isomorphic to the projective
unitary group PGU(3, q). Furthermore, Aut(Hq) acts doubly transitively on the
set {P∞, P1, . . . , Pq3} of Fq2 -rational points. As it was pointed out in [24], the
automorphism group of Hq acts transitively on the set of degree 3 places of Fq2(Hq),
as well. Hence, the geometry of a degree 3 place is independent on the choice of P .
However, the stabilizer GP of P in Aut(Hq) is not transitive on the set of q3 + 1
rational points. In fact, GP is a cyclic group of order q2− q+1 and the number of
GP -orbits on the set of rational points is q + 1. (See [5, 24], where [5]*Section 4.2
holds for any characteristic.)

3 Moments of the extended rate of subfield sub-
codes

In order to make our notation consistent, we make the following conventions. Let
X be an algebraic curve over Fq and D,G effective divisors such that the AG code
CL(D,G) is well defined. Assume that the objects δ and γ determine the curve X
and the divisors D,G in a unique way. Let s be an integer and Fr be a subfield of
Fq. Then,

Cγ
δ,r(s) = CL(D, sG)|Fr

denotes the Fq/Fr subfield subcode of the AG code CL(D, sG). The length of
Cγ

δ,r(s) is n = deg(D).
For the integer s, let

R(s) = Rγ
δ,r(s) =

dimFr
Cγ

δ,r(s)

n

denote the rate of the subfield subcode Cγ
δ,r(s). We extend Rγ

δ,r to R in the usual

way: Rγ
δ,r(x) = Rγ

δ,r(�x).
Lemma 1. Let g be the genus of X and define

α =

⌈
n+ 2g − 2

deg(G)

⌉
.

Then R(x) = Rγ
δ,r(�x) is a monotone increasing function, with

R(x) =

{
0 for x < 0,

1 for x ≥ α.

Proof. If s deg(G) > n+ 2g − 2, then deg(D +W −G) < 0, and

CΩ(D,G) ∼= CL(D,D +W −G) = {0}.
Hence, if s ≥ α, then CL(D, sG) = F

n
q and CL(D, sG)|Fr = F

n
r .
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The following observation has been made in [13]*Theorem 5.1 for the special
case of a one point divisor of a Hermitian curve.

Lemma 2. For 0 ≤ x < n/(r deg(G)), we have R(x) = 1/n.

Proof. Let s be an integer with 0 ≤ s < n
r deg(G) . As the divisor sG is positive for

s > 0, the constant vectors are in CL(D, sG)|Fr
and R(s) ≥ 1/n holds. Assume

R(s) > 1/n, that is, the subfield subcode contains a non constant element v =
(f(P1), . . . , f(Pn)) with f ∈ L (sG). Since a function of the form f+c cannot have
more than deg(sG) zeros, v cannot have the same entry more than s deg(G) times.
This implies r deg(sG) ≥ n.

Lemma 1 implies that we can consider R(x) as the distribution function of some
random variable ξ, cf. [37]*Definition 1, Section 2.3.

Lemma 3. Let R(x) be the extended rate function of a class of subfield subcodes
CL(D, sG)|Fr . Define the integer α as in Lemma 1. Let ξ be a random variable
with distribution function R(x). Then

E(ξ) =
α∑

s=0

1−R(s), E(ξ2) =
α∑

s=0

(2s+ 1)(1−R(s)).

Proof. This follows from [37]*Section 2.6, Corollary 2.

Remark 1. Considered as a distribution function, Rγ
δ,r(s) has an expectation Eγ

δ,r,

a variance Varγδ,r and a standard deviation Dγ
δ,r. These constants can be computed

from the true dimensions of the subfield subcodes using Lemma 3 and the well
known formulas for random variables.

4 Computed true dimensions of Hermitian sub-
field subcodes

Let q be a prime power. We say that the object δ = q determines the Hermitian
curve Hq over Fq2 , together with the divisor D which is the sum of affine rational
points of Hq. The objects γ = 1-pt or γ = deg-3 determine the divisor G to be
equal either to the rational infinite place P∞, or the degree 3 Hermitian place P ,
respectively. That being said, for any integer s and subfield Fr of Fq2 , the Hermitian
subfield subcodes

C1-pt
q,r (s) = CL(D, sP∞)|Fr

, Cdeg-3
q,r (s) = CL(D, sP )|Fr

are well defined and consistent with the notation of section 3. These codes are
Fr-linear codes of length n = q3.

Let R1-pt
q,r (s) and Rdeg-3

q,r (s) be the true rates of the codes C1-pt
q,r (s) and Cdeg-3

q,r (s).
Using the GAP [16] package HERmitian [30], we have been able to compute the
true dimension values of the codes C1-pt

q,q (s), Cdeg-3
q,q (s) for

q ∈ {2, 3, 4, 5, 7, 8, 9, 11, 13}
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and the binary codes C1-pt
q,2 (s), Cdeg-3

q,2 (s) for

q ∈ {2, 4, 8, 16}.

(Cf. [13] for preliminary results on explicit computation of subfield subcodes of
Hermitian 1-point codes.)

As given in Lemma 3, we computed the expectations E1-pt
q,q , E1-pt

q,2 , Edeg-3
q,q , Edeg-3

q,2 ,

the variances Var1-ptq,q , Var1-ptq,2 , Vardeg-3q,q , Vardeg-3q,2 , and the standard deviations D1-pt
q,r ,

D1-pt
q,2 , Ddeg-3

q,q , Ddeg-3
q,2 for these true rates. The numerical results are shown in Table

1 for q = 3, 4, 5, 7, 8, 9, 11, 13 and r = q, and in Table 2 for q = 2, 4, 8, 16 and r = 2.
In Figure 2, we present the ratios Eγ

q,r deg(G)/n and Dγ
q,r deg(G)/n, where γ ∈

{1-pt, deg-3}. While our data sets are small, these figures motivate the following
open problem.

Problem 1. Are there constants c1, c2 > 0 such that

E1-pt
q,q ≈ Edeg-3

q,q ≈ c1q
3/ deg(G), D1-pt

q,q ≈ Ddeg-3
q,q ≈ c2q

3/ deg(G),

where a ≈ b means a/b→ 1 with q →∞.

Remark 2. Our data suggests that for small q, the choice c1 = 0.75 and c2 = 0.2
is sound.

Table 1: Expectations and variances for Hermitian Fq2/Fq subfield subcodes

q
1-point codes Codes over a degree 3 place

Expectation Variance Expectation Variance

3 20.15 53.46 7.63 4.09

4 48.66 246.79 17.77 16.02

5 95.04 841.16 33.37 60.18

7 259.10 5 553.32 88.99 503.78

8 385.49 11 862.84 131.61 1 106.63

9 546.30 23 541.65 186.22 2 206.21

11 992.73 74 679.83 336.49 7 262.13

13 1 631.29 197 675.07 550.94 19 807.94
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Table 2: Expectations and variances for Hermitian Fq2/F2 subfield subcodes

q
1-point codes Codes over a degree 3 place

Expectation Variance Expectation Variance

2 5.38 6.48 2.12 0.86

4 54.86 164.96 20.38 10.52

8 458.22 4 838.52 162.50 216.32

16 3 698.92 195 390.48 1 303.40 6 029.44

2 4 6 8 10 12 14

0.2

0.4

0.6

0.8

q ∈ {2, 4, 5, 7, 8, 9, 11, 13}, r = q

2 4 6 8 10 12 14 16
0

0.2

0.4

0.6

0.8

1

q ∈ {2, 4, 8, 16}, r = 2

E1-pt
q,r

Edeg-3
q,r

D1-pt
q,r

Ddeg-3
q,r

Figure 2: The ratios of expectations and standard deviations to n/ deg(G)

5 Distribution fitting

In general, no explicit formula is known for the true dimension of subfield subcodes
of AG codes. Our goal was to use the method of distribution fitting in order to
study the behavior of these true dimensions in the case of subfield subcodes of
Hermitian codes.

As in the previous sections, we used the notation Hq for the Hermitian curve
over Fq2 , P∞, P for the places of degree 1 and 3, D andG ∈ {P∞, P} for the divisors,
and Cγ

q,r(s), γ ∈ {1-pt, deg-3}, for the Fq2/Fr subfield subcodes CL(D, sG)|Fr
.

Then, with fixed q, r and γ ∈ {1-pt, deg-3} the dimensions of the subfield subcodes
are given by the extended rate function Rγ

q,r(x).

R1-pt
q,q (x), R1-pt

q,2 (x), Rdeg-3
q,q (x), Rdeg-3

q,2 (x).

Our goal was to consider these functions as distribution functions and fit some well
known probability distribution functions to our experimental rate function R(x).

We obtained numerical results by using the distribution fitting methods offered
by MATLAB’s Statistics and Machine Learning Toolbox [43]. The technique MLE
(Maximum Likelihood Estimation) is a method for estimating the parameters of a
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probability distribution from a data set. The method finds the parameter values
maximizing the logarithm of the likelihood function [14]. In order to compare
different distributions for a given data set, one can use the log-likelihood values for
a ranking. This is implemented MATLAB’s fitmethis function [7]. Notice that
fitmethis also computes the AIC value for each distribution, which stands for
Akaike Information Criterion, that measures the quality of a model (distribution)
versus the other models. It has the formula

AIC = 2l − 2 log(L̂)

where l is the number of parameters and L̂ is the maximum values of the like-
lihood function. In the case of AIC, smaller values correspond to better fitting
distributions (see [23]).

In our comparisons, we restricted ourselves to parametric distributions having
at most two parameters, that is, we used MATLAB’s fitmethis to compare the
log-likelihood values of the following distributions: normal, exponential, gamma,
logistic, uniform, extreme value, Rayleigh, beta, Nakagami, Rician, inverse Gaus-
sian, Birnbaum-Saunders, log-logistic, log-normal and Weibull. We can summarize
the results as follows:

Proposition 1. 1. The best fitting distribution was the extreme value distribu-
tion for R1-pt

q,q (x), q ∈ {4, 5, 7, 8, 9, 11, 13}, for Rdeg-3
q,q (x), q ∈ {7, 8, 9, 11, 13},

and for R1-pt
8,2 (x), R1-pt

16,2(x), R
deg-3
4,2 (x), Rdeg-3

8,2 (x), and Rdeg-3
16,2 (x).

2. For the missing cases R1-pt
2,2 (x), R1-pt

3,3 (x), Rdeg-3
2,2 (x), Rdeg-3

3,3 (x), Rdeg-3
4,4 (x), and

Rdeg-3
5,5 (x), the best fitting distribution was the gamma distribution.

3. The second best fitting distribution was the extreme value distribution for
R1-pt

3,3 (x), Rdeg-3
3,3 (x), Rdeg-3

4,4 (x), Rdeg-3
5,5 (x).

Our results show that for q ≥ 3, among the two-parameter distributions con-
sidered, the extreme value distribution function is a good estimation of the rate
function of subfield subcodes of Hermitian codes.

The extreme value distribution is also referred to as Gumbel or type 1 Fisher-
Tippet distribution. In probability theory, these are the limiting distributions of the
minimum of a large number of unbounded identically distributed random variables.
The extreme value distribution function is

F (x;α, β) = 1− exp

(
− exp

(
x− α

β

))
,

with location parameter α ∈ R and a scale parameter β > 0. The mean μ and the
variance σ2 are

μ = α− βγ, σ2 =
π2

6
β2,

where

γ =

∫ ∞

1

(
− 1

x
+

1

�x
)
dx ≈ 0.57721566490153
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is the Euler-Mascheroni constant, see [25]*Section 1.4. With given empirical mean
and variance of the data series, the parameters can be computed by

α = μ+

√
6γ

π
σ, β =

√
6

π
σ.

In Figure 3 we visualized the fitting of the extreme value distribution function
to our experimental results on the true dimension of subfield subcodes of Hermitian
codes.

The occurrence of the extreme value distribution in the context of subfield
subcodes of AG codes may be somewhat surprising and we cannot give a simple
mathematical explanation for this. However, the rank of random matrices over
finite fields is known to be related to the class of Gumbel type distributions, see
Cooper’s result [4]*Theorem 2 for the theoretical background. This theory has been
applied to parameter estimates of random erasure codes by Studholme and Blake
[42].

6 Application: Estimating the key size of McEliece
Cryptosystem

The largest (but not the only) part of the public key of the McEliece cryptosystem
is the matrix A which defines the underlying error correction code. A is either the
n × k generator matrix, or the n × (n − k) parity check matrix. In either case, A
may be assumed to be in standard form, which means that the public key is given
by k(n− k) elements of Fr. Hence, the key size is

log2(r)k(n− k).

Hence, for a fixed field Fr and length n, the key size is propotional to R(1−R), see
[31]. The true values of Rγ

q,r(s)(1− Rγ
q,r(s)) can be estimated by F (x)(1− F (x)),

where F (x) is the extreme value distribution function, see Figure 4.

7 Conclusion and future work

The main goal of this study was to establish an approximating formula of the
true dimension of the subfield subcodes of Hermitian codes. We conducted an
experimental study to analyze the datasets of the true dimension of the Fr-linear
codes C1−pt

q,r (s), Cdeg−3
q,r (s) for q ∈ {2, 3, 4, 5, 7, 8, 9, 11, 13, 16}, r = 2 or r = q, and s

is an integer parameter running from 0 to q3 + (q+1)(q− 2). This analysis helped
us to derive new properties of their structure and led to an approach that might
be useful for further research and applications.

Theoretically, the main contribution of this work is a collection of formulas of
statistical flavour, such as moments of the extended rate function for subcodes of
Hermitian codes.
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Figure 3: Estimating the extended rate function by extreme value distribution for
subfield subcodes Hermitian codes
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Figure 4: Estimating the key size n2R(1−R)

From a statistical perspective, the main result is the comparison of the fitting of
our datasets of true dimensions to well known distribution functions of MATLAB’s
Statistics and Machine Learning Toolbox, using the method of fitmethis.

We found that the extreme value distribution is the best fitting one for q > 5
and the second best fitting distribution for smaller values of q. Also the gamma
and the normal distributions have good fitting properties. Our proposal is to use
the extreme value distribution function to estimate the true dimension of subfield
subcodes of Hermitian codes. In the last section of this paper, we applied this
formula to give an approximation for the key size of the McEliece scheme, depending
on the parameter s.

In the future, we aim to replace Goppa codes in McEliece’s original version
with a family of codes that permit to reduce the public key size and to increase the
code rate by maintaining a given level of security. Therefore, we intend to analyze
the McEliece cryptosystem based on subclasses of subfield subcodes of Hermitian
codes. Our future work will include experiments, simulations, and security and
cryptanalysis of the McEliece scheme in terms of its public key size and other pa-
rameters. The measurements are based on attacks with supposed lowest complexity,
e.g. information set decoding or the Schur product distinguisher.

Acknowledgment

The presented work was carried out within the project “Security Enhancing Tech-
nologies for the Internet of Things” 2018-1.2.1-NKP-2018-00004, supported by the
National Research, Development and Innovation Fund of Hungary, financed under
the 2018-1.2.1-NKP funding scheme. Partially supported by NKFIH-OTKA Grants
119687 and 115288.

The authors would like to thank Levente Buttyán (Budapest University of Tech-
nology, Hungary) for motivating discussions and Mátyás Barczy (University of
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Graph Coloring based Heuristic for Crew Rostering

László Hajdua, Attila Tóthb, and Miklós Krészc

Abstract

In the last years personnel cost became a huge factor in the financial
management of many companies and institutions.The firms are obligated to
employ their workers in accordance with the law prescribing labour rules.
The companies can save costs with minimizing the differences between the
real and the expected worktimes. Crew rostering is assigning the workers
to the previously determined shifts, which has been widely studied in the
literature. In this paper, a mathematical model of the problem is presented
and a two-phase graph coloring method for the crew rostering problem is
introduced. Our method has been tested on artificially generated and real
life input data. The results of the new algorithm have been compared to
the solutions of the integer programming model for moderate-sized problems
instances.

Keywords: crew rostering, graph coloring, tabu search

1 Introduction

In certain areas of the industry, the workers’ work is performed not in a fixed order.
The work activities are organized into shifts, which may vary in duration, time of
the day and other properties. In generally, every worker has a contract with a
defined expected worktime and a base salary for that, hence the overtime or the
undertime is a large-scale extra cost for the company. In the life of the companies,
the human cost is a significant part of the complete budget, hence they want to
employ the workers in the most efficient way. In most cases, the scheduling of the
workers has two different steps (see Figure 1). The first is the crew scheduling
which means that the daily tasks are catenated into shifts so that each shift must
meet the law constraints. The second step is the crew rostering. In this step the
question is that how to assign the crew members to shifts for a work period called
planning period which is typically being 1-3 month long. This study concentrates
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Crew Scheduling Crew Rostering

Figure 1: Scheduling of workers

on the rostering phase. It is important to note, that our solution is a proof of
concept, even though it is possible to extend the core of the method with more
complicated regulations. The objective of this paper is to show the efficiency of
the core algorithm with basic regulations which are mostly used internationally
as we did not intend to give a country specific solution. In real life applications
very specific regulations are applied in several cases, such as the constraint of the
travel time from home, or fair distribution of popular and not popular shifts can
be also taken into account[2]. In summary, in real life environment the solution for
crew rostering must meet some European Union and local regulations as well as
the preferences of the workers.

There are two different cases concerned in the workers-shifts assignment. In the
first case the companies assign an optimal number of crew members to the pre-
defined daily shifts minimizing the total cost. In the second case there is a given
set of workers and the firm assigns the shifts to them in a most efficient way. In
this paper we deal with the first case i.e. we have shifts and the main goal is to
minimize the overall cost.

The crew rostering problem is based on the generalized set covering model.
Dantzig was the first who dealt with its mathematical application [7]. The crew
rostering problem is NP-hard therefore it is generally considered that exact solution
is not realistic to produce in the case of real life size problems. [12, 21, 18, 20, 25]
By the above reason as a consensus of theory and practice, heuristic algorithms
are used. The crew rostering solution methods have a quite rich literature, several
overviews are available [4, 9, 22, 24, 10, 27]. The literature provides numerous
examples of the issue, among which the most significant ones are the airline crew
rostering [15], railway crew scheduling [17] and the driver scheduling [1, 19]. In
the literature, the studies are generally grouped around the related application
areas. These solutions need to correspond to the regulations of the company as
well as to the ”national norms”. In most cases the regulations are different in
each area, for instance the qualifications of the workers are handled in different
ways in airline crew rostering, while in driver rostering it is usually ignored. These
regulations are formalized as constraints which usually have two different types. A
hard constraint must not be violated, while in a case of a soft constraint it is allowed
with being penalized by some extra cost. For example single workday in a long days-
off period or work in a requested days-off can be handled by soft constraints. In
this paper, we only deal with hard constraints but the model and methodology
can be easily extended to soft constraints with using appropriate penalties in the
objective function.
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Taking into consideration the basic regulations of all the significant areas (typ-
ically regulated in national laws) we have applied the following constraints:

1. A worker can have maximum one shift in one day.

2. There is a minimum rest time between two shifts.

3. There is a maximum total worktime during one week.

4. There is a minimum number of days-off in one month.

5. There is a maximum number of consecutive workdays.

Every worker has a contract which determines the expected worktime. The
difference between this defined worktime and the length of the shifts may produce
overtime or undertime. For overtime the worker receives extra payment above the
basic salary. However, the basic salary must be paid even in the case of undertime.
Therefore the human resource extra cost on the schedules shifts can be optimised
through minimizing the overtime.

In this paper, we give a new heuristic solution method based on graph coloring
which fits to many application area. Our algorithm has two main steps. In the
initial rostering, the algorithm estimates the number of workers, builds a conflict
graph from the shifts, and generates days-off pattern for every worker. One of
the key innovations of the method is to generate days-off patterns which meet the
basic regulations and create a frame for the problem, and to get the additional free
days indirectly from the tabu search method. Afterwards the graph is colored, so an
initial rostering is created by a modified greedy algorithm. When an initial solution
is generated the graph is iteratively recolored with a tabu search method to reduce
the cost. An important part of the method is to balance the shifts among workers
to create a solution where workers are close enough to their expected workload.
The results of the algorithm have been compared to the results of the integer
programming model with moderate problem size. These results show that our
algorithm is efficient and robust. Our solution is a wireframe for the general crew
rostering problem, however we tested our method in a real-life application area
of the driver rostering case. In the next two sections the crew rostering problem
is defined and the mathematical model of the problem is introduced. Finally, in
Section 4 and 5 our heuristic method and the test results will be presented.

2 Problem formulation

The crew rostering problem is formally defined as the following. Let C be the set
of workers. The set of shifts denoted by S which needs to be carried out. A shift
is composed of a series of daily tasks. A shift is defined by its date, starting and
ending time in the day, duty time (i.e. the time between the starting and ending
time), and the working time. The working time might differ from the duty time
since a shift may contain idle periods when the worker does not work. The aim
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is to assign the crew members to the shifts with minimal cost. Consequently, let
f = S → C be an assignment where the shifts are covered by the workers where
exactly one worker assigned to each shift.

Let ct(i) be the contract type of worker i. The type of the contract defines
the prescribed worktime in average for a single workday. Let aw(ct) denote the
expected daily working hours by contract type ct. Based on the contract it is
possible to calculate the expected worktime in the planning period. For example in
our case, every crew member has a contract which defines eight working hours per
day. In our model, the type of the contract is a parameter, therefore it is possible
to deal with different contract types also. The expected worktime can be defined
in the following way:

expected worktime(i) = number of workdays ∗ aw(ct(i)) i ∈ C (1)

The basic employment cost is based on workers’ expected worktime defined by
their contract. So in optimal case every worker will work according to her/his
expected worktime. However, in case of working over the expected worktime, em-
ployers have to provide extra salary for this overtime. Therefore, the cost is the
following:

cost = α ∗ overtime+ β ∗ employment cost (2)

where α and β are pre-defined weights. In a real problem these multipliers
can adjust the different costs to the preferences of the company. Following the
practice we suppose that the employment cost is proportional to the working hours
prescribed by the contract type. Hence, the objective function will consider in the
minimization both the overtime and the number of workers. We also assume that
the planning period P is fixed (typically 1-3 months) and all the rules having no
specified time period (e.g. the average working time) are considered with respect
to P ; with this approach we follow the practice as well.

3 Mathematical model

Let D be the set of the days, Week the set of the weeks and Mon the set of the
months in the given planning period. Consequently DWeek

w denotes the days of the
week w and DMon

m is the days of the month m. Meanwhile the length of the plan-
ning period (the number of days) is defined by l, and let lm be the number of days
in the month m. The set of the workers is denoted by C, and the set of shifts by S
where Sp is the set of shifts on day p. Let SSjk is a compatibility relation between
the shifts, where its value is 1 if shift j and shift k can be assigned to the same
worker, and 0 otherwise (can be used to define Rule 2). Let WT be the maximum
worktime on a week (for Rule 3), WD be the maximum number of consecutive
workdays (for Rule 5) and DWD

p be such number of the consecutive days beginning
from day p (WD + 1 days in a row). The minimum number of days-off is de-
noted by RD (for Rule 4). Let the expected worktime in a month be aw(ct(i,m)),
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where m ∈Mon and i ∈ C . In order to minimize the number of workers let cc(i)
be the operational cost of worker i, i.e the base salary. Let wt(j, p) be the work-
time of shift j on day p. Finally let α be the weight of the overtime and β be the
weight of the employment cost. We need the following variables to define the model:

Driver i assigned to shift j:

xij ∈ {0, 1} ∀i ∈ C, ∀j ∈ S (3)

Driver i works on day p:

zip ∈ {0, 1} ∀i ∈ C, ∀p ∈ D (4)

Driver i works in the planning period:

yi ∈ {0, 1} ∀i ∈ C (5)

Overtime of worker i:
πi ≥ 0 ∀i ∈ C (6)

The constraints of the integer programming model are the followings:

Exactly one worker is assigned to each shift.∑
i∈C

xij = 1 ∀j ∈ S (7)

There is at most one shift assigned to worker on a given day.∑
j∈Sp

xij = zip ∀i ∈ C, ∀p ∈ D (8)

An employee works in the planning period if he/she has at least one shift.∑
p∈D

zip ≤ lyi ∀i ∈ C (9)

The following constraint excludes the possibility of assigning two incompatible shifts
to a worker.

xij + xik ≤ SSjk + 1 ∀i ∈ C, ∀j, k ∈ S (10)

The worktime must not exceed the maximum working time in any week.∑
p∈DWeek

w

∑
j∈Sp

xijwt(j, p) ≤WT ∀i ∈ C, ∀w ∈Week (11)

A worker can have at most the maximum number of consecutive shifts.∑
p∈DWD

q

zip ≤WD ∀i ∈ C, ∀q ∈ D (12)
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At least the required number of days-off have to be given for each worker in a
month. ∑

p∈DMon
m

zip ≤ lm −RD ∀i ∈ C, ∀m ∈Mon (13)

Let us define the overtime.∑
m∈Mon

(
∑

p∈DMon
m

∑
j∈Sp

xijwt(j, p)− aw(ct(i,m))) ≤ πi ∀i ∈ C (14)

The objective function minimizes the sum of the weighted overtime and the oper-
ational cost.

min
∑
i∈C

(απi + βyicc(i)) (15)

The mathematical model is a good approach if the problem is relatively small
because it gives an exact solution for the problem. Unfortunately in real life there
are often too big problems for these solution methods therefore in most cases the
companies use heuristics.

4 Heuristic method

Our algorithm is a two-phase graph coloring method (TPC), where in the first step
an initial rostering is produced with a graph coloring procedure and in the second
step this rostering is improved with the over- and undertime being minimized by
tabu search. M. Gamache et. al [11] developed a method, where graph coloring
algorithm based tabu search was used for scheduling pilots. These pilots have qual-
ification and the objective is to find a feasible solution in a pre-specified workload
interval. Nevertheless, in the literature tabu search method is a widely used tech-
nique especially in bus driver scheduling or rostering. Some example papers using
tabu search to solve the scheduling problem (defining the shifts) are [6, 26], but the
method was also successfully applied for laboratory personnel scheduling problems
[3]. However, in our case both the problem and the solution method are different by
two reasons: the regulations are different and here days-off patterns are used. Fur-
thermore, we will give a general solution method for the crew rostering, serving as
a framework to be specialized to several fields. In our approach by its universality
and flexibility, days-off patterns will be applied with a k-coloring algorithm.

The TPC has the following steps:

1. Initial rostering.

a Estimate the number of workers.

b Generate days-off patterns.

c Build a conflict graph.
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d Color the graph.

2. Tabu Search to improve the solution.

The initial rostering determines the number of workers, the days-off patterns
and the initially colored graph. First, the algorithm estimates the optimal number
of workers and for each worker generates a days-off pattern. These patterns will
define whether a worker can work on a day or not. In the last two steps of the initial
phase the conflict graph is built and colored. In most cases the cost of the initial
rostering can be improved, therefore in the second phase the method switches the
shifts between the workers with a local search method in order to minimize the cost
of the rostering.

It is important to note that in our heuristic the objective function is divided into
two parts (see Formula 2). The algorithm tries to minimize the number of workers
in the initial phase, while the recoloring step is to minimize the overtime. A feature
of the heuristic that we get better solution if we also minimize the undertime: we
will see below that it is an equivalent approach with respect to Formula 2 and it will
provide a solution in which the workload will be balanced among the employees.

Nevertheless, the general cost function of the method is based on the overtime
and undertime only. Since the employment cost is proportional to the working hours
by contract (expected worktime), we will see that Formula (2) is equivalent to the
weighted linear combination of overtime and undertime. Formally, the overtime
and the undertime definition and the cost of the heuristic are the following.

overtime =
∑
i∈C

max (0, worktime(i)− expected worktime(i)) (16)

undertime =
∑
i∈C

abs(min (0, worktime(i)− expected worktime(i))) (17)

cost = α′ ∗ overtime+ β′ ∗ undertime (18)

In order to clarify the equivalence of Formulas (2) and (18), notice that the total
worktime required by the shifts (the sum of the worktime of all the shifts) in the
whole planning period is a constant. Therefore it is easy to see that in any solution
the expected worktime is equal to (total worktime − overtime + undertime). By
this we obtain for Formula (2):

cost = α ∗ overtime+ β ∗ (total worktime− overtime+ undertime) (19)

Then (β ∗ total worktime) is a constant and provides the basic theoretical lower
bound in the cost. Therefore α′ = α − β and β′ = β will make Formulas (2) and
(18) equivalent from optimization point of view with (18) expressing the extra cost
above the basic theoretical lower bound.
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4.1 Initial rostering

4.1.1 Estimate the number of workers

At first, the initial set of workers (C∗) needs to be defined wherewith the shifts
can be effectively covered. The number of these workers can be estimated for the
planning period using the total worktime of the shifts and the contracts of the
workers. In our case we concern ”uniform workers” meaning that they have the
same type of contracts, i.e. their expected worktime is the same. Basically, we
suppose that the planning period is one or a few months (typically 1-3 months).
This assumption is general in real life situations, but it can be easily relaxed to any
length of the planning period. Therefore, the number of the crew members for a
given contract type ct is given by the following way:

|C∗| = round

(
total worktime

aw(ct) ∗ number of workdays

)

Practically, an initial set of workers is given in such a way that the expected
worktime is assigned to all of the workers determined by the contract type in every
day of working. In this way, the estimated number will be the cardinality where the
difference of the total worktime and the expected worktime for this set is minimal.

A trivial lower bound for the number of workers can also be given by the number
of the shifts on the busiest days, since one crew member can have at most one shift
a day. Furthermore, if the estimated number of workers is known, a theoretical
lower bound (LBot) for the overtime can be given by the following way:

LBot = max (0, (total worktime− |C∗| ∗ aw(ct) ∗ number of workdays))

It is clear that with a given set of workers LBot is correct since the overtime
is minimal in this case if every worker has workload at least according to his/her
contract.

4.1.2 Generate days-off patterns

In some areas, it may be necessary to pre-specify days for a worker in advance
when he or she does not work (called days-off) in the planning period (called days-
off pattern). Some example for the usage of days-off patterns can be found in
the literature [23, 8]. It is a widely accepted and used methodology to generate
a days-off for the workers in the crew rostering. The advantage of the days-off
patterns is that the days-off requested previously by the workers can be taken into
account, as well as the 4th (minimum number of days-off in one month) and 5th
(maximum number of consecutive workdays) rules are fulfilled here, so we do not
have to concern these in the latter phases.

Days-off patterns define different fixed free days for each worker. We tried 3
different methods to generate the days-off patterns. At first we generated random
patterns as presented in Table 1. The days-off are generated by weighted random
generator which consider the number of the shifts on the days and Rule 4 and
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Rule 5. On days with higher shift load the workers received a day off with lower
probabilities than those days where lower number of shifts are. To formalize the
probability let |C ∗ | be the estimated number of workers and Sj denote the set
of the shifts on the day j, the probability of the days-off on the day j is given
by 1 − (|Sj |/|C ∗ |); if the generated days-off pattern doesn’t meet with the rules,
we insert additional free days into the pattern randomly. The pattern vector is
generated for every worker one by one.

Table 1: Random days-off patterns

Worker Mon Tue Wed Thu Fri Sat Sun

1. 0 1 0 0 1 0 1
2. 1 0 1 1 0 0 0
3. 1 0 0 0 0 1 0
4. 0 1 0 0 1 0 1
5. 0 0 1 0 0 1 0
6. 0 0 1 0 1 0 1
7. 0 0 1 0 0 1 0

The second tested pattern type was the so called 5-2 pattern (see Table 2).
Here, the workers get two days-off after each consecutive five workdays. These
days-off patterns repeat a seven days long sub-pattern along the planning period
such that if the sub-pattern starts at day j* then from day j* to day j*+4 the days
are workdays and days j*+5 and j*+6 are days-off. The next pattern shifts the
sub-pattern forward with one day. Therefore, seven different patterns are generated
from this days-off pattern type.The 5-2 pattern seemed to be appropriate, since a
week usually contains 5 workdays and 2 days off. Hence, if everyone will work
by this 5-2 pattern, then their working hours are likely close to their expected
worktime. It is clear that the 5-2 days-off patterns also meet the defined hard
constraints.

We found that the random and the 5-2 patterns are too rigid and greedy with
producing too much exclusion in the first phase. This means that during the graph
coloring the days-off patterns exclude too many workers on days where they could
possibly work.

To overcome this problem the third pattern type defines minimal fixed days-
off considering the rules. Thus, we propose a 6-1 days-off pattern which means
that the workers get one fixed days-off after every six consecutive workdays. These
patterns are generated with the same method as 5-2 patterns, but in the sub-
pattern from days j* to j*+5 are workdays and day j*+6 is days-off (see in Table
3). This pattern meets both the minimal free days rule (Rule 4) and the maximal
consecutive workdays (Rule 5) based on the European regulations (see in Section
5). It causes only a few exclusion during the graph coloring. Also, the tabu search
will have a relatively big state space. Naturally, the pattern defines only fixed days-
off and in the last phase we may get automatically some additional days-off in the
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Table 2: 5-2 days-off patterns

Worker Mon Tue Wed Thu Fri Sat Sun

1. 0 0 0 0 0 1 1
2. 0 0 0 0 1 1 0
3. 0 0 0 1 1 0 0
4. 0 0 1 1 0 0 0
5. 0 1 1 0 0 0 0
6. 1 1 0 0 0 0 0
7. 1 0 0 0 0 0 1

final solution: when the workers are not assigned to a shift they automatically have
a day off. Because of the days-off patterns, the 4th and 5th rules does not need to
be taken into account later in step 2. In the Table 2 and Table 3 it is enough to
give the day-off patterns for the first seven workers, since if i and j are the indexes
of the workers, and positive integers, furthermore i ≡ j mod(7) then the i− th and
j − th workers have the same days-off pattern.

Table 3: 6-1 days-off patterns

Worker Mon Tue Wed Thu Fri Sat Sun

1. 0 0 0 0 0 0 1
2. 0 0 0 0 0 1 0
3. 0 0 0 0 1 0 0
4. 0 0 0 1 0 0 0
5. 0 0 1 0 0 0 0
6. 0 1 0 0 0 0 0
7. 0 0 0 0 0 0 1

4.1.3 Build a conflict graph

Let G = (V,E) be a graph so called conflict graph, where every shift in the planning
period is a vertex of the graph. There is an edge between two vertices if the
corresponding shifts must not be performed by the same worker. For example if
the time between two shifts is less than defined by the 2nd rule or they are on the
same day.

To understand the graph building let us see an example. Let the initial input
of two days with 8 shifts is prescribed in Table 4. The shifts of each day compose
cliques. There are 3 additional edges between them (1-5,1-6,3-5) because the time
period between these shifts is less than the required one by Rule 2 (general value
is 12 hours what we use here too). The generated graph is presented by Figure 2.
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Table 4: Example shifts with their date,startin and ending time in minutes (0-1440
a day), and the contained working time in minutes.

Id Date Begin End Worktime

1 2016.01.01 889 1411 522
2 2016.01.01 540 984 444
3 2016.01.01 714 1135 421
4 2016.01.01 237 713 476
5 2016.01.02 396 850 454
6 2016.01.02 454 992 538
7 2016.01.02 702 1138 436
8 2016.01.02 814 1327 394

Figure 2: Example graph

4.1.4 Color the graph

Node coloring of a graph means assigning a color to each node in such a way that
every neighboured node has different color. A coloring of the conflict graph gives
a rostering for the problem if one color corresponds one worker. This rostering is
correct since it fulfills the defined rules: Rule 1 and Rule 2 are guaranteed by the
structure of the conflict graph, Rule 4 and 5 are fulfilled by the days-off pattern
and Rule 3 is handled in the coloring. If we set the ending time of the vertices
to the maximum of the increased value by the time of the 2nd rule and that of
the end of the day, then we will obtain an interval graph. [16] There is efficient
algorithm to color interval graph [14], but due to the extra restrictions of the crew
rostering problem it becomes NP-hard. A good overview of the problem written by
Kolen et. al [28]. Such a k-coloring algorithm is needed while adding a new color
is possible. The initial estimation of the number of workers is usually correct, but
some extraordinary inputs, e.g shifts with too short worktime, result such a graph
that could not be colored with the estimated number of colors.Therefore we used
the DSATUR algorithm which is effective and can be easily adopted to our needs
(see Brelaz [5]) with coloring the nodes by their saturation values (saturation of a
vertex represents the number of different color classes in its neighbourhood). Each
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coloring iteration chooses the node with the highest saturation value and chooses
the color where the corresponding worker is in maximum undertime. It starts with
the estimated number of colors (i.e worker) and adds new color if it is necessary
(i.e no available worker for a shift).

Algorithm 1 Graph coloring.

1: While there is an uncolored vertex
2: Let v be the next uncolored vertex with the maximal saturation value
3: If there is an equal saturation we choose the vertex with maximal degree
4: C ← available colors where the regulations are not violated
5: Choose available color c ∈ C (i.e worker) with the lowest worktime.
6: If c does not exist let c be a new color.
7: Assign c to v.
8: for each vn ∈ neighbours of v do
9: vn ← update saturation value

10: end for
11: end while

The graph coloring gives an initial solution which meets the given constraints
and assigns a worker to every shift. Since the real working time of each worker and
their expected worktime is known, the initial cost can be calculated.

4.2 Tabu Search

The tabu search was introduced by Glover in 1986 and it is one of the most famous
local search techniques [13]. The state space of the tabu search denoted by SL
consists of all the feasible coloring patterns in the conflict graph. Each state is a
coloring and the objective function has to be minimized on SL. The algorithm visits
solutions sl0, sl1, ...sln ∈ L, where sl0 is the initial solution produced by the graph
coloring and sli+1 ∈ N(sli) with N(sl) denoting the set of neighbours of sl. The
next neighbour is chosen by a first fit method meaning that the first neighbouring
solution is chosen being better than the actual solution and the neighbours are in
a random order. Steps chosen in one step are stored in the tabu list denoted by
TL. The steps in the list are forbidden to repeat. The neighbours of a solution sl
are defined by using the following operations:

1. Recoloring of a vertex: Another color is given to a vertex of the graph. It
means that a shift is taken away from a worker and given to another one
permitted by the constraints.

2. Swapping the colors of two vertices: The colors of two vertices are switched,
therefore shifts are swapped between two workers in a way that both of them
receive a shift which they can carry out with keeping the constraints.

The algorithm tries to change or swap a shift between the colors of the most
undertimed worker and the most overtimed worker. After carrying out the vertex
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recoloring or the vertex swapping, the step is added to the tabu list. So the moves
are stored in the tabu list instead of the states. The elements spend a specified
number of iterations in the tabu list, and if the length of the tabu list is greater
than the max allowed iteration for an element on the list, then the oldest element
which took the longest time on the TL, will be deleted from it. Pseudocode is given
in Algorithm 2.

Algorithm 2 Tabu search.

1: s0 ← initial solution
2: TL← ∅, s← s0, best← s0
3: while stopping criteria do
4: E ← workers ordered by worktime
5: for each e1 ∈ E from undertimed to overtimed order do
6: for each e2 ∈ E from overtimed to undertimed order do
7: s∗ ← the first recoloring or swap between e1 and e2 where cost(s∗) <

cost(s) and move(s, s∗) /∈ TL and goto line 10
8: end for
9: end for

10: if s ∗ not exist then
11: s∗ ∈ N(s) the first solution where move(s, s∗) /∈ TL
12: end if
13: if cost(best) > cost(s∗) then
14: best← s∗
15: end if
16: TL← TL ∪move(s, s∗)
17: if TL.size > max size of tabu list then
18: Remove the oldest element from TL which took the longest time on the

list
19: end if
20: s← s∗
21: end while

Multiple methods can be applied as stopping criteria. In most cases, the criteria
is based on the iteration number or on the time bound. In our case, the algorithm
stops if it can not find a better solution within a certain number of iteration.

5 Test results

In this section we will introduce the specific regulations for our case study, the test
cases and the results of our algorithm. The algorithm was implemented in Java
language, and IBM Cplex 12.4 software was used to solve the integer programming
part (see Section 3).
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The heuristic was run on the following computer:

• Processor: Intel Core I7 970 3.2Ghz

• Memory: 14Gb.

• Operation System: Microsoft Windows 7 Enterprise 64bit

Since the problem definition ignores the personal conditions i.e. illness or hol-
iday, usually the rostering method is a part of a decision support system and the
members of the crew are fictive workers. One roster is just the duty which can
be performed by one worker following the rules. Therefore, the rostering problem
deals with driver types. In this study, one driver type is used but it can be ex-
tended several different worker types. Although the presented method is general
for any crew rostering problem, we tested it with rostering of bus drivers of a city
public transport company. In our case every driver had a contract of 8 hours of
worktime with respect to an average workday. The planning period (the timeframe
with respect to which the average daily working time should be 8 hours) was 1
month. The following regulation constraints were used for our test cases, as being
the general rules in the driver rostering area:

• The minimum rest time between two shifts lasts for 12 hours (Reg. 2)

• The worktime must be less than 48 hours in a week (Reg. 3.)

• Drivers must have at least 4 free days in a month (Reg. 4.)

• The number of the maximum consecutive workdays is 6 (Reg. 5.)

The stopping criteria of the algorithm is given in a way that it ends when no
improvement in solutions is found after 200 iterations, or when drivers with under-
or overtime left only. In the objective function of the mathematical model cc(i)
was defined by the expected worktime, and we set α = 2 and β = 1. We evaluated
the methods with Formula (18) during the testing, where α′ = 1 and β′ = 1 by
the notes following the definition of the formula. We have chosen this case as the
typical example when overtime dominates the cost function. The use of parameters
α and β makes our approach flexible: if we consider the above natural case (cc(i)
being the expected worktime), then practically β = 1 and 1 ≤ α ≤ 2. Since our
goal is to show the applicability of the method as a proof of concept, we made our
testing on the above basic case.

The algorithm was tested on real-life problems and on randomly generated
data. The real-life instances came from the bus driver scheduling department of the
local city bus company Szeged, a mid-size city of Hungary. The artificial problem
instances are generated in such a way that the properties of the shifts reflect the
characteristics of real life data. The shift distributions of the generated samples
are the same with the following properties of the generated shifts:
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• Worktime is between 7 and 9 hours.

• Duty time is between 6 and 10 hours.

• The division of the shifts on a day follows the normal distribution.

The tests on the generated inputs were running in five problem groups of differ-
ent size and we also tested our algorithm on a real world input (25,50,75,100,200,real).
In this context by the size we mean the number of shifts on the most loaded days
of the planning period. The workdays are considered with the maximal number of
shifts, while weekends are generated with approximately 80-90% of this maximum.
The time limit of the CPLEX was 8 hours in each case.

Table 5: Test results on size (5, 50, 75, 100, 200, real )

Input
Lower
bound

Cost
heur

Time
heur

Cost
IP

Time
IP

gen25 1 4807 4807 3.2 4900 18.77
gen25 2 4658 4658 3.6 4691 495.2
gen25 3 1825 1825 4.1 1855 154.8
gen25 4 4371 4371 3.1 4457 22.96
gen25 5 4815 4815 5.4 4911 18.11
gen50 1 3359 3359 5.4 3415 875.1
gen50 2 2581 2581 15.2 2581 844.8
gen50 3 3000 3000 10.4 3047 1102.34
gen50 4 1671 1671 4.8 1696 1252.78
gen50 5 1925 1925 10.3 1960 1529.56
gen75 1 2861 2861 50.9 - -
gen75 2 4051 4051 65.1 - -
gen75 3 3809 3809 88.9 - -
gen75 4 90 100 79.4 - -
gen75 5 4682 4682 65.3 - -

gen100 1 3261 3361 124.4 - -
gen100 2 987 2581 145.2 - -
gen100 3 1663 3000 160.4 - -
gen100 4 1671 1671 121.8 - -
gen100 5 1925 1925 130.3 - -
gen200 1 3564 3564 420.4 - -
gen200 2 4895 4895 321.2 - -
gen200 3 3771 3771 345.4 - -
gen200 4 2930 3930 329.8 - -
gen200 5 2029 2029 298.3 - -
volan real 4897 4897 9.87 5012.87 21418.56
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The results of TPC are compared to the lower bound (see Section 4.1.1) and
the solution of the IP, see Table 5. It can be stated that in most cases our algo-
rithm produced low running time and good solutions for each test case. The time
complexity is found much higher for the IP than the heuristic in all cases. Though
heuristic can not guarantee optimal solution, but in practical situations the run-
ning time is also an important aspect. However, as the problem size increased the
running time of IP became unacceptable.

As the test cases have shown, the iteration number was high enough to reach
the lower bound in most cases. The IP was running with a relative gap of 2% in
a case of the generated input and 4% in a case of the real input which means the
IP stopped when the actual solution was maximum of 2% and 4% distance from
the optimal solution. The above fact explains why the costs of the IP are slightly
higher than that of the TGPM.

The real input consisted of approximately 4000 shifts in a one month planning
period, i.e. approximately 120-140 shift per each workday. The number of the
working drivers in the final solution was 150. The results of the real input were
tested with the integer programming model, the results of the IP can be found
in the last row of the table. With the TPC the problem could be solved with
the estimated number of drivers in every case. We obtained that TPC is able to
handle relatively large inputs producing good quality feasible solutions in reasonable
running time. Furthermore, in the majority of the test cases, our method has
reached the theoretical lower bound.

6 Conclusion and future works

In this paper important aspects of the crew rostering in the scheduling of bus drivers
were introduced. First a mathematical model of the problem was defined. Then
we proposed the TPC method for the crew rostering problem, which is a proof of
concept dealing with some general international regulations. In the initial phase a
preliminary rostering is constructed. First the number of workers is estimated, then
days-off patterns are generated, and a conflict graph is built. Lastly, to produce an
initial rostering, the graph is colored with the estimated number of colors, where
each color refers to an worker. In the second phase, a tabu search method recolors
the graph to reduce the cost by minimizing the total undertime and overtime.
Our method has been tested with artificially generated and real life instances.
The real instances belongs to the local public transport company of Szeged. For
moderate sized problems, the results of the presented algorithm have been compared
to the solutions of the appropriate integer programming model and to a lower
bound. TPC produced a satisfactory running time, reached the lower bound in most
cases and returned a feasible solution in all cases. In the future the running time
could be improved with other methods such as paralell programming and additional
regulations could be taken into account in the conflict graph with additional edges,
or with penalties in the objective function.



Graph Coloring based Heuristic for Crew Rostering 659

7 Acknowledgement
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Pixel Grouping of Digital Images for

Reversible Data Hiding

Sultan A Hasiba b and Hussain Nyeema c

Abstract

Pixel Grouping (PG) of digital images has been a critical consideration
in the recent development of the Reversible Data Hiding (RDH) schemes.
While a PG kernel can define pixel-groups with the different neighborhoods
for better embedding rate-distortion performance, only the group of horizon-
tal neighborhood pixels of size 1×3 has so far been considered. In this paper,
we, therefore, construct the PG kernels of sizes 3 × 1, 2 × 3 and 3 × 2, and
investigate their potentials to improve both the embedding capacity and the
embedded image quality for a PG-based RDH scheme. A kernel of size 3× 2
(or 2× 3) that creates a pair of pixel-triplets (i.e., two L-shaped blocks) and
offers a higher possible correlation among the pixels. These kernels thus can
be better utilized for improving a PG-based RDH scheme. Considering this,
we develop and present an improved PG-based RDH scheme and the compu-
tational model of its key processes. Experimental results demonstrated that
our proposed RDH scheme offers reasonably better embedding rate-distortion
performance than the original scheme.

Keywords: pixel value ordering, reversible embedding, data hiding, predic-
tion and sorting

1 Introduction

Multimedia data have recently witnessed a tremendous growth that continues with
a broader impact on today’s life-hood, society, research, and industry. Their uses
have shown great promises for the spectrum of emerging applications like differ-
ent distant and cooperative systems and services in the areas of medical, space,
military, security, and surveillance. However, with the advances in communication
technologies, their exchange over the public communication network is also raising
many security concerns, including forgery, copyright violation, and privacy inva-
sion of multimedia data [6]. To addressing these problems, Reversible Data Hiding
(RDH) is being widely investigated [15,24].
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RDH is an evolving forensic and covert-communication technology for multime-
dia data like digital images. An RDH scheme embeds data into a cover image, and
the embedded data later can be extracted on-demand basis. An RDH scheme thus
has two main processes: generation and embedding [14, 16]. In the generation, the
data to be embedded in the cover image are generated and processed as per the
requirements of an intended application. The embedding, on the other hand, deals
with how and where the data are to be embedded in the cover image. The gen-
eration process thus deals with the required security properties like integrity and
confidentiality, and an embedding technique controls the embedding performance
of the RDH scheme.

The embedding rate-distortion criteria mainly determine the embedding per-
formance of an RDH scheme. The embedding rate or embedding capacity measures
how much data can be embedded in a cover image, and the distortion measures how
much visual quality of the cover is compromised for embedding. Much attention
in the data hiding research thus can reasonably be tracked in the development of
various embedding techniques with better embedding rate-distortion performance
in the last two decades [1–5,9–13,17–23,25,27].

Among different types of RDH schemes, Pixel Grouping (PG), also called Pixel
Value Ordering (PVO), has shown great promises for better embedding rate-dis-
tortion performance [10, 12, 19–22] (see Sec. 2). The PG-based schemes thus have
the potential to offer a higher embedding rate and lower embedding distortion (i.e.,
better-embedded image quality). In such schemes, while pixel values are grouped
and arranged in a numerical order to better utilize their correlations for improving
the embedded image quality, not much attention has been paid in the computation
of PG with better pixel correlation.

In this paper, we report an improved PG-based RDH scheme with better
utilization of pixels’ correlation in pixel grouping. We call each pixel-group an
image-block in this paper. As will be discussed in Sec. 2, Jung’s scheme [10] showed
the best possible embedding rate-distortion performance so far in a minimum
image-block scenario. We have investigated the case of that scheme [10] that
employed image-block of size 1 × 3 and analyzed the embedding rate-distortion
performance of our proposed improvement with other possible block sizes to have
better pixel correlation. Notably, in a mixed (i.e., combination of horizontal, ver-
tical, and diagonal) neighborhood, pixels in an image-block remain relatively more
correlated. We, therefore, construct and analyze different image-blocks in modeling
a PG-based RDH scheme. Thereby, a greater possible pixels’ correlation in an
image-block can be, utilized in embedding for a better rate-distortion performance.

The remainder of this paper is structured as follows. The current state of the
PG-based RDH schemes is reviewed in Sec. 2. We develop and present a general
computational model of a PG-based RDH scheme to construct different image-
blocks and to examine their effect on the embedding performance in Sec. 3 and
analyze the experimental results in Sec. 4. Conclusions are given in Sec. 5.
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2 State of RDH schemes

Development of reversible embedding techniques has underpinned different RDH
schemes; for example, Difference Expansion (DE) schemes [1,9], Histogram Shifting
(HS) schemes [13, 23], Reversible Contrast Matching (RCM) schemes [2, 5], and
Prediction Error Expansion (PEE) schemes [3, 4, 10–12, 19–22, 25]. Among them,
PEE-based embedding combined the potential of HS and DE techniques to utilize
the image redundancy better. Embedding distortion in PEE highly depends on the
prediction-error histogram, where a sharp distribution of the histogram offers lower
embedding distortion. A better predictor is thus always desirable in PEE to obtain
a sharper histogram [4].

Additionally, the sorting of prediction errors has been another consideration
for improving the performance of PEE-based embedding [23]. Of the sorted
prediction errors, the lower values are used for embedding to minimize distortion
in the embedded image. Li et al . [11] reported that a higher embedding rate with
lower distortion is obtainable by embedding in the prediction-errors with lower
complexities. Coatrieux et al . [3] proposed an adaptive embedding technique that
determines the most suitable carrier-class according to its local specificity for data
embedding. For better embedding rate-distortion performance, a PEE-based RDH
scheme, therefore, aims to utilize correlations of the pixels in an image-block.

The PG technique has lately better utilized the image correlations in PEE-based
embedding. Unlike the classical PEE, the PG-based PEE predicts a pixel that has a
higher correlation to the original pixels in an image-block. Li et al . [12] introduced
the PG-based RDH scheme that either increases (or decreases) or keeps unchanged
the maximum (or minimum) pixel in a block for embedding 1-bit data. That scheme
was later improved with the consideration of dual maximum (or minimum) pixels
for prediction errors [21], adaptive prediction of maximum (or minimum) valued
pixel [20], pixel-wise PVO [22] and 2D-PVO with pairs of prediction errors [19].

Recently, Jung [10] proposed a scheme that operates on the image-blocks of three
pixels, where two successive blocks do not share any pixel. For embedding in each
block, its pixel-values are sorted in ascending order to compute the maximum and
minimum prediction errors from the maximum and minimum pixels in the block,
respectively. That scheme offers better-embedded image quality with reasonably
higher embedding capacity.

However, like the other aforementioned PG-based RDH schemes, computation
of image-blocks with higher pixels correlation has not been considered. The better
utilization of pixels correlation may lead to further improvement of the scheme
with better rate-distortion performance. This consideration leads us to investigate
different structures of image-blocks for PG-based embedding. Our preliminary
results were presented in the conference proceedings [7,8] that have been extended
in this paper with the substantial revision of the model, analysis with more details,
and new results.
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3 An improved PG-based RDH scheme

In this section, we develop and present a computational model of the PG-based
RDH scheme that generally captures the principle of both Jung’s scheme [10] and
our proposed modifications. The improved PG process is briefly introduced below,
followed by our generalized embedding and extraction processes.

3.1 Proposed pixel grouping

A PG-based embedding utilizes image correlations to improve the embedding
rate-distortion performance, as mentioned in Sec. 1. The embedding of the Jung’s
scheme computes the unit prediction error in an image-block of size 1 × 3, which
restricts the block-pixels’ correlations to only the horizontal context. Thus,
redefining an image-block with both the horizontal and vertical contexts may
further improve the embedding rate-distortion performance.

We thus have investigated the embedding performance of the PG-based RDH
scheme for different structures of the image-blocks. Unlike the image-blocks used
in the Jung’s RDH scheme [10], we have employed the other possible structures
of an image-block to determine the improvements in the embedding performance.
The image-blocks of size 3× 1 for vertical orientation and the blocks of size 2 × 3
and 3 × 2 for the mixed (e.g ., horizontal, vertical, and diagonal) orientations are
considered. The image-blocks of both the sizes, 3 × 2 and 2 × 3 give a pair of
pixel-triplets (i.e., two L-shaped blocks). The construction of two L-shaped blocks
illustrated in Fig. 1(c–f ) (with the green and blue colors) from a block of 6-pixels
means that each L-shaped block is of a fixed size of 3 pixels. These blocks of
3 pixels can be used as the other blocks of 3 pixels like in Fig. 1(a and b) for
embedding. Note that Jung [10] used the structure in Fig. 1(a), and the others in
Fig. 1(b–f ) are studied for the proposed PG-based embedding.

Construction of the structures of an image-block shown in Fig. 1 can be
abstracted with the block (·) and de block (·) for the generalized PG-based em-
bedding with an additional input argument σ (see Sec. 3.2). This means, for
Jung’s scheme, σ = [1, 3] defines a block of size 1 × 3, and for the proposed
embedding, σ = [3, 1], [3, 2] and [2, 3] define an image-block of size 3× 1, 3× 2 and
2 × 3, respectively. With a suitable σ, a PG-based embedding would have more
correlated pixels in an image-block to offer better rate-distortion performance.

3.2 PG-based embedding

Let an image, I of size M × N is to be given as input (or cover) image and used
for the embedding of secret-data D. The embedding process follows the following
steps to output the embedded image I ′. As in Algorithm 1, steps of the embedding
are discussed below.

Step 1: A set of image-blocks, B is first obtained from an input image, I for a given
block-size σ such that B = {Bn}, where Bn is a set three pixels of the n-th
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Figure 1: Structures of an image-block of 3-pixels for PG-based RDH scheme: (a)
3× 1, (b) 1× 3, (c, d) 2× 3, and (e, f) 3× 2.

block. This processing is abstracted with the function, block (·). That is,
Bn = {bin, bi+1

n , bi+2
n } with i ∈ {1, 2, · · · , M×N} for n ∈ {1, 2, · · · , M×N

3 }.
Step 2: A set of sorted image-blocks, P = {Pn} is obtained by sorting the pixel-

values of each image-block, Bn. For example, a sorted image-block, Pn is
obtained by applying the sorting function sort (·) block-wise for each Bn.
That is, Pn = {pin, pi+1

n , pi+2
n }, where pin ≤ pi+1

n ≤ pi+2
n .

Step 3: A set of predicted errors En is obtained for each sorted block Pn

using the function predict (·). That is, for each Pn, predicted error
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Algorithm 1 PVO Embedding

Input: image I, block-size σ, and payload D
Output: embedded image I ′

1: {Bn} ← block (I, σ)  n is total no. of blocks
for all Bn do

2: Pn ← sort (Bn)
3: En ← predict (Pn)
4: P ′n ← embed (Pn, En, {d})
5: B′n ← inverse sort (P ′n)

end for
6: I ′ ← de block (B′n)

En = {emax
n , emin

n } of the n-th block is obtained using (1).

emax
n = pi+2

n − pi+1
n (1a)

emin
n = pin − pi+1

n (1b)

Step 4: A pair of predicted errors, emax
n and emin

n of an n-th block is expanded
according to the secret bits, {d} ∈ D or is shifted by unit value us-
ing (2) and (3) to obtain the modified errors, êmax

n and êmin
n . These

modified errors are then used to compute the set of estimated pixels,
P ′n = {p′in , pi+1

n , p
′i+2
n } using (4).

êmax
n =

⎧⎪⎨
⎪⎩
emax
n , for emax

n = 0

emax
n + d, for emax

n = 1

emax
n + 1, for emax

n > 1

(2)

êmin
n =

⎧⎪⎨
⎪⎩
emin
n , for emin

n = 0

emin
n − d, for emin

n = −1
emin
n − 1, for emin

n < −1
(3)

p
′i+2
n = pi+1

n + êmax
n (4a)

p
′i
n = pi+1

n + êmin
n (4b)

Step 5: The embedded pixels of each block are then relocated to their original
locations using the inverse of sort (·) that we call here inverse sort (·).

Step 6: The embedded image-blocks are finally combined to return the complete
embedded image, I ′.



Pixel Grouping of Digital Images for Reversible Data Hiding 669

Algorithm 2 PVO Extraction

Input: embedded image I ′

Output: original image I and extracted payload D

1: Initialize: D ← ∅

2: σ ← blocksize (I ′)
3: {B′n} ← block (I ′, σ)

for all B′n do
4: P ′n ← sort (B′n)
5: E′n ← predict (P ′n)
6: (Pn, {d})← extract (P ′n, E

′
n)

7: D ← concat (D, {d})
8: Bn ← inverse sort (Pn)

end for
9: I ← de block (Bn)

3.3 PG-based extraction

PG-based extraction follows the inverse processing of embedding (see Algorithm 2).
This algorithm takes the embedded image, I ′ and block-size, σ as inputs to return
the original image, I and extracted data, D. Key steps of this algorithm are briefly
discussed below.

Step 1: The extracted payload, D is initialized with an empty array, ∅.

Step 2: The size of the embedded image-blocks, σ is extracted from I ′ using
blocksize (·).

Step 3: A set of image-blocks, B′ = {B′n} is obtained from the embedded image,
I ′ using the same function, block (·), and σ used in embedding, where B′n
is the n-th image-block of three pixels.

Step 4: A set of sorted image-blocks, P ′ is obtained from B′. This means that
the n-th embedded image-block, P ′n is obtained by the block-wise sorting
function sort (·) for each B′n such that P ′n = {p′in , p

′i+1
n , p

′i+2
n }, where p

′i
n ≤

p
′i+1
n ≤ p

′i+2
n .

Step 5: For each sorted image-block, P ′n ∈ P ′, the function predict (·) outputs a
set of predicted errors, E′n = {êmax

n , êmin
n } using (5).

êmax
n = p

′i+2
n − p

′i+1
n (5a)

êmin
n = p

′i
n − p

′i+1
n (5b)

Step 6: From each embedded block, P ′n, the embedded bits, {d} are extracted,
and the pair of embedded/expanded predicted errors, êmax

n and êmin
n are
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computed using (6). These errors are then used to compute the originally
sorted image-block, Pn = {pin, pi+1

n , pi+2
n } using (7). We note that this

extraction function is computationally inverse of the embedding function
such that extract (·) = embed−1 (·).

d =

{
êmax
n − 1, for 1 ≤ êmax

n ≤ 2

−êmin
n − 1, for − 2 ≤ êmin

n ≤ −1 (6)

pi+2
n =

⎧⎪⎨
⎪⎩
p
′i+2
n , for êmax

n = 0

p
′i+2
n − d, for 1 ≤ êmax

n ≤ 2

p
′i+2
n − 1, for êmax

n > 2

(7a)

pi+1
n = p

′i+1
n (7b)

pin =

⎧⎪⎨
⎪⎩
p
′i
n , for êmin

n = 0

p
′i
n + d, for − 2 ≤ êmin

n ≤ −1
p
′i
n + 1, for êmin

n < −2
(7c)

Step 7: The extracted bits, {d} from each embedded image-block is then concate-
nated with D, which was initialized as an empty array in Step 1.

Step 8: The pixels in each sorted image-block, Pn are relocated to their original
locations to obtain the image-block, Bn.

Step 9: Each image-block, Bn is then combined using the function, de block (·) to
obtain the original image, I.

4 Experimental results

The performance of the proposed PG-based RDH scheme has been evaluated and
compared with Jung’s PG-based scheme [10]. The USC-SIPI test-images [26] of
size 256×256×8 have been used for this performance evaluation. The embedding-
capacity and embedding-rate have been determined in terms of the total embedded
bits and bit-per-pixels (bpp), respectively. For embedding, a set of pseudo-random
bits is generated as D. The proposed scheme is implemented using MATLAB
R2016b.

Additionally, the embedded image quality has been determined in terms of two
popular objective visual quality metrics, peak signal to noise ratio (PSNR) defined
in (8) and structural similarity (SSIM) [28] defined in (9). Here, M × N is the
image size, and I(i, j) and I ′(i, j) are the pixel-values of the location (i, j) in an
original image and its embedded version, respectively. In (9), μx and μ′x are the
average-values of x and x′, where x ∈ I and x′ ∈ I ′ are the pixels of original and
embedded images, respectively. Similarly, σ2

x and σ2
x′ are the variances of x and
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x′, respectively; σxx′ is the covariance of x and x′; c1 and c2 are two regularization
constants, and L is the dynamic range of the pixel values.

MSE =

∑N
j=1

∑M
i=1

(
I ′(i, j)− I(i, j)

)2
MN

(8a)

PSNR = 10 log
L2

MSE
(8b)

SSIM =
(2μxμx′ + c1)(2σx,x′ + c2)

(μ2
x + μ2

x′ + c1)(σ2
x + σ2

x′ + c2)
(9)

A better embedding rate-distortion performance has been observed for PVO
embedding with L-shaped image-blocks. The pixel-correlations in an image-block
thus can be better utilized in PG-based embedding with blocks of size 2×3 or 3×2,
resulting in better embedding rate-distortion performance, as illustrated in Table 1.
In other words, the room for embedding more bits with the complex image-blocks is
mainly resulting from the increasing possibility of expanding the required predicted
errors for data-bit embedding as defined with the middle-cases of (2) and (3) in
Sec. 3.2, which is attained in the cases of L-shaped image-blocks. For example,
the total embedding capacity of Jung’s Scheme is 44992 bits (or 0.1716 bpp) for
Airplane image, which is increased to 46547 bits, 46612 bits, and 46762 bits (or
0.1776 bpp, 0.1778 bpp, and 0.1784 bpp) for the image-blocks of sizes 3 × 1, 2 × 3,
and 3× 2 of the proposed schemes, respectively.

Additionally, the visual quality of the embedded images has remained at a
similar level, as evident in Table 1 and Table 2.improved embedding capacity also
For example, the PSNR and SSIM values of Airplane embedded images are 51.576
dB and 0.9759, respectively. In contrast, the proposed embedding with 3×1, 2×3,
and 3×2 offered the PSNR and SSIM values of 51.617 dB and 0.9756, 51.639 dB and
0.9760, and 51.629 dB and 0.9759, respectively. We have observed that, while the
performance of the proposed scheme with 3×1 block-size slightly improves over the
Jung’s scheme, this improvement becomes more noticeable for the other proposed
block-sizes (i.e., 2×3 and 3×2). This is because these image-blocks capture pixels
in the horizontal, vertical, and diagonal directions to be more correlated than the
image-block of size 3× 1 (proposed) and 1× 3 (Jung’s)).

Despite the improvement in the embedding rate, the proposed scheme retains
similar intensity distribution of the cover image. The histograms of the cover image
and its embedded versions with different values of σ are illustrated in Fig. 2–3. The
difference between the cover and any embedded image can hardly be perceived;
however, the differences of respective histograms illustrate the changes made in
the intensity distribution of the cover image (see the third-column from the left in
Fig. 2–3). Such trivial visual changes remain unnoticeable, as also suggested by
the absolute-difference images on the right-most columns in those figures.

The above trend of improvement also holds for the average performance of the
proposed scheme. The average embedding capacity achieved with the 3 × 2 size
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Table 1: Comparison of rate-distortion performance

Images Metric Jung [10]
Ours

(1× 3) (3× 1) (2× 3) (3× 2)

Airfield

Capacity (bits) 27307 29414 30333 30104
bpp 0.1042 0.1122 0.1157 0.1148
PSNR (dB) 50.756 50.842 50.864 50.862
SSIM 0.9941 0.9943 0.9943 0.9943

Airplane

Capacity (bits) 44992 46547 46612 46762
bpp 0.1716 0.1776 0.1778 0.1784
PSNR (dB) 51.576 51.617 51.639 51.629
SSIM 0.9759 0.9756 0.9760 0.9759

Baboon

Capacity (bits) 13226 14046 14090 14087
bpp 0.0505 0.0536 0.0537 0.0537
PSNR (dB) 50.263 50.283 50.282 50.286
SSIM 0.9977 0.9977 0.9977 0.9977

Boat

Capacity (bits) 26588 25521 26224 26338
bpp 0.1014 0.0973 0.1000 0.1005
PSNR (dB) 50.681 50.6485 50.660 50.666
SSIM 0.9926 0.9926 0.9925 0.9925

Couple

Capacity (bits) 34494 34968 34882 34596
bpp 0.1316 0.1334 0.1331 0.1320
PSNR (dB) 51.016 51.008 50.996 50.985
SSIM 0.9916 0.9915 0.9915 0.9915

Elaine

Capacity (bits) 23306 23997 24392 24304
bpp 0.0889 0.0915 0.0930 0.0927
PSNR (dB) 50.595 50.612 50.633 50.629
SSIM 0.9929 0.9926 0.9928 0.9928

Goldhill

Capacity (bits) 27021 29365 28280 28573
bpp 0.1031 0.1120 0.1079 0.1090
PSNR (dB) 50.688 50.759 50.719 50.730
SSIM 0.9922 0.9924 0.9923 0.9923

Peppers

Capacity (bits) 33483 31933 33423 33802
bpp 0.1277 0.1218 0.1275 0.1289
PSNR (dB) 50.923 50.869 50.914 50.916
SSIM 0.9887 0.9885 0.9886 0.9886

Tiffany

Capacity (bits) 41750 38807 41864 41680
bpp 0.1593 0.1480 0.1597 0.1590
PSNR (dB) 51.316 51.183 51.305 51.303
SSIM 0.9829 0.9826 0.9829 0.9829
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Figure 2: Comparison of the cover image and its histogram with different embedded
versions and their histograms for the Airplane image.



674 Sultan A Hasib and Hussain Nyeem

(a) Cover image, I

0 100 200 300

Bins

0

500

1000

1500

2000

2500

3000

P
ix

el
 c

ou
nt

s

(b) Histogram of I

(c) I′σ=1×3

0 100 200 300

Bins

0

500

1000

1500

2000

2500

3000
P

ix
el

 c
ou

nt
s

(d) Histogram of I′σ=1×3

0 100 200 300

Bins

-200

-150

-100

-50

0

50

100

150

P
ix

el
 c

ou
nt

s

(e) Histogram, (b)− (d)

(f) I′σ=3×1

0 100 200 300

Bins

0

500

1000

1500

2000

2500

3000

P
ix

el
 c

ou
nt

s

(g) Histogram of I′σ=3×1

0 100 200 300

Bins

-150

-100

-50

0

50

100

150
P

ix
el

 c
ou

nt
s

(h) Histogram, (b)− (g)

(i) I′σ=2×3

0 100 200 300

Bins

0

500

1000

1500

2000

2500

3000

P
ix

el
 c

ou
nt

s

(j) Histogram of I′σ=2×3

0 100 200 300

Bins

-150

-100

-50

0

50

100

150

P
ix

el
 c

ou
nt

s

(k) Histogram, (b)− ( j)

(l) I′σ=3×2

0 100 200 300

Bins

0

500

1000

1500

2000

2500

3000

P
ix

el
 c

ou
nt

s

(m) Histogram of I′σ=3×2

0 100 200 300

Bins

-200

-150

-100

-50

0

50

100

150

P
ix

el
 c

ou
nt

s

(n) Histogram, (b)− (m)

Figure 3: Comparison of the cover image and its histogram with different embedded
versions and their histograms for the Baboon image.
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Table 2: Comparison of average rate-distortion performance

Metric Jung [10]
Ours

(1× 3) (3× 1) (2× 3) (3× 2)

Capacity (bits) 31223 31387 32228 32191

bpp 0.1191 0.1197 0.1229 0.1228

PSNR (dB) 50.921 50.916 50.948 50.944

SSIM 0.9891 0.9890 0.9891 0.9891
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Figure 4: Embedding rate-distortion performance comparison
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image-block is 32191 bits, and that with an image-block of size 2× 3 is 32228 bits;
whereas, the capacity is found of 31223 bits and 31387 bits for the image-blocks of
size 1×3 and 3×1, respectively. This improved embedding capacity also maintains
an improved average PSNR and similar SSIM values in case of the image-block of
size 2 × 3. We note that similar improvements in the rate-distortion performance
of the proposed RDH scheme also exist for the other test images we experimented
with.

5 Conclusions

PG-based RDH is generalized for different image-blocks and its embedding rate-
distortion performance is investigated for better utilization of block-pixels corre-
lation. The image-blocks with different structures have been investigated for the
PG-based embedding. The presented simulation and experimental results in this
paper suggest that a better rate-distortion performance can be obtained with the
embedding in an L-shaped image-block capturing pixels in the horizontal, vertical,
and diagonal contexts. In other words, the PG-based embedding with 2 × 3 and
3× 2 image-blocks would offer an improved rate-distortion performance compared
to the other block-sizes and the Jung’s scheme. This consideration of constructing
image-block may also contribute to the development of PG-based RDH schemes in
the future.
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Semi Fragile Audio Crypto-Watermarking

based on Sparse Sampling with Partially

Decomposed Haar Matrix Structure
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and Geetha D.D.c

Abstract

In the recent era the growth of technology is tremendous and at the same
time, the misuse of the technology is also increasing with an equal scale.
Thus, the owners have to protect the multimedia data from the malicious
and piracy. This has led the researchers to the new era of cryptography
and watermarking. In the traditional security algorithm for the audio, the
algorithm is implemented on the digital data after the traditional analog to
digital conversion. But in this article, we propose the crypto–watermarking
algorithm based on sparse sampling to be implemented during the analog to
digital conversion process only. The watermark is generated by exploiting
the structure of Haar transform. The performance of the algorithm is tested
on various audio signals and the obtained SNR is greater than 30dB and the
algorithm results in good robustness against various signal attacks such as
echo addition, noise addition, reverberation etc.

Keywords: audio, watermarking, cryptography, compressive sensing

1 Introduction

The most common and widely used security algorithm for the multimedia files is
digital algorithms. The multimedia data can be the image, audio, video, text, etc.
Mainly there are two ways to achieve the privacy in digital data, namely, water-
marking and cryptography [11]. The digital watermarking is defined as embedding
the highly decryptable watermark into the digital data without harming the con-
tent of the original host signal. Whereas in cryptography the data would be in
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disguise form to protect its content. In other words, Cryptography converts the
intelligible data into unintelligible data which appears as meaningless for attackers.
By seeing the data one can tell the data is encrypted but cannot decrypt without
the proper secret key. If the data is decrypted the data is no longer protected.
Both the algorithm should maintain the robustness nature to protect the secret
message. On the other hand, the privacy in watermarking is not strictly inevitable
but in cryptography, it has to be private by definition. For example, the watermark
presence on the rupee note can be easily seen by everyone against the light.

In this article, we propose the algorithm to protect the audio signals from the
piracy. As the human Auditory System (HAS) is more sensitive than the Human
Visual System (HVS) [11], the audio watermarking becomes a very tedious task.
The audio data security has been under research for many years but still, it is
falling short of safety requirements and it is vulnerable to attack, privacy and
piracy. The natural audio signal that is audible by the Human ear originates from
acoustic variation. These acoustic signals are converted to analog and subsequently
digital data using Shannon sampling theory. The encrypted key or watermarking is
carried out on the obtained digital data for protection. A large amount of research
in watermarking is centered on digital techniques which are more prone to attack
as shown in Fig. 1.

Figure 1: Existing Methods Flowchart

To overcome this problem, in this paper, embedding the crypto-watermark sig-
nature on the audio during the time of digital conversion as shown in Fig. 2 is
studied and experimented.
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Figure 2: Proposed Algorithm Flowchart

In the past decade, there has been a paradigm shift in approaches to signal
acquisition that explores and employs sparse coding or compressing sensing [3,
12, 13, 14]. By compressive sensing the audio with the watermark, the data is
referred as ‘digital information data’ instead of typical digital audio data, which
precludes from direct conversion to analog audio unless the audio can be recovered
using mathematical programming techniques only. The advent of this technique
is to embed the watermark with the secret key at the time of digital to analog
conversion without altering the perceptual quality of the audio signal. By using
only, the mathematical programming technique the audio can be converted and can
be played using a transducer.

2 Existing methods

In the past years, various research had been undergone to protect the ownership of
audio files and a various algorithm is developed based on Discrete Cosine Trans-
form (DCT), Discrete Wavelet Transform (DWT), Empirical Mode Decomposition
(EMD), etc. In [6], Guo et al. propose a transform domain watermarking algo-
rithm. By altering the DCT coefficient the watermark is embedded into the host
and the algorithms average Signal to Noise Ratio (SNR) reaches up to 20dB. A
novel audio watermarking algorithm based on the randon transformnumber and
DWT was defined by Cairong Li et al. [10]. A new adaptive audio watermarking
algorithm based on Empirical Mode Decomposition is introduced by Khaldi and
Boudraa [9] and the average SNR reaches up to 25dB. In [1], the author attempts
to implement a baseline audio watermarking system that embeds the information
by modulating the phase in Weighted Overlap-Add Algorithm (WOLA). The algo-
rithm gives SNR values from 0 to 25dB. In [7] blind audio watermarking is proposed
based on a combination of Discrete Wavelet Packet Transformation (DWPT), Sin-
gular Value Decomposition (SVD) and Quantization Index modulation (QIM). The
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author Fallahpour and Megias [4] venture an innovative method of embedding the
audio watermark. The Fibonacci series is used to select the FFT samples of the
host signal to embed the watermark. In all the methods the acoustic signal is con-
verted to digital data using traditional analog to digital conversion (ADC) and the
algorithms are implemented on the digital data.

3 Block diagram

The general digital audio watermarking process is shown in Fig. 3. From the
performer through the microphone the audio signal is transmitted to the processor
where the signal is converted into digital and watermark embedding is done. The
watermarked data can be transmitted or can be stored digitally. At the receiver
side, the signal is converted into audio and played through the speaker. Thus, the
algorithms cannot be used for the live audio concert.

Figure 3: General Digital Audio Watermarking process

To overcome this problem in this paper we propose a compressive sensing based
crypto–watermarking algorithm to be implemented during the process of ADC only.
The general block diagram of the compressive sensing based crypto-watermarking
algorithm for audio is shown in Fig. 4.

Here we propose a customized microphone where the watermark is embedded in
the time of signal acquisition and the watermarked digital data can be transmitted
or can be stored digitally. The analog data can be recovered only by the customized
speaker where the security key and watermark are embedded. The traditional
speaker cannot retrieve the data. The customized microphone and speaker block
diagram are shown in Fig. 5.

4 Compressive sensing and its role for audio secu-
rity

Essentially, the compressive sampling (CS) is a method of converting the analog
signal into a digital information with sparse. This non-uniform sampling yields
fewer sample data, which can be used to recover the signal using a mathematical
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Figure 4: Crypto–Watermarking Block Diagram

convex programming. This is in contrast to the conventional analog to digital
conversion technique which exploits digital filtering technique based on Shannon
uniform sampling principle.

Let x ∈ Rn be a one dimensional (1-D) original audio signal and the signal
is considered as K-sparse or K non-zero entries. The transform matrix vector
representation with the orthonormal basis matrix Ψ ∈ Rn×n is X = Ψx with x is
a K-sparse signal.

The method of obtaining linear measurement data vector y ∈ Rm from an
incoherent sampling or sensing matrix φ ∈ Rmxn (m� n) is expressed as y = φΨx.

On denoting matrix Θ = φΨ as compressive sensing process we get

y = Θx . (1)

By finding solutions to an underdetermined linear system of equation (1), the
original signal can be reconstructed. In underdetermined linear system, the sys-
tem has infinite number of solutions and more unknowns than the equations. Most
common methods to solve the sparse approximation are Basis Pursuit and Orthogo-
nal Matching Pursuit methods. In basis Pursuit method, the sparse approximation
problem can be replaced as convex problem, hence the same is used for the recovery
in the proposed method.
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Figure 5: (a) Customized Microphone Block Diagram (left) (b) Customized Speaker
(right)

The sparse problem in Basis Pursuit is given as

min(‖x‖0) subject to y = Θx , (2)

where y ∈ Rm is the measured vector, φ is the m × n matrix and x ∈ Rn is the
vector to be recovered. In the equation (2), the norm-0, ||.||0 is non-convex and
difficult to solve. It is an NP-hard (Non-deterministic Polynomial-time hardness)
problem. Therefore, it is replaced with l1-norm and it is given as

min(‖x‖1) subject to y = Θx . (3)

It can be recast as Linear Programming problem (LP) and is given as

minfTx subject to y = Θx

x ≥ 0 ,

where fTx is the objective function, y = Θx is collection of equality constraint and
x ≥ 0 is set of bounds. By adding new variable, the nonlinearity is recast to the
set of constraints and it is given as

min

n∑
i−1

Ui subject to − u ≤ x ≤ u

y = Θx

Or it can be written as

min

n∑
i−1

Ui subject to − xi − ui ≤ 0, i = 1, 2, . . . , n

xi − ui ≤ 0, i = 1, 2, . . . , n

y = Θx

(4)
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There are many algorithms to solve the basis pursuit problem such as simplex
method and primal–dual interior point method. For high accuracy, the primal dual
method is used with Newton method combined with modified KKT (Karush-Kuhn-
Tucker) condition for search criteria.

For example, consider n = 2,

fu1 = x1 − u1

fu2 = −x1 − u1

And the corresponding dual variable is considered as λ1 and λ2 and given as

λ1 = − 1

fu1

λ2 = − 1

fu2

The modified KKT condition for the residual rt = (x, λ, υ) is given as

∇f0(x) +

m∑
i=1

λi∇fi(x) + ΘTυ = 0

−λifi(x) =
1

t
i = 1, 2, . . . ,m

Θx = y

For t > 0, it is given as

rt (x, λ, υ) =

⎛
⎝�f0 (x) +Df (x)

T
λ+ΘTυ

−diag (λ) f (x)− 1
τ 1

Θx− y

⎞
⎠ (5)

where f : Rn → Rm and the matrix Df is its derivative

f (x) =

⎛
⎜⎝

f1 (x)
...

fm (x)

⎞
⎟⎠ and Df (x) =

⎛
⎜⎝

�f1 (x)T
...

�fm (x)
T

⎞
⎟⎠ .

If x, λ, υ and rt(x, λ, υ) = 0, then x = x∗(t), λ = λ∗(t) and υ = ∗(t). x is primal
feasible, and λ, ν are dual feasible. The duality gap is τ = m

t .
The first term of equation (5) is called dual residual, 2nd term is called centrality

residual and 3rd term is primal residual. For a fixed time t, at a point (x, λ, υ) that
satisfies f(x) < 0, λ > 0 the Newton’s step is used to solve rt(x, λ, υ) = 0.

y = (x, λ, υ), � y = (�x,�λ,�υ)

⎛
⎝�2f0 (x) +

∑m
i=1 λi�2fi (x) Df (x)

T
ΘTυ

−diag (λ)Df (x) −diag (f (x)) 0
Θ 0 0

⎞
⎠

⎛
⎝Δx
Δλ
Δυ

⎞
⎠ = −

⎛
⎝rdual
rcent
rpri

⎞
⎠ (6)
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The solution of equation (6) will be the primal dual search direction. For the
primal-dual interior point method, we use the surrogate duality gap. For any x
that satisfies f(x) < 0, λ ≥ 0 it is defined as η(x, λ) = −f(x)Tλ.

If x is a primal feasible, and λ, υ are dual feasible, which means rpri = 0 and
rdual = 0 then the surrogate gap will be the duality gap. In general, the steps to
compute the optimal solution is as follows. The inputs are a point x that satisfies
f(x) < 0, λ > 0, μ > 1εfeas > 0, ε > 0.

1. Set t = μm
η .

2. Compute primal dual search direction using equation (6).

3. We determine the step length s > 0 and compute y = y+sΔy until ‖rpri‖2 ≤
εfeas, ‖rdual‖2 ≤ εfeas, and η ≤ ε.

4. For the implementation, the step length is chosen in the range of 0 < s ≤ 1.
The step length tracking is started with s = 0.99 ·min{1,min−λi

�λi
| �λi < 0},

i = 1, 2, . . . ,m. Multiply the s by β ∈ (0, 1) until we have ‖rτ (x+ s� x, λ+
s� λ, υ +�υ‖2 ≤ (1− αs).‖rτ (x, λ, υ)‖2 where α is set as 0.01.

5. Continue the steps until the optimal value of x is found.

5 Haar transform and its orthogonal property

Haar Transform is the simplest and the fastest wavelet transform. The Haar func-
tion is denoted as hk(x) and will fall in the closed interval of [0, 1]. Whereas the
k is the order of the function and it is decomposed into two parameter such as
k = 2p + q − 1, k = 0, 1, . . . , N − 1 where N = 2n, 0 ≤ p ≤ n− 1, 0 ≤ q ≤ 2p.

The Haar function is defined as

h0(x) ≡ h00(x) =
1√
N

, x ∈ [0, 1]

and

hk(x) ≡ hpq(x) =
1√
N

⎧⎨
⎩

2
p
z
q−1
2p ≤ x < q−0.5

2p

−2 p
z
q−0.5
2p ≤ x < q

2p

0 otherwise.

The amplitude and the width of the function which involves the value other
than zero is given by p and position of the non-zero value is given by q. The Haar
transform matrix for the N = 2 is given below:

H2 =
1√
2

[
1 2
1 −1

]
.

It is observed that H = H∗ and H−1 = HT therefore HTH = I where I is the
identity matrix.



Semi Fragile Audio Crypto-Watermarking 687

6 Privacy preserving crypto-watermarking tech-
nique

Typically, the intent of both cryptology and watermarking is to add a signature
into the data to make it secure from an unintended audience and to maintain
privacy and authenticity while communicating through the unsecured channels with
robustness to attacks. But the significant difference is that in cryptology, both data
and signature are invisible, whereas in watermarking the data could be visible but
signature may or may not be visible. The current exploration has both the features
which we refer to as crypto-watermarking technique.

For our algorithm, we create a matrix U which can be a unitary matrix or
permutation matrix since both has very interesting properties. For example, let’s
consider U as a unitary matrix and considering the property of unitary matrix

UUT = UTU = I . (7)

Applying the equation (7) to (1) we get

y = Θx = φΨx = (UφT )T (UΨ)x (8)

or

y = Θx = φΨx = (UTφT )T (UTΨ)x . (9)

Note here the matrix x is the segmented audio frame of the original host signal.
Based on the above relationship we now formulate the sensing matrix and the
transform matrix by using either equation (8) or (9). By calculating the scaling
factor, the equation (7) can be rewritten as

UUT = UTU =
1

n
I . (10)

Therefore, we can view y as

y = Θx = φΨx = (UφT )T (UΨ)x

y = Θx = φΨx = (UTφT )T (UTΨ)x .

7 Proposed algorithm

Generation of K-sparse signal

The original host signal is divided into frames and the input audio sequence from
an audio frame is x ∈ Rn (e.g., Figure 6) with K sparse.
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Process of generating a watermark signature

1. Consider U=H, a Haar matrix.

2. Form H = Q1Q2Q3 · · ·QjR where Qj is an orthogonal matrix and R is an
upper triangular matrix which in turn is non-orthogonal matrix.

3. Perform the various signal function on Q to generate a watermark and is
given as W = signalfunctioni(Q) where the signal function can be circular
shift, addition, etc. on the decomposed orthogonal matrix without affecting
the orthogonal property. The signal function and ”i” times is considered as
extra security key (Sk).

4. The generated watermark is considered as watermark key (Wk).

Process of embedding watermark signature in compressive
sensed data

Let us consider equation (8).

1. Decompose the Haar matrix and generate the watermark key and secret key.

2. Obtain the shuffled audio matrix as X = (UΨ)x.

3. Obtain A = (UφT )T .

4. Obtain watermarked data matrix as Y = AX.

Process of Recovery of Signal from compressive signal

In order to recover the signal from equation (1), the primal dual interior method is
used. The recovery algorithm explained in section 4 is implemented in MATLAB
and the signal is recovered. Depends on the length of the audio signal, the number
of iterations varies. Table 1 lists the number of iterations for the different audio
files.

Table 1: Number of iterations

Audio file Number of iterations Duration(sec)
Guitar 9 16.52
Flute 14 37.47
Bass 21 46.53
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8 Results and discussion

In this section, we concentrate on the audio quality aspects arising due to com-
pressed sensing that exploits various k-sparse audio data. Subsequently, we demon-
strate and highlight a few experimental results of the proposed semi-fragile au-
dio crypto-watermarking based on compressed sensing while acquiring audio clips
and also audio data recovery processes. The experiment involves schemes such
as crypto-watermarking signature generation, embedding the watermark signature
and l1 recovery algorithm for the recovery of the signal. And we have compared
the quality assessment of the audio recovery using the proposed algorithm with and
without watermarking signatures. The proposed algorithm is implemented using
MATLAB 2016 in Intel Core i5 processor.

Generating K-sparse data for experimentation

A set of 10 source audio clips are chosen for the experiment. All the clips are
mono-channel with less than 60 seconds duration sampled with 44.1 KHz having
audio data width as 8 bits. All the audio clips generated includes solo musical
instruments like violin, guitar, piano, flute, equinox, bass, Handel, track, Mary
Song, Backstreet boys song, Crazy Frog - Axel F, Emilie big world, and different
frequency clips. Table 2 lists the different audio clips names, duration, length and
the sampling frequency.

Table 2: Experimented audio file’s details

Audio Length Duration Sampling Frequency (Hz)
bass 525200 11 s 44100

Guitar 90309 2 s 44100
Piano 409101 9 s 44100
Handel 73113 8s 8192
violin 305172 6s 44100
flute 346724 7s 44100
tone 384000 8s 48000
Mary 319725 7s 44100

Backstreet boys 1323000 30s 44100
Emilie big world 1323000 30s 44100
Irish Whistel 1323000 30s 44100

100Hz 220500 5s 44100
250Hz 220500 5s 44100
440Hz 220500 5s 44100
1KHz 220500 5s 44100
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For better implementation, the source signal is reduced to frames with the
samples of 256 for each frame. Many natural signals are pithy when it is expressed
in an appropriate basis. The example is shown in below Fig. 6(a) of the source
signal and its transform in Fig. 6(b).

Figure 6: (a) Source Signal (b) Transformed signal

Based on observation, it is evident that the most coefficients are very small
and negligible and at the same time only a few coefficients would comprise of a
significant amount of information. Hence compressive sensing exploits this sparse
nature of the signal. For simplicity, in this article, we would like to generate
the sparse signals which are obtained by utilizing the transformed signal using
pseudo-random sequence generator. The uniformly distributed random numbers are
selected according to our frame size and using that the K-sparse signal is generated
and only the nonzero K values are considered. Different K values are taken for
the test and the results are quite similar to any value of K, whether it is less K or
greater K.

Considering x ∈ Rn and the transform coefficient is K-sparse then the measure-
ment m of the basis matrix is selected by generating a random vector uniformly.
It is shown in [5, 2] K-sparse vector x can be reconstructed from y = Ax using l1
minimization provided

m ≥ CKln
n

K
(11)

where C > 0 is a universal constant independent of K,n,m. In equation (11), m
is directly proportional to K and hence if the sparsity is considered small then the
measurement m can also be chosen small in comparison with nso that the solution
of an underdetermined system of linear equation is reasonable. Different sparse K
signal and the corresponding m measurement by considering C = 0 are listed in
Table 3.

Recovered signal

The reconstructing can be performed only by the customized speaker which is
embedded with the secret key and the security key as shown in Fig. 5(b). The
compressed watermarked signal reaches the speaker where the programming recov-
ery takes place using the l1 minimization with wk and sk and the optimum value
is obtained by primal dual sparse approximation algorithm. The recovered signal
is shown in Fig. 7.
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Table 3: Different K and m

S.No K m
1. 3 ≥14
2. 5 ≥20
3. 7 ≥25
4. 10 ≥32
5. 13 ≥39
6. 15 ≥43
7. 20 ≥51

Figure 7: Recovered signal

For our experiment we have tested different instrumental audio data such as
piano, guitar etc. and the results are listed below in Table 4. The proposed
algorithm takes approximately 2ms to perform a crypto watermarking on an audio
of length of 256 samples and takes approximately 0.1s to reconstruct the host signal
using the security key and watermark key. Further, the above proposed algorithm
is tested on various audio album songs such as Backstreet boys, Emilie Big world
and observed that the success rate is around 80%, which yields a good efficiency
with a reduced delay for embedding and reconstructing the signal.

9 Imperceptibility

Imperceptibility is the parameter used to measure the perceptual quality of the
original audio after embedding the watermark data into it. The objective param-
eter to measure the imperceptibility is Signal-to-Noise ratio (SNR) and Objective
Difference Grade (ODG). The SNR is a measurement that compares the similarity
between the undisturbed host signal and the watermarked host signal. The SNR
is calculated as

SNR = −10 log10

∑n
i=1(Y − Y ′)2∑n

i=1(Y )2
dB (12)
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Table 4: Test Results

where Y is the compressive sensed data without embedding a watermark signature
and Y ′ is the compressive sensed data by embedding the watermark signature.

We have used the kabal [8], PEAQ Basic Model to evaluate the Perceptual
Evaluation Audio Quality where ODG = 0 means no impairment whereas ODG =
−4 means it’s very annoying. It is observed that the obtained ODG is less than
−1.9 which shows the fair perceptual quality of audio.

As the final judgment of the perceptual quality of audio has to be made by the
HumanAuditory System (HAS) we have experimented with the subjective quality
measurement test also. For the test, we have selected four participants and asked
them to grade the dissimilarity between the original host and the recovered sig-
nal. The Subjective Difference Grade (SDG) is reported by the participants where
SDG = 5 means no dissimilar and SDG = 0 means totally dissimilar. It is ob-
served that the obtained SDG is greater than four which shows the good perceptual
quality of the audio signal. Table 5 shows the SNR, ODG, and SDG of the different
audio signals.



Semi Fragile Audio Crypto-Watermarking 693

Table 5: Imperceptibility measurement

Audio SNR ODG SDG
Piano 32.38 -1.131 > 4
Guitar 32.96 -1.126 > 4
Handel 31.2 -1.889 > 4.5
Bass 31.31 -1.9 > 4.5
440Hz 34.3 -1.32 > 4
1kHz 31.82 -1.2 > 4

10 Robustness

To verify the robustness of the proposed method the following attacks are per-
formed.

a. Amplitude Modification
The amplitude of the watermarked signal is modified by ±6% whereas the
positive and negative scale is boosting off the amplitude and cutting off the
amplitude respectively.

b. Echo Addition
An echo with a delay of 350ms and echo level of 85% is added to the water-
marked audio signal.

c. Filtering
Different filtering such as Low Pass Filter, High Pass Filter, Band Pass Fil-
ter and Band Stop Filter with different cut off frequency is applied to the
watermarked audio signal.

d. Reverberation
Big room reverberation with a reverberation time of 1000ms is exerted on the
watermarked audio signal.

e. Resampling
The watermarked audio is downsampled 22050 Hz and upsampled back to
source sampling frequency of 44100Hz.

f. MP3 Compression
The watermarked audio signal is compressed to a bit rate of 16kbps and
decompressed back to .wav format.

g. Noise addition
White Gaussian Noise is added to the watermarked audio signal.
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To measure the robustness, the commonly used parameters are Normalized
Correlation (NC) and Bit Error Rate (BER). The Normalized Correlation (NC) is
defined as

NC =
x∗x̃√
x2
√
x̃2

. (13)

The Bit Error Rate (BER) is defined as

BER =
x∗x̃
n

(14)

where x is the recovered signal without any attacks, x̃ is the recovered signal with
an attack, and n is the length of the signal. Table 6 shows the NC and BER for
the audio files of Handel.wav and guitar.wav. If NC = 1 means the algorithm
is high robustness to attacks whereas if NC = 0 means the algorithm is fragile to
attacks. It can be observed from the table, the proposed algorithm is possessing
the nature of high robustness as NC is greater than 0.96 and BER of zero for
all cases. The Robustness comparison of the proposed algorithm with the other
existing watermarking algorithm is also shown in Table 6.

Table 6: Robustness Test Results of Proposed algorithm and Comparison of Ro-
bustness with other watermarking algorithms
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11 Comparison

The proposed algorithm in this article is compared with the recent audio water-
marking scheme. Each algorithm uses different properties and we have chosen SNR,
ODG and SDG values as the comparisonparameter with our proposed algorithm.
All the compared algorithms, embed the watermark in the digital data and re-
ported SNR values is greater than 20 dB whereas the reported ODG is less than
-2. Comparing with the other methods, our method proposes a high SNR which
is greater than 31dB. As we use the crypto watermarking at the time of ADC, the
ODG values observed is fair compared with the other method. We can make a
convenient tradeoff in this case as the watermark is embedded at the time of signal
acquisition. Table 7 shows the comparison of a different watermarking algorithm.

Table 7: Comparison with other Watermarking Algorithm

Algorithm SNR (dB) ODG SDG
Guo et al. (2012) 20 Not reported Not reported
Cairong Li et al. (2012) 22.35 to 27.35 Not reported Not reported
Khaldi and Boudraa (2013) 24.12 to 26.38 0.4 to -0.6 Not reported
Arnold et al. (2014) 0 to 25 -0.42 -1.07
Hu et al. (2014) 20.889 -0.062 Not reported
Fallahpour, Megias (2015) 35 to 61 -0.3 to -1.1 > 3.5
Proposed Algorithm 31.2 to 34.3 -1.1 to -1.9 > 4

12 Conclusion

The proposed crypto-watermarking algorithm is based on compressive sensing and
by exploiting a partially decomposed Haar matrix, the watermark is generated. The
results show the SNR is above 30dB which shows that the perceptual quality of the
audio is not degraded in the name of increasing the security. The security of the
audio is more as the watermark and security key are embedded into the host audio
signal at the time of signal acquisition only. Hence the proposed algorithm can
be utilized for real-time application and can be used to protect the original audio
from illegal copying. The results of the robustness shows that the NC is close to
unity and BER is zero and therefore the algorithm is highly robust against various
signal attacks such as noise addition, echo addition, reverberation, etc. Hence the
proposed algorithm can be used to embed a watermark in a live concert and protect
the data by providing the security key.
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