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Abstract

A study of gas adsorption has been carried out with the focus of better understand-

ing the relationships between the individual properties of the adsorbent/adsorbate

(e.g. material structure, interactions, gas size and shape, etc.) and the overall ad-

sorptive properties of the combined system (e.g. capacity, binding strength, equili-

bration time, etc.) as a function of thermodynamical variables. This is useful from

the perspective of a comprehensive and fundamental understanding as well as for

practical applications. The equilibrium regime of adsorption on carbon nanostruc-

ture materials (nanohorns, nanotubes, and graphite) is investigated using molecular

statics (MS) and grand canonical monte carlo (GCMC) methods for a variety of gas

species (carbon dioxide, ethane, argon, etc.). Through the controlled variation and

comparison of these simulations, interaction and structural models are developed to

help interpret and understand experimental observations. For the case of the ad-

sorption of ethane on closed carbon nanohorns, the lack of distinct features in the

adsorption data was found to be a result of binding on exterior sites of the aggregate

as well as the increased degrees of freedom of the molecular species. The isosteric

heat of adsorption of carbon dioxide on both carbon nanotubes and nanohorns has

been experimentally shown to trend through a minimum before approaching the bulk

value, which contradicts what is observed for all other adsorbate species. Here it is
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shown that carbon dioxide’s unique behavior is due to the increased gas-gas interac-

tions which are present due to its quadrupole moment. In order to study the effect

of complex geometries and inhomogeneous interaction profiles in the kinetic regime,

such as those present in carbon nanohorns, a general 3D on-lattice KMC modelling

scheme was developed. A lattice model for carbon nanohorns was developed within

this scheme and preliminary calculations show the variation of binding energy along

the length of the pore serves to reduce the time to reach equilibrium as well as causes

higher site occupancy near the bottom of the pore.
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Chapter 1

Introduction

A fundamental and comprehensive understanding of adsorption has been the pur-

suit of much scientific inquiry. From the many practical applications such as gas

storage, separation, and purification to its prevalence in natural systems, this un-

derstanding is poised for continual societal and scientific impact. Today, this may

be more true than ever with the incessant progression of global warming due to the

build-up of greenhouse gases in the Earth’s atmosphere[1]. While much theoretical

and experimental work has contributed greatly to our knowledge in this area[2, 3, 4],

the emergence of complex adsorbent materials (carbon materials, MOFs, zeolites, etc)

and their potential applications necessitates further investigation. Porous materials

or those that otherwise impose geometric restrictions, complex adsorbate gases with

high internal degrees of freedom, as well as gas mixtures, present new theoretical

challenges. A diverse range of adsorbate material phases and dimensions arise on the

surfaces and in the pores of these materials, providing not only an opportunity to
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probe and characterize the adsorbent but also to explore the behavior of matter in

confined environments.

Carbon-based sorbents are one class of materials of particular interest in this area

due to the highly desirable adsorptive properties that their unique, stable, and tunable

geometries are believed to present, such as high storage capacity, strong binding, and

fast kinetics. Two relatively new materials that fall into this class are single walled car-

bon nanotubes (SWNTs) [5] and single walled carbon nanohorns (SWNHs)[6]. These

sp2 hybridized forms of carbon can be thought of as being constructed out of a single

graphene sheet that has been appropriately rolled and connected in such a way as to

define a hollow and seamless surface with well-defined interior and exterior regions.

Nanotubes are cylindrical in form, while nanohorns are conical like with a radius that

varies along its length. Both individual SWNTs and SWNHs coalesce under attrac-

tive Van der Waals forces[7]. Nanotubes come together to form hexagonally packed

bundles comprised of up to hundreds of individual tubes.[8] These bundles present

multiple distinct potential adsorption sites to gases on both the interior and exte-

rior regions. Nanohorns do not accumulate into cylindrical bundles like nanotubes,

instead they form spherical aggregates[7, 9, 10]. While the configurational nature of

these aggregates varies depending on the specifics of their production conditions,

in the dahlia-like form thousands of the nanohorns are aligned radially with their

capped tip oriented outwards.[6, 10, 11]. As with nanotube bundles, the aggregate form

produces unique and distinct internal and external binding regions.

The purpose of this work is to enhance the understanding of adsorption on the

aforementioned materials. Through the variation of structural models, interactions,

adsorbates, etc. both the material specific and fundamental parameters and processes
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that govern adsorption are investigated using computational simulations. This is

facilitated through a strong collaboration between the Calbi group (at the University

of Denver) and the (now former) experimental Migone group (at Southern Illinois

University). This hybrid computational and experimental approach allows for the

computational models to be validated which can then, in turn, be used to interpret and

explain experimental observations. As discussed in later chapters, the explanatory

power of the computational approaches is rooted in the ability to easily view the

microscopic system configurations.

For a thorough treatment, it is imperative to study both the aspects of adsorption

associated with the thermodynamic equilibrium of the adsorbed phase with the ex-

ternal gas and the time evolution of how the system reaches such an equilibrium state

as determined by the underlying kinetic processes at play. Equilibrium information

includes the composition and structure of the adsorbed phase, storage capacity of the

adsorbent, etc. as a function of thermodynamic variables in addition to binding site

locations and energies. With the kinetic regime, the focus is turned to the time-frame

that adsorption takes place where quantities such as the rate of gas adsorption and

equilibration times are determined.

The majority of effort in this study is concentrated on the equilibrium regime

where several experimentally motivated questions are addressed. Experimental isotherm

measurements[12, 13, 14] on unopened dahlia-like carbon nanohorns show smoother steps

for spherical adsorbate gases (Ne, Ar, CF4) (as compared to other sorbents) and prac-

tically a complete lack of steps for ethane and carbon dioxide. The reason for this

change in behavior for different adsorbates is investigated through the simulation

of gas adsorption using grand canonical Monte Carlo (GCMC) methods on several
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different model structures. These structures are represented under the continuous

carbon approximation using an extension built into LAMMPS[15] which enables the

ability to compute interactions for arbitrarily parameterized surfaces.

Gas adsorption on as produced carbon nanotubes has been extensively studied for

a variety of sorbate species such as H2, N2, CH4, CF4, C2H6, etc.[16, 17, 18, 19] The com-

mon equilibrium adsorptive behavior amongst these adsorbates includes the presence

of two isotherm steps, which corresponds to adsorption in two energetically distinct

binding sites. This isosteric heat of adsorption displays a monotonically decreasing

dependence with coverage which achieves the maximum value at low coverage and

approaches the corresponding bulk latent heat at high coverage. Experimental ad-

sorption measurements conducted for CO2 on this sorbent[17, 20] show results that

contrast the set of common characteristics presented by the other adsorbates. Using

both molecular statics (MS) and GCMC simulations, the unique behavior of carbon

dioxide is elicited in this study.

A strong emphasis is placed on both carbon dioxide and ethane adsorbate species.

From a practical standpoint, CO2 sorption attracts much interest due to the various

industrial applications which are centered around the capture and separation of the

gas.[21, 22, 23]. More fundamentally there is interest due to CO2’s unique gas-gas in-

teractions, which manifest in a host of unique adsorptive properties. For ethane, its

position as a model linear sorbate allows for the general examination of the relation-

ship between the sorbate/sorbent structure and the ultimate adsorptive properties of

a given system.

For the kinetic regime, the initial aim was to investigate the effect that more com-

plex sorbent geometries and interactions can have on the dynamics of the system and
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to identify the key parameters/processes at play. This was prompted by experimental

results from the Migone lab[14] which showed a reversal in trend for the equilibration

time for the adsorption of ethane on as produced carbon nanohorns (as compared to

the behavior on graphite and closed carbon nanotubes). Additionally carbon diox-

ide exhibits an equilibration time that increases with coverage on open and closed

nanohorns as well as nanotube bundles. This behavior is in contrast to the typical

behavior of a simple adsorbate (Ne, Ar, CF4) which displays a decreasing trend of

the equilibration time with coverage. It became apparent that the modelling scheme

used in our group’s previous kinetic modelling efforts[24, 25, 26, 27, 28, 29] was inflexible

and designed in an ad-hoc manner, where significant alterations to the underlying

code base would be required to model more complex systems. This served to spur

the development of a much more general 3D on-lattice kinetic Monte Carlo (KMC)

modelling scheme based off the open source SPPARKS[30] code. Under this scheme,

there is significant flexibility to model complex systems of varying lattice structure,

interactions, rate constants, adsorbate species, etc. without requiring alterations to

the code. The performance of the code also allows for the simulation of much larger

systems due to the implementation of more efficient solvers which have better scaling

as the number of possible moves in the system increases. As a first step toward ad-

dressing the original kinetic aim, a model for carbon nanohorns is developed within

the new scheme which encompasses the salient features of the sorbent’s unique conical

pores. Preliminary KMC simulations on this system are conducted and discussed.

In this initial portion of Chapter 1 the purpose and merit of this work have been

stated along with a brief overview of some specific knowledge gaps that the study

aspires to close. The remaining sections of this chapter contain relevant background
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information as well as a literature review of relevant work in the field. In Chapter 2,

the methods and procedures are described. Chapters 3 and 4 contain a summary and

discussion of the equilibrium and kinetic results. The project is concluded in Chapter

5 with a summary and recap of important findings.

1.1 Background

1.1.1 Adsorption

If we consider a substrate material (sorbent/adsorbent) that is exposed to a

gaseous species (sorbate/adsorbate), adsorption is the spontaneous process (∆G < 0)

in which molecules from the gas adhere to the surfaces and pores of the substrate,

as depicted in Figure 1.1. Upon adsorption, energy is released (∆H < 0) into the

surroundings and in the adsorbed phase the gas experiences a reduction in the de-

grees of freedom (∆S < 0). The gas-gas and gas-substrate interactions along with

the adsorbent/adsorbate structures, the system temperature, pressure, and kinetic

processes all factor into determining the properties of the adsorbed phase. Generally,

Figure 1.1: An idealized depiction of the adsorption process.
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adsorption is broken into two categories: physical adsorption (physisorption) and

chemical adsorption (chemisorption). This distinction is due to the differing binding

energies associated with the two regimes. Physisorption is the weaker of the two,

usually in the meV range, and is due to Van de Waals (dispersion)[31] forces acting

between the gas and material. During this type of adsorption, the electronic struc-

ture of the sorbent and sorbate is not significantly perturbed. Chemisorption is much

higher energy (eV range) where chemical bonds are formed and broken. This causes

significant electronic structure changes to occur. For the gases and materials studied

in this investigation, we will focus on the physisorption regime.

With adsorption there are two temporal regimes: kinetic and equilibrium. During

the kinetic phase the system is dynamic and there is a net flux of molecules ad-

sorbing. Here we are interested in following the evolution of the system as it reaches

equilibrium; items of interest may include the equilibration time, adsorption rates, the

coverage as a function of time, system configurations etc. Once the system reaches

equilibrium, quantities are constant, on average, such that the number of adsorp-

tion events balances out the number of desorption events. Information such as how

much adsorbate can be taken up by the sorbent (effective area and pore volume),

the adsorbed phase structure, how strongly each gas species is bound to the material

(binding sites and energies) along with how those values change as a function of pres-

sure and temperature can be determined at equilibrium. A complete understanding

of adsorption requires a study of both of these regimes.
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1.1.2 Carbon Nanohorns and Nanotubes

The study of carbon-based materials, especially those with sp2 hybridization, such

as graphite, carbon nanotubes, fullerene, and graphene have attracted much theoret-

ical and experimental attention in the recent years. These various forms of carbon

exhibit interesting and unique electrical, mechanical, optical, thermal, and adsorp-

tive properties that elicit many proposed practical applications. Additionally, their

geometry provides an ideal environment for research in zero (fullerenes), one (nan-

otubes), and two dimensions (graphene). In 1999, a new type of single walled carbon

was discovered in aggregate form, the nanohorn.[6]. This was proceeded by the dis-

covery of carbon nanotubes almost a decade earlier. Individual single walled carbon

nanohorns (SWNHs) were not isolated until 10 years after their initial discovery due

to the difficulty in separating them from their preferred aggregate form.[32].

Like fullerenes and single walled carbon nanotubes (SWNTs), nanohorns can be

thought of as being constructed out of a single graphene sheet that has been ap-

propriately rolled and connected in such a way as to define a hollow and seamless

surface with well-defined interior and exterior regions. The cylindrical nanotube has

a length and diameter ranging from 100-1000 nm and 0.8-1.2 nm, respectively. Unlike

SWNTs, the nanohorns are conical like and irregular with a varying diameter (2-5

nm) along their length (30-50 nm).[9, 10]. Generally, one of the nanohorn’s ends is

closed with a conical like cap while the other is flat or rounded.[9, 10] Though, through

chemical treatment, the closed cap can be opened allowing for nanohorns to present

in both open and closed varieties. This opening process is significantly eased due

to the highly defective nature of nanohorns.[9, 33] In their closed form inter-nanohorn

pores, defined as the region between nanohorns of the aggregate, are available. With

8



open nanohorns, intra-nanohorn pores in the interior region of the individual opened

nanohorns are also accessible.

Nanotubes come together to form hexagonally packed cylindrical bundles which

can be comprised of 100’s-1000’s of individual tubes with typical wall to wall separa-

tions of 3.2-3.4 Å. Nanohorns do not accumulate into bundles like nanotubes, instead

they form spherical aggregates (80 -100 nm).[9, 10] The configurational nature of these

aggregates varies depending on the specifics of their production conditions.[10, 11]. Four

distinct categories of these aggregates have been identified: dahlia-like, bud-like, seed-

like, and petal-like.[34] In the dahlia- like form, which is the aggregate of interest in

this study, thousands of the nanohorns are aligned radially with their capped tip on

the sphere’s outer surface.[6]. Figure 1.2 depicts an idealized representation of an

individual carbon nanohorn dahlia-like spherical aggregate as well as a idealized nan-

otube bundle. In this view, four adsorption sites are identified for each sorbent. For

the nanohorns this includes two sites of strong binding (deep in the inter- nanohorn

conical pore and the intra-nanohorn pore at the tips of the horns) and two of weak

binding (on the outside of the nanohorn surfaces). Similarly, nanotube bundles have

two inner sites, the interior of the nanotubes and the interstitial region between nan-

otubes. On the exterior there are two additional sites, in the groove between adjacent

tubes and on the exterior of individual tubes.

The high interest in the dahlia-like spherical aggregates stems from their unique

radial arrangement which creates large conical like pores (due to the decrease in

wall to wall separation going from the exterior of the aggregate to its center). These

interstitial sites, unlike those of nanotube bundles, are believed to be highly accessible.

They should provide high energy binding sites with fast kinetics, both of which are
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Figure 1.2: Idealized depiction of a spherical carbon nanohorn aggregate (left) and
carbon nanotube bundle (right) with labelled potential adsorption sites.

highly desirable characteristics of an adsorbent material. For nanotubes, the interest

is centered around the ability of the bundles to produce low dimensional phases of

matter through adsorption on the inside of the tubes as well as the groove sites on

the exterior.

1.2 Literature Review

The availability of the interstitial channel (IC) sites present in a nanotube bundle

has attracted both experimental[35] and theoretical[36, 37] attention. Experimentally,

Talapatra et al. measured the adsorptive properties of Xe, CH4, and Ne on SWNT

bundles. It was determined that the binding energies on these materials exceeded that

on planar graphite by 75%. By comparing the effective specific area for the different

sized adsorbates, it was determined that there was no adsorption in the interstitial

channels. Additionally it is concluded that He adsorption in the interstitial channel

is unlikely given its similar increase in binding energy. Grand canonical Monte Carlo

simulations performed by LaBrosse et al. came to a similar conclusion, that gases do

not adsorb in non-defect interstitial channels. The identification of defect ICs, which
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could occur in bundles comprised of tubes with different diameters, where found to

be large enough to accommodate gas adsorption.

In a study of the adsorption of Ne and CH4 on closed dahlia-like nanohorns by

Krungleviciute et al.[9] two steps were found in the experimental adsorption isotherms

before monolayer completion. In order to explain this behavior, the aggregate’s in-

terstitial conical pores were modeled by considering the adsorption region between

nanotubes with two characteristic separation distances. This different separation

creates adsorption regions with high and low binding energy, mimicking the intersti-

tial adsorption region of the more complicated aggregate conical nanohorn geometry.

Within this model, Krungleviciute et al. were then able to explain the presence of

the isotherm steps as two distinct adsorption sites in the monolayer regime. High

energy binding occurs near the center of the aggregate at the base of the nanohorns

at low pressure. At higher pressures, low energy binding sites on the exterior of

the nanohorn walls and capped tips are active. The similar behavior of sorbates of

different size strongly suggests that the interstitial sites are easily accessible due to

the radial configuration of the nanohorns.[9] While this model adequately explained

the experimental isotherm data, it greatly simplified the interstitial conical structure

using a continuous parallel nanotube approximation with just two tube separation

distances. In addition, this study only considered spherical sorbates with zero elec-

trostatic multipole moments. It is expected that the use of a more complex model

that includes the radial packing and a wider variety of sorbate gases may elicit greater

detail of the interstitial pore structure along with more accurate isosteric heat values.

Adsorption on nanohorn aggregates has been extensively studied for a variety of

adsorbates. In a combined experimental and computational study of N2
[38, 39, 40] the
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presence of strong and accessible internal and external adsorption sites were confirmed

through the analysis of isotherm data. Using a structural model of a tube with a

sharply capped tip, an internal pore width of 2.9 nm was found. Methane adsorption

was experimentally studied by Murata [41] where an enhancement effect was observed.

As the adsorption in the interstitial spaces increased, the internal regions showed a

corresponding concentration increase. This was attributed to the presence of holes in

the nanohorn sidewalls which provide access as the exterior coverage increases.

The adsorption of CO2 was carried out by Krungleviciute et al.[42] on closed dahlia-

like nanohorn aggregates for six temperatures ranging from 147-193 K. The behavior

of the CO2 sorbate was found to significantly deviate from that of CH4 and Ne in

previous studies on nanohorn aggregates, but was consistent with studies on SWNTs.

Mainly, the adsorption isotherms did not present two sub-steps and the isosteric heat

was found to trend through a minimum before increasing at higher coverage values.

It was proposed that these contrasting results are attributable to the existence of

CO2’s quadrupole moment, as this electrostatic energy contribution decreases the

ratio of adsorbate-substrate to adsorbate-adsorbate interaction below that of typi-

cal adsorbates (Ne, CH4, etc.).[33, 42] The effective specific surface area for monolayer

completion was also calculated using the Point- B and BET methods yielding values

of 358 m2/g and 239 m2/g, respectively. The Point-B value fell in-between previ-

ously measured valued for Ne and CH4, indicating the adsorbate can access fewer

sites/surface area than Ne but more than CH4.

CO2 adsorption, among other sorbates, was experimentally investigated by Bi-

enfait et al. on cylindrical SWNT bundles.[17] Using the volumetric method and

isothermal calorimetry (at 77.4 K), adsorption isotherms and heats of adsorption
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were measured. Similar to the previously discussed results on nanohorn aggregates,

CO2 trended differently than the other gases (H2, D2, O2, Ar, CH4) in the study.

From the adsorption isotherms it was found that CO2 has a fewer number of adsorp-

tion sites compared to the other gases, which signifies that the adsorption mecha-

nism is different.[17] After an initial plateau, the isosteric heat for CO2 was found to

monotonically increase with coverage. The authors suggest that the initial plateau

corresponds to groove adsorption and the overall trend is due to the weak attraction

between the carbon bundle and CO2. Similar experimental measurements conducted

by the Migone group[20] yielded consistent results; mainly a lack of isotherm steps

and an increasing trend in the isosteric heat. Additionally, kinetic measurements

performed in the Migone group’s study showed that the equilibration time for CO2

increases with loading (and pressure), which contradicts the behavior observed for

other gases (Ne, Ar, and CH4) on the same material.

In a recent study by Krungleviciute et al. adsorption measurements have been per-

formed for neon and carbon dioxide on open dahlia-like carbon nanohorn aggregates.[33]

The opening process allows the sorbates to access the intra-nanohorn pores in the in-

terior region of individual horns. The authors proposed four adsorption sites, two of

strong binding (deep in the inter- nanohorn conical pore and the intra-nanohorn pore

at the tips of the horns) and two of weak binding (on the outside of the nanohorn sur-

faces). When they compared the effective surface area obtained on open nanohorns to

that on closed there was an increase by a factor of 2.7 for Ne and 2.4 for CO2, which

confirms that the opening process allows adsorption to occur in the intra-nanohorn

pores. Two steps were observed (before saturation) in the Ne isotherms, correspond-

ing to adsorption in the strong and weak binding sites, while no steps were identified
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in the CO2 isotherm data. Similarly to the closed nanohorn investigations by this

group, the isosteric heat of Ne was found to be a monotonically decreasing function

of coverage with two corresponding plateaus while that of CO2 goes through a min-

imum before reaching the bulk CO2 latent heat value.[33] Kinetic experiments that

measured how long it takes for equilibration to occur were also carried out in this

study. For CO2 it was found that the equilibration time increases with increasing

loading while the equilibration time for Ne decreases (similar to the behavior of the

two gases on carbon nanotube bundles). The authors propose that the contrasting

behavior between the two sorbate gases is due to the difference in the ratio of adsor-

bate–adsorbate and adsorbate-sorbent interactions, as in their earlier studies. In a

separate study by Russel et al [43], similar kinetic behavior to Ne was observed for Ar

and CF4

Several additional studies of adsorption on both carbon nanotube bundles and

nanohorn aggregates have been conducted.[14, 18, 44, 45, 46, 47, 19, 48]. The adsorption of

ethane on as produced nanohorns was experimentally investigated by Russell et al.[14]

Adsorption isotherms were measured for a temperature range between 123.66 K and

221.32 K. In these experiments, distinct isotherm substeps that arise in the adsorption

of spherical adsorbates, such as Ne and CF4, were no longer present at similar rela-

tive temperatures for ethane adsorption. At lower relative temperatures, a possible

single gentle sub-step was observed. This also contrasts the behavior of the same gas

on nanotube bundles.[44] Isosteric heat curves show a plateau region at higher cover-

ages, corresponding to the bulk heat of vaporization, while at intermediate coverages

(5000 to 23000 cc-Torr/g) a quasi-plateau region region is found with an energy range

of between 210 and 250 meV. Kinetic measurements show an increase in equilibra-
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tion times, contrasting the observed behavior of ethane on both graphite and closed

nanotube bundles.[19] These experimental results leave open questions that warrant

further investigation in regards to why the linear adsorbate induces the equilibrium

changes as well as why the kinetics are changed by the nanohorn structure.

A computational study by Burde [24] investigated physisorption on nanotube bun-

dles using KMC, where the equilibration times was found to decrease linearly with

increasing equilibrium coverage. This behavior is consistent with the majority of gases

experimentally measured on carbon nanotube bundles.[49] The rate of decrease was

found to be exponentially dependent on the ratio of the model’s binding energy to

simulation temperature. A later study by the same group[25] investigated physisorp-

tion on energetically heterogeneous surfaces. Here it was found that the adsorption

rate is increased with the presence of heterogeneity due to indirect adsorption from

the weaker sites. Burde et al., also studied the reversal in equilibration time trend

that was experimentally observed[19] for some alkanes (propane and larger). The

KMC simulations showed that for any system with sufficiently strong gas-gas interac-

tions, the equilibration time can be made to increase with coverage. This, along with

the orientational freedom associated with longer hydrocarbons, is used to explain the

change in trend for the equilibration time.
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Chapter 2

Methods and Procedures

Computational simulation methods serve as a bridge between pure theory and

experiment. When theoretical models are only analytically tractable for simplistic

idealized cases and there is a need for solutions with additional levels of complexity

that more closely resemble the real physical system that one desires to model, ap-

plying computational methods to the problem is a widely accepted approach. In this

respect, numerical simulation complements theory but it can also be used to augment

experiment. Accurate computational models can probe physical aspects of systems

under conditions that are too difficult or expensive to perform in an actual experi-

mental setting. After being validated, simulations can also be used to help interpret,

or make sense of, experimentally obtained results.

In the case of adsorption, atomistic simulations provide direct access to the ad-

sorbed phase configurations. This ability to explicitly view the system is key to

matching isotherm and isosteric heat features to corresponding binding site loca-
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tions, binding energies, relative site capacities, phase changes, in addition to enabling

the identification of kinetic processes at play during equilibration.

The adsorption process begins at the atomic level, with individual adsorbate

molecules or atoms spontaneously binding to a particular site (surface, pore, etc.).

This bonding can be weak (physisorption) or strong (chemisorption). Regardless

of the interaction strength, the most accurate approach would include an explicit

treatment of each atom of the system. The modeling of a system at the atomistic

level is inherently quantum mechanical in nature and therefore should involve solving

the Schrodinger equation. However, this task is only analytically tractable for small

hydrogen-like atoms and therefore requires numerical approximation methods. These

so called ab-initio (or first-principle) methods, are the most accurate and reliable in

modeling materials but this comes with a huge computational cost such that only

small systems and time scales can be treated due to current constraints (computa-

tional and algorithmic limits).

Typically, the first step taken to model larger systems and time scales is to treat

the system classically, where one forgoes explicit quantum mechanical effects. As with

all approximations, the validity of a classical approach is dependent on the particular

system of interest and the underlying phenomena one desires to investigate. With

classical simulations, the effect of the individual electrons are encompassed in an

interaction potential. This interaction defines the energy and ultimately the forces

between the atoms in the system. The potentials are typically empirical in nature and

fit to known experimental values or first principle calculations with ad-hoc functional

forms that have some basis from quantum theory.
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Classical Molecular Dynamics (MD), is the standard deterministic method in

which the equations of motions (Newtonian or an equivalent formalism) are numeri-

cally integrated yielding the time evolution of the system. While the accuracy trade-

off of the classical approximation significantly reduces the underlying computational

task resulting in the ability to model larger systems for larger time spans, the limits

are still not close to macroscopic sizes (NA ∼ 6.022 × 1023 mol−1) or time scales

(seconds or more) for rare/activated events such as film growth and diffusion that

occur in the study of adsorption.

One of the strengths of MD is that the dynamics of the system which include the

underlying processes, transitions, events, etc. are automatically produced with no a

priori knowledge. All of this information is contained in the interatomic potential

and the atomistic model of the system. Due to this, there has been a large effort

to effectively extend the temporal reach of MD with so-called Accelerated Molecular

Dynamics (AMD) methods, which include temperature accelerated dynamics (TAD),

hyperdynamics, parallel replica dynamics, and parallel replica splicing [50].

An alternative approach to the above is to take the deterministic problem given by

the quantum mechanical or classical approach and recast it in a probabilistic form to

be solved by stochastic sampling [51]. This wide class of methods is generally referred

to as stochastic methods. Perhaps the most famous of these may be Metropolis Monte

Carlo, which gives a general approach to generate a random sampling from a desired

probability distribution. In the context of physical simulations, Metropolis Monte

Carlo gives a recipe for calculating average properties for various statistical ensembles.

As discussed in section 2.3, this is relevant in the study of adsorption within the

context of chemical and thermal equilibrium in the grand conical ensemble.
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Kinetic Monte Carlo (KMC) is a stochastic method that follows the dynamical

evolution of a system. This is accomplished by restricting the evolution to a set

of transitions which define the long-time behavior of the system and neglecting the

motion between such events. That is, the dynamics are not a direct result of the

interatomic potential. For example, in the study of diffusion, hops from one local

minimum to another would define the rare transition events and the smaller time-

scale vibrations about the equilibrium position are not followed. Traditionally, KMC

requires prior knowledge of the transition events, their rates and frequency prefactors,

and is carried out on a lattice with restricted interactions, although off-lattice methods

or on-the-fly methods have been developed to deal with these limitations [52, 50].

This chapter will outline the basics of the classical computational methods used

in this investigation of adsorption on carbon nanostructure materials, which includes

Grand Canonical Monte Carlo (GCMC), Kinetic Monte Carlo (KMC), and Molecu-

lar Statics (MS). The equations and methods for determining key physical quantities

such as isotherms, isosteric heat, equilibration/characteristic times, will be overviewed

along with the adsorbent and adsorbate structural and interaction models. The soft-

ware utilized will be also be presented.

2.1 Interaction and Structural Models

In order to study the process of adsorption using computational simulations, both

an interaction and structural model is required. Each can be selected to repre-

sent either a real naturally occurring system, such as ethane adsorption on carbon

nanohorns, or an idealized general system. In the former case, the investigation typ-
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ically targets material specific aspects while the latter is more focused on probing

fundamental processes and the factors that affect them. In practice, a hybrid ap-

proach is commonly used which aims to accomplish both. In any case, the selected

aim of the investigation will play a large role in which interaction and structural mod-

els are adopted. In addition to this, the simulation method (e.g. GCMC or KMC),

regime of interest (e.g. equilibrium or kinetic), energy scale (e.g. physisorption or

chemisorption), computational complexity, etc. also contribute to the ultimate model

determination.

2.1.1 Interactions and Structural Models: Off-lattice

In off-lattice classical simulations atoms are explicitly represented at a contin-

uum of position values. The modeling of adsorption on a carbon nanohorn aggregate

or nanotube bundle system begins with an atomistic representation of the sorbate

and sorbent as well as with the selection of an appropriate potential for the sorbate-

sorbate and sorbent-sorbate interactions. The sorbate structure can closely model

the known geometry of a real material, encompass idealized yet representative fea-

tures of a real material, or focus fundamentally on structural characteristics that may

or may not be present in a material. Using a classical isotropic pair potential that

neglects many body effects sacrifices accuracy for a reduction in computational work-

load. In the study of physisorption (i.e. Van der Waals forces or London dispersion

forces), which deals with the interaction between instantaneously induced dipoles,

the Lennard-Jones (LJ) is an adequate choice of interatomic potentials that is both

computationally simple and complex enough to still capture the essential physics of

the interaction.[53] With physisorption, The LJ interaction model has been used in nu-
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Figure 2.1: The Lennard-Jones (LJ) interatomic potential energy function. The
minimum in potential energy occurs at 21/6σ.

merous computational adsorption studies with reasonable success. The total energy

of a system modelled using the Lennard-Jones interatomic potential is given by,

Utotal =
∑

ij pairs

φLJ(rij) =
∑

ij pairs

4εij

[(
σij
rij

)12

−
(
σij
rij

)6
]

(2.1)

where the summation is over unique pairs of atoms, ε and σ are free parameters which

serve to set the strength and location of the energy minimum, and rij is separation

distance between atoms i and j. As shown in Figure 2.1, this potential energy function

is weakly attractive at longer distances, due to the r−6 term which represents the

dispersion interaction, and strongly repulsive at small distance, due to the r−12 term

which represents Pauli repulsion. The potential’s two parameters are material specific,

fit to reproduce bulk properties. For pairs of dissimilar atom types, combination

rules need to be used to calculate an effective ε and σ value. A popular choice is the
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Lorentz–Berthelot combining rules given by,

σij =
σi + σj

2
εij =

√
εiεj (2.2)

For molecular species with non-zero permanent multipole moments, such as car-

bon dioxide, an extended charge model will be utilized. With this approach, explicit

charges are assigned to the atoms of the molecule (at the Lennard-Jones sites) as well

as on so called ‘ghost sites’ which reside outside of atomic sites. Charge value loca-

tions and magnitudes are assigned to reproduce experimentally measured multipole

moment values. These electrostatic interactions are calculated using the Coulombic

potential for point charges given by,

UCoul =
∑

molecules

k
qiqj
rij

(2.3)

where k = 9× 109Nm2C−2 is Coulomb’s constant, qi and qj are the charge values of

the pair of charge sites, rij is the separation distance between the charge sites, and

the summation is over all unique pairs of charge sites occurring between the molecules

comprising the system such that pairs of charge sites within the same molecule do

not interact with each other.

The carbon sp2 hybridized sorbent materials used in this study have been shown

to have a non-zero electric field due do quadrupole moments which are oriented per-

pendicular to the surface.[54, 55, 56]. As shown in Chapter 3, interactions due to this

effect can be neglected as they do not significantly contribute. While induction effects,

which arise due to the sorbate and/or the sorbent, can be significant[57, 58], this study

adopts the methods of Steele[54] in which the two-body LJ interactions are already
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parameterized to include them. The quadrupole interactions utilized in this study

include the interaction of a linear quadrupole with a point charge q given by[55],

UQq = k
Qq

4r3
(3 cos2 (α)− 1) (2.4)

where Q is the quadrupole moment, r is the distance between the point charge and

the quadrupole, and α is the is the angle between the quadrupole axis and the vector

separating the charge and quadrupole. For the comparison between an extended vs

point quadrupole for linear quadrupoles, the interaction energy takes the form of[59],

UQiQj
= k

QiQj

3r5
[(3/2)(3γ2 − 1)− 5(9αβγ − 1)+

5([3α2 − 1] + [3β2 − 1]) +
35

4
(3α2 − 1)(3β2 − 1)] (2.5)

where quadrupole moments Qi and Qj are specified by unit vectors l̂i and l̂j with a

separation vector rr̂ from i to j where,

α = l̂i · r̂ β = l̂j · r̂ γ = l̂i · l̂j (2.6)

With the above defined interactions, for a system of N atoms or molecules there

are ‘N choose 2’ (N(N − 1)/2) unique pairs to consider. This O(N2) scaling is com-

putationally expensive and can limit the system sizes that can be simulated. One

method to reduce the computational task is to reduce the range of the interactions

using a cutoff distance, beyond which the interaction pairs are neglected. This ap-

proach is only valid when the disregarded interactions are negligible. The feasibility

of such an approach can be determined through the calculation of a tail correction fac-
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tor, which serves to estimate the error in the potential energy due to the application

of a cutoff. The error can be estimated with [60],

Utail = 2πNρ

∫ ∞
rcut

r2u(r)dr (2.7)

where is it is assumed that the particle density ρ is constant beyond the cutoff, N is

the number of atoms in the system, and u(r) is the potential function used to calculate

the energy between a pair of atoms separated by a distance r. To ensure that the tail

correction energy converges, the potential energy function must decay fast enough

to account for the increase in neighboring pairs with increasing r. Specifically, for a

potential of the form, u(r) ∝ r−x, x > 3 for convergence in 3D. This immediately rules

out the Coulombic potential (∝ r−1) and explicit dipole-dipole interactions (∝ r−3) as

those that can utilize an interaction cutoff. For the LJ potential, which scales as r−6

at large separation, using a cutoff to truncate the interactions is valid. Furthermore,

as shown in 3.1, the extended charge model used to represented the quadrupole-

quadrupole interaction for carbon dioxide decays as r−5, making the use of a cutoff

valid provided that a molecular based cutoff is used such that the interaction occurs

between full molecules with a net zero electric charge.

Another method to reduce the computational workload is known as Coarse-

Graining, where each atom of the system is no longer explicitly represented, rather,

groups of atoms are combined together and represented by ‘pseudo-atoms’. In this

study, both gas molecules and substrate materials will be coarse-grained to simply the

interaction calculations and to freeze out unnecessary degrees of freedom. For the car-

bon sorbent materials studied, such as nanohorns and nanotubes, the coarse-graining
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is taken to the extreme where the entire material (comprised of many thousands

of carbon atoms) is represented as a continuous and uniform distribution of carbon

with an effective atomic surface density. This approximation allows the discrete sum

of two-body pair interactions to be replaced with an integral. It is valid when the

adsorption occurs far enough away from the surface such that the atomistic surface

corrugation effects are small enough to be neglected and when any barriers associated

with the atomic structure (such as surface diffusion) are much less than kBT .

The molecular adsorbate gases investigated in this study are ethane (C2H6) and

carbon dioxide (CO2). The ethane molecule is modelled using a united atom ap-

proach in which two methyl group (CH3) pseudo-atoms are rigidly connected with a

bond length of 1.54 Å.[61]. Carbon dioxide is modelled as a rigid molecule with three

Lennard-Jones (LJ) sites and three point charges centered at each atom. The bond

length between the C and O atoms is 1.161 Å.[62] The charge values are set to repro-

duce the quadrupole moment value of 4.3× 10−26 esu. The LJ potential parameters

used are given in Table 2.1, where the unlisted mixed parameters are given by the

standard Lorentz-Berthelot combining rules (Eqn. 2.2).

Species σ (Å) ε (K) Q/e
C 2.785 28.999 0.6645
O 3.064 82.997 -0.3323
CH3 3.75 98 0
Ar 3.405 119.8 0
C (solid) 3.4 28 0

Table 2.1: LJ parameters and charges for the pairwise interactions

For the sorbent materials, continuous representations of carbon in the form of

planar sheets, cylindrical tubes, paraboloids, and hemispheres are utilized to create

structural models for carbon nanostructure materials, as presented in Chapter 3.

25



For example, carbon nanotube bundles can be modelled as a collection of isolated

hexagonally packed cylinders or as a periodic array of cylinders. One representation

of carbon nanohorn aggregates is an array of nanotubes with either hemi-spherical

or paraboloid caps. The functional form of the interactions for continuous surfaces

are given in Appendices A-D in integral form. In the simulations, the gas-sorbent

interactions are represented as 1 or 2 dimensional precalculated tables of energy values

with a resolution of at least 0.01 Å. This approach pays the upfront cost of numerically

solving the required integrals once, in exchange for storing large multidimensional

arrays as energy look-up tables during the simulations where bilinear interpolation is

used to calculate the energy between adjacent table values.

2.1.2 Interactions and Structural Models: On-lattice

In on-lattice simulations atomic positions are discretized. A material is repre-

sented as a collection of sites, where the interconnectedness of the sites are explicitly

defined. Typically this collection of sites adheres to a regular structure and is referred

to as a lattice. As discussed in Section 2.4, rejection-free Kinetic Monte Carlo requires

the ability to keep track of all the possible moves for the entire system. This task is

most easily accomplished on lattices where all the possible moves are predefined.

A feature of interest in the spherical dahlia-like nanohorn aggregates is the coni-

cal pore regions formed between neighboring nanohorns. As depicted in Figure 1.2,

these pores have a wide opening towards the exterior of the aggregate which becomes

progressively more narrow deeper into the pore. The site binding energy in such a

pore increases as the wall separation decreases moving deeper into the pore. Within a

lattice based model, one way to represent a conical pore region is to impose a binding
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Figure 2.2: The simulation lattice with a highlighted lattice line and layer.

energy gradient along the length of the pore. Here, a 3-dimensional cylindrical lattice

of 4500 sites and 500 layers is utilized as depicted in Figure 2.2. A lattice line (defined

as a set of sites with common (x, y) coordinates and a lattice layer (defined as a set

of sites with common z-coordinates) are shown in red.

Figure 2.3 depicts the connectivity (neighbors) of each lattice site. Each layer

is comprised of 9 sites, 8 outer sites (shown in red) and a single center site (blue).

Center sites have 8 in-layer neighbors (all outer sites) and an additional 2 out-of-layer

neighbors (center sites), which are above and below (the top-most and bottom-most

center sites only have one out-of-layer neighbor which is either above or below). The

Figure 2.3: In layer lattice site connectivity for center site (left) and outer site (right).

27



red outer sites have 3 in-layer neighbors (two adjacent outer sides and the in-layer

center site) and an additional 2 out-of-layer neighbors (outer sites), which are above

and below. Outer sites in the topmost and bottom-most layer only have 1 out-of-layer

neighbor above or below.

Monomer gaseous species are modelled through the occupation of single sites.

This method is valid for noble gases (Ar, Ne, etc.) as well as spherically symmetric

gases such as methane (CH4). As monomers only have a single orientation with

respect to the sorbent material, adsorption/desorption and diffusion events are easily

represented by a change in occupancy of single sites. This also allows for single energy

values to represent binding and interaction energies, respectively. The system energy

is given as the sum over occupied sites i,

Etotal =
∑
i

Ei (2.8)

where occupied sites have energies Ei,

Ei = εbi + εsi +
1

2

∑
j,NN

δijεintij (2.9)

here εbi is the binding energy associated with the lattice site type, εsi is the energy

associated with the gas species, εintij is the interaction energy between sites i and

j, δij takes the value of 1 for occupied neighboring sites and is 0 otherwise, and the

factor of 1/2 accounts for the double counting which occurs for each interaction.

Interactions for on-lattice simulations are typically represented with position inde-

pendent constant energy values as given above in Eqn. 2.9, due to the fixed distances

associated with a rigid lattice. When modeling real materials the well depth associ-
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ated with the LJ (or similar) interaction is used at the equilibrium position as shown

above in Figure 2.1. It is convenient to use a dimensionless energy value,

ε =
E

kBT
(2.10)

such that equivalent combinations of energies and temperatures are captured in a

single simulation.

As presented in Chapter 4, the above defined lattice will be utilized with variations

of binding energies for a monomer gas species. The impact of introducing a position

dependent energy gradient along the length of the pore will also be investigated. For

these simulations, adsorption/desorption events will be confined to one or both ends

on the cylindrical pore.

2.2 Molecular Statics

Classically modeled systems are described by a position dependent interatomic

potential energy function which describes the physics of the atomic interactions. The

minima of this high dimensional (3N atomic coordinates) function are of great inter-

est as they correspond to the stable equilibrium configurations which are physically

realizable stable states of the system. For the case of adsorption, minimum energy

sites correspond to the most probable binding sites at low pressures.

Analytically determining the stationary points of the energy function by find-

ing the configurations (set of atomic coordinates describing the system) that satisfy

∇V (~r1, ..., ~rN) = 0 is not feasible for systems with realistic 3N dimensional poten-

tial energy functions. Several numerical approaches to this geometric optimization
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problem exist which iteratively perturb the atomic coordinates of the system from

a starting configuration until a minimum in the potential energy is located. The

methods differ in how they determine the direction and distance that each atom’s

position is altered during every iteration. A convergence criterion, which determines

when a minimum is located, is checked at each step and signals the termination of

the minimization routine when satisfied.

At a minimum of the potential energy the net force on each atom is zero and a

small deviation of the configuration should result in a correspondingly small change

in the potential energy. This gives two criteria that can be used to determine if a

minimum is reached,

|~Fi| < Ftolerance |Vi − Vi−1| < Etolerance (2.11)

where ~Fi is the global force vector for the system configuration of the ith iteration, Vi

is the potential energy of the system configuration of the ith iteration, and the energy

and force tolerance values are chosen to be small enough to ensure convergence while

at the same time large enough to minimize the number of required iterations.

A reasonable choice for varying the system coordinates in the search for a minimum

is to move each atom in the direction of the net force acting on it, which corresponds

to the direction of greatest decrease of the potential energy function F = −∇V .

The Steepest Descent minimization algorithm follows this approach for determining

the direction to move the atoms of the system during minimization. The size of the

displacement steps is either defined as a small constant to ensure that a step does

not increase the total energy or it is determined through a series of one dimensional
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line searches. In these line searches, the length of the step size that each atom moves

in the direction of its local force is chosen to minimize the energy for that particular

direction. The system trajectory produced through the application of the Steepest

Descent algorithm is physical and corresponds to over-damped or highly quenched

dynamics, with motion continually in the direction of the net force. Many other

more sophisticated yet related methods exist, such as Conjugate Gradient (CG) and

Newton-Raphson (NR), which utilize more advanced search direction and step size

routines in an effort to decrease the number of iterations necessary to find an energy

minimum.

The Steepest Decent, and other related algorithms, are local optimization meth-

ods, since the minimum of potential energy that they ultimately find is dependent on

the initial configuration of the system. That is, they are not guaranteed to find the

absolute minimum of the potential energy function. For cases when this is a necessity,

global optimization methods can be employed to locate the true or absolute energy

minimum of the system. Many such methods exist which span an extensive and

very active area of research. In this investigation the heuristic method of simulated

annealing will be employed when needed, where molecular dynamics simulations are

carried out to heat up the system and then slowly cool the system [63]. The basic

idea is to exploit higher temperatures to allow the system to evolve over the energy

barriers of the local minima and reach the global minimum configuration.

In the study of gas adsorption, especially on surfaces, it is commonplace to

utilize energy minimization methods to generate Potential Energy Surfaces (PES)

which describe the energy of the system as a function of the position of a single gas

atom/molecule. These can be used to determine the location of adsorption sites as
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well as transition pathways between stable states. Figure 2.4 shows a PES calculated

Figure 2.4: Potential Energy Surface for Ethane on a 3 tube heterogeneous closed
nanotube bundle as viewed along the symmetry length axis. The gray dashed circles
denote the external surface of the tubes.

for ethane (C2H6) on a heterogeneous bundle of closed carbon nanotubes. Here the

energy is plotted in the plane perpendicular to the symmetry axis along the length

of the nanotubes. Darker colors represent regions of stronger binding (lower energy

values). In this case, there are two distinct adsorption sites: 1) In the groove region

between adjacent tubes and 2) On the individual external surfaces of the tubes. This

PES for an ethane molecule, Vmin(x, y) , was obtained by minimizing the potential

energy V (x, y, z, ~Rn) with respect to the orientation of the molecule for various values
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of (x, y),

Vmin(x, y) = min
[
V (x, y, z, ~Rn)

]
z, ~Rn

(2.12)

where x, y, and z are the coordinates for the center of mass of C2H6 and ~Rn denotes

the 3N coordinates of the atoms comprising the nanotube bundle. To find Vmin(x, y)

for a specific point, C2H6 is placed at the (x, y) location and the orientation of the

molecule is permitted to relax to minimize the energy. In this case, z (symmetry axis)

and ~Rn are also held fixed at each (x, y) point.

As mentioned, the PES can be used to find minimum energy pathways (transi-

tions) between configurations. For example inspection of Figure 2.4 shows a barri-

erless transition from the external sites of the nanotubes to the groove sites, as the

energy is shown to be monotonically decreasing along that path. Another, more ro-

bust method for calculating minimum energy pathways between stable configuration

is the Nudged Elastic Band (NEB) method[64, 65]. NEB takes as input the initial and

final configurations corresponding to a transition. A series of system replicas con-

necting these two states is generated where each atom is connected to its own image

in adjacent replicas. This connection is described by an inter-replica spring force

which acts parallel to the transition path. This can be useful in the determination

of barriers and energy differences between states for the calculation of rate constants

for use in Kinetic Monte Carlo simulations.

2.3 Grand Canonical Monte Carlo (GCMC)

A natural choice for the study of adsorption is the grand canonical ensemble

(µ, V, T ) which allows for both fluctuations in energy and the number of particles
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through contact with a energy and particle reservoir. In this ensemble, which fixes

the chemical potential, volume, and temperature, a system immersed or in contact

with the reservoir will exchange both particles and energy until equilibrium is reached

where both the chemical potential and temperature are equal to that of the reservoir.

Using Markov Chain Monte Carlo (MCMC) simulations with importance sam-

pling, the main idea is to construct a random walk through configuration space that

samples from a chosen statistical ensemble in order to calculate average values of

quantities of interest. An example for the case of sampling from the grand canonical

ensemble in the context of studying adsorption is the average number of molecules

adsorbed to the surface of a material at equilibrium for a given chemical potential and

temperature. Adsorption isotherm curves which give the coverage as a function of

chemical potential for a given temperature can be generated by combining the average

results from multiple independent samplings of grand canonical ensembles that differ

only in chemical potential. For comparison with experiment, the chemical potential

can be related to pressure through the ideal gas assumption or other equation of state

expression. In this study, it is assumed that the gas/particle reservoir is sufficiently

dilute such that excess coverage effects are negligible and µ is simply related to the

reservoir pressure and temperature through the relation for the chemical potential of

an ideal gas (fugacity coefficient = 1). This assumption is justified in GCMC sim-

ulations conducted in Chapter 3, where the contribution due to excess coverage is

calculated.

The Metropolis Monte Carlo algorithm provides a general process for sampling

from a chosen statistical distribution to calculate averages without explicit evaluation

of the corresponding partition function. For the case of a rigid carbon nanostructure
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material immersed in a heat bath and particle reservoir the partition function is given

by, [60]

Z(µ, V, T ) =
∑
N

exp(βµN)V N

Λ3NN !

∫
Ω

exp(−βU(~xN))d~xN (2.13)

where ~xN is a 3N dimensional vector denoting the configurational state of the system,

U is the potential energy function, Λ is thermal de Broglie wavelength, and N is the

number of gas molecules/atoms. The probability density for finding the system in

the state (~xN , N) is proportional to, [60]

p(~xN , N) ∝ exp(βµN)V N

Λ3NN !
exp(−βU(~xN)) (2.14)

The average value of the general observable O is then given by:

〈O〉 = Z−1
∑
N

∫
Ω

O(~xN)p(~xN , N)d~xN (2.15)

The average value given in Eqn. 2.15 can be numerically approximated by eval-

uating O and p for n selected configurations ~xNi . If the configurations are selected

according to a generic probability distribution ρ, the approximate average value takes

the form of,

〈O〉 ≈
n∑
i

O(~xNi )ρ(~xNi )−1p(~xNi , N)
/ n∑

i

ρ(~xNi )−1p(~xNi , N) (2.16)

If the sampled configurations are chosen according to an optimal distribution, the

number of required function evaluations needed to obtain an accurate value can be

minimized along with the variance. Importance Sampling encompasses this idea of

using a distribution where the integrand in Eqn. 2.15 is dominate. With this in mind,
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a common choice is to use the probably density of the underlying statistical ensemble

(here Eqn. 2.14). Using this probability distribution to choose states, the calculation

of the average value simplifies to,

〈O〉 ≈=
1

n

n∑
i

O(~xNi ) (2.17)

In order to generate random configuration states according to the underlying prob-

ability density (Eqn. 2.14) the Metropolis algorithm uses the concept of a Markov

Chain, where an initial configuration is iteratively updated according to specific tran-

sition probabilities. The chain is evolved under the “no history” assumption, where

the proposed transition only depends on the current state of the system. Through

the repeated application of the transition rules, it is guaranteed that the chain will

ultimately converge to the target distribution (Eqn. 2.14), provided it is irreducible

and aperiodic[66].

In the Grand Canonical Monte Carlo Markov Chain, four transitions can occur:

1. Displacement: The center of mass of a randomly selected gas molecule/atom

is randomly displaced within a cube centered about its initial position. A max-

imum displacement value is defined to limit the move.

2. Rotation: The orientation of a randomly selected gas molecule is perturbed

such that the center of mass does not move. A maximum rotational displace-

ment angle is defined to limit the move.

3. Insertion: A new molecule/atom is inserted into the system at a random

location in the simulation cell.
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4. Deletion: A randomly selected molecule/atom is removed from the simulation

cell.

With GCMC, the transitions can be carried out both on a lattice with a discrete

number of states or a continuous system.

Imposing the detailed balance condition, which is a sufficient but not necessary

condition, ensures that the chain converges to the unique stationary distribution.[60] If

we collapse the notation representing the state of a system which is uniquely defined

by the number of atoms and their associated degrees of freedom as (~xN , N)→ (~xN),

the detailed balance condition takes the form of,

p(~xN)π(~xN → ~xN
′
) = p(~xN

′
)π(~xN

′ → ~xN) (2.18)

where the prime denotes a different state which could be comprised of a change in the

number of atoms in the system (as shown with ~xN
′
), a change of the atomic configu-

rations (~x′
N

), or both (~x′
N ′

). Here we focus on a change in the number of atoms only

for notational ease, but note that other changes can be equivalently handled without

loss of generality. π(~xN → ~xN
′
) denotes the probability of the system for transitioning

from the state defined by ~xN to the state defined by ~xN
′
. This condition describes the

flow of probability between different states of a system, which in equilibrium should

not destroy the distribution being sampled from.

The transition probability given by π can be decomposed into the product of two

components, one for the probability of generating or proposing a particular state, α,
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and the other the probability of accepting the proposed state, A,

π(~xN → ~xN
′
) = α(~xN → ~xN

′
)A(~xN → ~xN

′
) (2.19)

With knowledge of the desired distribution that one wants to sample from (Eqn.

2.14) and the detailed balance condition, a relation for the move acceptance proba-

bility can be found,

A(~xN → ~xN
′
)

A(~xN ′ → ~xN)
=
p(~xN

′
)

p(~xN)

α(~xN
′ → ~xN)

α(~xN → ~xN ′)
(2.20)

There exists many possible valid selections for an acceptance probability that satisfies

Eqn. 2.20. In the Metropolis-Hastings algorithm, the choice is given by,[60]

A(~xN → ~xN
′
) = min

(
1,
p(~xN

′
)

p(~xN)

α(~xN
′ → ~xN)

α(~xN → ~xN ′)

)
(2.21)

With the original Metropolis algorithm, the proposal distribution was chosen to be

symmetric, α(~xN → ~xN
′
) = α(~xN

′ → ~xN). However, the use of a non-symmetric

state generation distribution is perfectly valid and is useful for biasing methods, such

as Configurational-Bias. These schemes attempt to increase the acceptance of moves

to more fully sample the configurational space and therefore reduce the number of

moves (and simulation time) required to reach the target stationary distribution. It is

also worth noting that Eqn. 2.21 contains a ratio of the ensemble probability density,

p. Due to this the partition function drops out of the calculation, as after-all this

Monte Carlo simulation scheme would not be necessary if the partition function was

within the grasp of current computational limits.
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For the grand canonical ensemble with a symmetric proposal distribution the move

acceptance probabilities are given by:

1. Insertion:

A(~xN → ~x(N+1)) = min

(
1,

V

Λ3(N + 1)
eβµe−β(U(~xN+1)−U(~xN ))

)
(2.22)

2. Deletion:

A(~xN → ~x(N−1)) = min

(
1,

Λ3N

V
e−βµe−β(U(~xN−1)−U(~xN ))

)
(2.23)

3. Displacement/Rotation:

A(~xN → ~x′
N

) = min
(

1, e−β(U(~x′
N

)−U(~xN ))
)

(2.24)

With the acceptance rules aptly defined, Algorithm 1 given below will allow for the

sampling from a µV T ensemble. There are several practical details absent from the

given algorithm that warrant further discussion. A properly constructed Markov chain

evolved as prescribed is guaranteed to converge to the stationary distribution from

any valid initial state and any average observable can be determined to a specified

accuracy in the limit that the number of performed transition approaches infinity. In

practice, an infinite chain is impossible to simulate. From this, some questions natu-

rally arise such as: How quickly does the chain converge? How many observations are

required for an accurate observable estimate? How to deal with correlated samples?

What can be done to increase the rate of convergence?
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A general statement regarding the convergence to equilibrium is not possible.[66]

In this study the above questions were approached heuristically. Simulations at each

state point (µ, V, T ) were performed multiple times with differing initial states, ran-

dom seeds, system sizes, and chain lengths (number of transition moves) to ensure

consistency. Quantities of interest such as the system energy and number of ad-

sorbed molecules are monitored during the evolution of the simulations. Once these

quantities are detected to be no longer changing on average (and fluctuations within

ensemble limits), sampling occurs at regular intervals (every n moves) to store the

state of the system (including full configurational information). Data stored during

the burn-in phase is discarded and not used for the calculation of average values.

Algorithm 1: Grand Canonical Monte Carlo (GCMC)

1. Configure the system in a suitable initial state

2. Randomly select a valid transition type from the list of

allowed moves (Displacement, Rotation, Insertion, Deletion)

3. Carry out the selected move and calculate the associated change

in energy.

4. Accept or reject the move based on the acceptance rules defined

in Eqns. 2.22-2.24. For rejected moves, return the system to

the state prior to Step 3.

5. Repeat Steps 2-4. Begin regularly sampling quantities of

interest once the stationary distribution is reached.

Block averaging[51] is employed in a post processing step to estimate the correlation

length, s for each quantity of interest. Final averages are then determined using values
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separated by at least snmoves. In this study typical burn-in and equilibrium sampling

phases range from 10’s of millions to billions of Monte Carlo moves.

While detailed balance and the choice of a symmetric proposal distribution re-

quires that the probably of proposing an insertion (adsorption) and deletion (des-

orption) must be equal (αi = αd), there are no constraints on the relation between

the proposals for insertion/deletion and displacement/rotation. This freedom allows

the moves in step 2 of Algorithm 1 to be selected with different probabilities, which

can impact the rate of convergence.[51] A popular choice is selecting an insertion or

deletion move 60% of the time and a displacement or rotation move 40% of the time,

although it is not clear that this is an optimal choice.[51]

For displacement and rotational moves, a molecule is selected and either its center

of mass is displaced randomly within a local sphere or rectangle with characteristic

size δ or its orientation is perturbed within a maximum angular displacement of θ.

There is freedom in the choice of values for δ and θ. Typically, large values will result

in a high energy configurations and thus have a low acceptance probability. Smaller

values are usually associated with lower changes in energy. While these configurations

are more likely to be accepted, they come with the drawback that the configuration

is only minimally changed which can increase the number of moves required to reach

convergence. In practice, a value of δ and θ that corresponds to an average move

acceptance of 50% is used. In this study, the maximum rotation and displacement

steps were dynamically adjusted during the equilibration phase of the simulation to

achieve a move acceptance value of 50%.

Monte Carlo simulations in the grand canonical ensemble can have difficulties ob-

taining sufficient sampling of configuration space for high density phases. This is due
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to the low acceptance rate associated with insertion and deletion moves. At high

system densities insertions are likely to result in near overlapping which is associated

with high energy changes and therefore low acceptance probabilities. Deletion moves,

which remove molecules without allowing relaxation around the removal site are sim-

ilarly plagued with low acceptance rates. Various biasing methods exist with the

aim of increasing the rate of move acceptance[51, 60]. This is accomplished by altering

the proposal distribution, α, to prefer (bias) trying moves which are more likely to

be accepted. One method utilized in this study is energy biasing[67], which places a

higher weight for attempting insertion moves in regions with lower potential energy

(stronger binding). For this, the simulation cell is divided into small cubic cells of

volume vi with an associated weight given by,

ωi = e−βUi

/∑
j

e−βUj (2.25)

where the potential energy associated with each cell, Ui, is calculated by placing a

molecule at the center of the cell and averaging over a number of random orientations.

Under energy biasing, insertion moves are then carried out by selecting a cubic cell

according to the precalculated weight ωi and placing a molecule in a random position

and orientation in the cell. Deletion, displacement, and rotation moves still uniformly

select a random molecule, however the insertion and deletion acceptance probabilities

both require modification in order to maintain the detailed balance condition,

1. Insertion:

A(~xN → ~x(N+1)) = min

(
1,

Vi
ωiV

V

Λ3(N + 1)
eβµe−β(U(~xN+1)−U(~xN ))

)
(2.26)
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2. Deletion:

A(~xN → ~x(N−1)) = min

(
1,
V ωi
Vi

Λ3N

V
e−βµe−β(U(~xN−1)−U(~xN ))

)
(2.27)

When the system potential energy surface is rugged with many local minima,

Monte Carlo methods can fail to adequately sample the configuration space. In these

cases, other biasing methods exist such as Parallel Tempering [60] which aim to “knock”

the system out of a local minimum to increase sampling diversity in a manner similar

to simulated annealing.

A successful GCMC simulation will yield the equilibrium number of adsorbed

molecules in the simulation cell for the given temperature, volume, and chemical po-

tential. The adsorbate material, represented by an interatomic potential, along with

the molecular interactions play the critical role in determining the ultimate coverage

amount, structure, location, etc. From the simulation data, adsorption/desorption

isotherms can be obtained, which relate the equilibrium sorbate surface coverage to

the pressure (or chemical potential) of the gas phase that the system is immersed

in. Isotherm curves are generated by combining multiple independent GCMC simu-

lation at fixed temperatures and volumes, but variable pressures (chemical potential).

Through further analysis the isosteric heat of adsorption, defined as the energy re-

leased upon molecular adsorption at fixed loading, can be determined for a direct

comparison with experiment. This quantity provides insights into the interaction

strengths. The calculation of the isosteric heat is given by numeric differentiation of
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the average potential energy,

qst = kBT −
(
∂〈U〉
∂〈N〉

)
T,V

(2.28)

As discussed by Bakaev and Steele[68], the isosteric heat calculation can be used as

a self consistency check of the GCMC code. This is accomplished by calculating the

isosteric heat multiple different ways, and ensuring the results are in agreement. The

isosteric heat can be determined from the isotherms using,

qst = kBT
2

(
∂ lnP

∂T

)
N

(2.29)

as well as with the fluctuations in energy and particle number,

qst = kBT −
(
〈UN〉 − 〈U〉〈N〉
〈N2〉 − 〈N〉2

)
(2.30)

The coverage values obtained from GCMC calculations are absolute, which means

that they include the number of molecules that would normally be present in the

volume accessible to the adsorbate in the bulk phase without the presence of the

sorbent. Experimentally measured coverage values do not include this extra coverage

and therefore a conversion is required. In practice, this conversion is only necessary

at higher pressures when the bulk contribution is significantly large. The excess

coverage amount, Ne, can be estimated using the method of Palmer et al.[69] where

the accessible volume, Vg is found by considering the interaction potential of a helium

atom with the sorbent,

Ne = N − ρgVg (2.31)
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where N is the absolute coverage and ρg is the density obtained from the appropriate

equation of state (usually assumed as ideal) for the gas of interest. The accessible

volume is found using,

Vg =

∫
Vcell

exp[−UHe(~r)/kBT ] d3r (2.32)

where UHe represents the He-adsorbent interaction and the integration is performed

over the volume of the simulation cell, Vcell. In practice, an upper bound on Vg can

be found using,

Vg = Vcell − Vadsorbent (2.33)

In many cases, such as the cylindrical nanotubes, the volume occupied by the adsor-

bent material, Vadsorbent, can be easily calculated using known analytic forms.

Along with the coverage and energy information, the configurations (atomic co-

ordinates) of the molecules comprising the adsorbed phase are recorded at regular

intervals throughout each of the simulations. The ability to explicitly view the posi-

tion and orientation of the molecules is paramount to understanding where binding

occurs, the adsorbed phase structure, and (as shown in Chapter 3) experimental

isotherm and isosteric heat curve features.
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2.4 Kinetic Monte Carlo (KMC)

The probabilistic time evolution of a system with explicitly defined states and

transitions is governed by a Master equation,

∂p(~xi, t)

∂t
=
∑
j

[W (~xj → ~xi)p(~xj, t)−W (~xi → ~xj)p(~xi, t)] (2.34)

where p(~xi, t) is the probability that the system is in state i at time t and W (~xj → ~xi)

is the probability per unit time for transitioning from state ~xj to state ~xi. This master

equation can be interpreted as a rate or balance equation, where the first term denotes

the gain (transitions into the current state) and the second term represents the loss

(transitions out of the current state). The full solution, which comprises solving a

coupled set of equations similar to Eqn. 2.34 for each state, gives a probabilistic

description of the system that can be used to determine the average dynamics of the

system, inter alia.

For systems with a large number of states and transitions, an exact analytical ap-

proach to solving the Master equation is unfeasible. A numerical approach, known by

many names such as Kinetic Monte Carlo, N-fold way, BKL algorithm, residence-time

algorithm, Gillespie algorithm, Direct Method, Variable Step Size Method, dynami-

cal Monte Carlo, etc.[70, 71, 52], utilizes Markov Chains (similar to equilibrium Monte

Carlo methods) to evolve the system from one state to another by generating stochas-

tic trajectories according to transition probabilities (rates) and their associated times.

By averaging over a sufficiently large number of such trajectories, the time dependent

probability of state occupancy can be obtained. Furthermore, if all possible transi-
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tions are properly and accurately included, the state to state trajectory is identical

to that of a similarly averaged molecular dynamics simulation.[52]

There have been many approaches [70, 71, 52] for developing an algorithm that gen-

erates trajectories (sets of successive states) that have probabilities and escape times

in accordance with the Master equation. These can be generally classified as rejection

or rejection-free methods. With rejection Monte Carlo, the same methodology that is

used in the equilibrium approach discussed in Section 2.3 is again employed to select

and accept a random transition/event based on a probability consistent with the rate

for the selected transition (W (~xi → ~xj)). Just as with equilibrium Monte Carlo, this

approach is plagued with the same inefficiencies that arise when acceptance proba-

bilities are low. With rejection-free Monte Carlo, a transition or event occurs each

step without the possibility of rejection. This increased move efficiency comes at the

cost of having to calculate and keep track of all the possible transitions for the entire

system in order for the selection process to occur with the appropriate probability.

The rejection-free approach therefore has much larger memory requirements and re-

quires additional computation each step. Furthermore, the requirement of knowing

the rate constants or transition probabilities for all possible events in the system is

usually handled by restricting the system to a discrete lattice, although off-lattice

and/or on-the-fly rejection are an active area of investigation[70].

For the study of gas adsorption on carbon nanostructure materials, where the

goal is to analyze the fundamental variables that impact equilibration times, the

lattice rejection-free kinetic Monte Carlo method will be utilized. Assuming that

the possible transitions or system events are Markovian (depend only on the initial

and final states) and behave as a Poisson process such that events occur at a known
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average rate and are independent of the time since last occurrence, it has been shown

[70, 71, 52] that the probability distribution/density for the time of first escape from the

present state (time between successive events) is given by,

pescape(t) = ktote
−ktott (2.35)

where,

ktot =
∑
j

W (~xi → ~xj) (2.36)

This probability of transitioning out of a state can then be used to calculate the

average time of escape,

〈tescape〉 =

∫ ∞
0

t pescape(t)dt = 1/ktot (2.37)

Given the stochastic nature of the process and the underlying Poisson distribution

(Eqn. 2.35), a consistent definition for the individual escape time takes the form

of,[70, 71, 52]

tescape = − ln(R)

ktot
(2.38)

where R is a uniform randomly generated number between 0 and 1. As the average

value of ln(R) = −1, this definition is consistent with average escape time given in

Eqn. 2.37.

With the above definitions and concepts in place, a stochastic algorithm to evolve

a system from state to state in a manner consistent with a solution to the Master

equation can now be presented, assuming all of the transition probabilities or rate

constants are known. A naive but perfectly valid approach would be to first calculate
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the escape times (Eqn. 2.38) for every possible transition out of the current state.[52]

From there, move the system to the state that corresponds to the pathway with the

smallest escape time and repeat this process iteratively. This method, known as the

first reaction method is inefficient since it requires a random number to be generated

for each pathway and not well suited for systems with dissimilar rate constants.

A more efficient and widely accepted method, known as N-Fold way, the BKL

algorithm, or the Gillespie algorithm, only requires two uniformly drawn random

numbers to evolve the system from state to state. Algorithm 2 below describes the

procedure for carrying out this type of Monte Carlo simulation. One method of

selecting an event or pathway with a probability proportional to the rate constant

(for Step 5) is to find the smallest m that satisfies the inequality,

Rktot <
m∑
j

Wij (2.39)

where R is a uniform random number (0, 1]. The event corresponding to the value
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Algorithm 2: Rejection-Free Kinetic Monte Carlo (rf-KMC)

1. Configure the system in a suitable initial state

2. Create a list of all possible pathways/events for the to move

out of the current state.

3. Calculate the rate constant (transition probability) for each

possible event in Step 2.

4. Calculate the total rate constant by summing the rates in Step

3 (Eqn. 2.36).

5. Select an event to execute based on the weighted probability

of the rates given by Step 3.

6. Execute the selected event in Step 5. Increase the simulation

time as given in Eqn. 2.38.

7. Repeat Steps 2-6. Sample quantities of interest and store system

configurations.

of m found through Eqn.2.39 is then executed. This method is analogous to first

vertically stacking blocks with heights proportional to the individual rate constants

(Wij). Eqn. 2.39 then randomly selects a position along that vertical stack. Since the

height of each block is proportional to the corresponding rate constant, the events

are then selected with the correct probability. The computational work required for

this method scales as O(N), where N is the number of events/pathways. There are

other more efficient methods for event selection, such as the binary tree O(logN) and

group O(1) methods.[72]
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The KMC algorithm will generate a time dependent state to state trajectory which

must be ensemble averaged to produce the time dependent probability of state occu-

pancy. This is typically accomplished by simultaneously running identical simulations

that differ only by their initial random seed number. Results from each simulation

are then averaged together at equivalent time values to produce the final trajectory

which can be used to calculate kinetic properties such as the rate of gas adsorption,

equilibration time, etc.

As previously alluded to, the critical piece of input to the KMC algorithm is

the underlying rate constants or transition probabilities for each of the elementary

processes that one wishes to include in the model. Unknowingly neglecting a reaction

pathway or using an unphysical or inaccurate rate constant can serve to nullify the

validity of the simulations. Studies which aim to produce accurate results for a

specific material and/or gas of interest typically attempt to use rate constants that

are calculated from Transition State Theory (TST). Other studies, such as this present

investigation, which are more motivated in eliciting the fundamentals or probing how

the general kinetic features are impacted by changing variables that the rate constant

depends on (energetics, degrees of freedom, lattice configuration, pathways, etc.),

typically forgo an exact treatment of the rate constants in favor of capturing the

general trends. This flexibility in the explicit form of the rate constants is similar

to the acceptance probability defined in equilibrium Monte Carlo. Here, the steady

state regime (∂p(~xi,t)
∂t

= 0) of the master equation imposes a constraint that the rate

constants must adhere to,

0 =
∑
j

[W (~xj → ~xi)p(~xj)−W (~xi → ~xj)p(~xi)] (2.40)
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which simply states that all transitions out of a particular state must be exactly

balanced by the transitions into the state. In equilibrium, the condition of detailed

balance imposes a more strict condition that each process must be exactly balanced

by a reverse process,

W (~xj → ~xi)p(~xj) = W (~xi → ~xj)p(~xi) (2.41)

which is equivalent to Eqn. 2.18, differing only in notation. The equilibrium distri-

bution of states p( ~xk) are known and correspond to the canonical or grand canonical

ensembles, depending on the type of transition in question. This equilibrium condi-

tion places a constraint on the ratio of transition probabilities. For adsorption (ads)

and desorption (des) moves,

Wads

Wdes

∝ e−β(Edes−µ) (2.42)

and for diffusive moves,

Wi→j

Wj→i
∝ e−β(Ej−Ei) (2.43)

where Edes denotes the change in energy between the unbound (desorbed) and bound

(adsorbed) states, µ is the chemical potential of the ideal gas that the simulation cell

is immersed in, and Ei and Ej correspond to the energy of the initial and final states,

respectively.

While the detailed balance condition fixes the ratio of the transition rates to en-

sure the system converges to the correct equilibrium distribution, the absolute rate

constants or at least those with a correct dynamical hierarchy are required for the

investigation of dynamical phenomena.[71]. For activated processes, a pre-exponential

factor is typically employed which is interpreted as a measure of the attempt fre-
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quency of the move. Not surprisingly, this factor depends on the vibrational partition

functions for the initial and transition states. A constant value of 1012 − 1013 s−1

is typically utilized as a crude approximation[70]. For non-activated processes, such

as adsorption, this approximation is not valid as the pre-exponential factor needs to

account for the large entropic loss in going from a free state in the gas phase to being

bound to the surface of a material.

In this study, the pre-exponential factors for each rate constant are kept as free

parameters in order to adjust the relative weights of each move type. This allows for a

direct analysis of systems that, for example, may be limited by the rate of diffusion or

may suffer from a high rate of desorption. In this context the transition probabilities

for adsorption, desorption, and diffusion take the explicit form of

Wads = κadse
βµ Wdes = κdese

βEdes Wi→j = κije
βEi Wj→i = κjie

βEj (2.44)

where κ denotes the pre-exponential factor for each move type. At least three different

regimes are typically of general interest: 1) The rate of diffusion is much larger than

adsorption/desorption. 2) The rate of adsorption/desorption is much larger than

diffusion. 3) The rates of diffusion and adsorption/desorption are comparable.

An important quantity of interest which results from the rf-KMC simulation is a

measure of how long it takes for a system to reach equilibrium. A commonly used

measure of this in experiments is the characteristic time, defined as the time required

for the assumed pseudo-exponential coverage term to decay to e−1. In practice, this

will be determined by plotting the averaged coverage N(t) available from the simu-
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lations according to,

ln

(
1− N(t)

Neq

)
= −1

τ
t (2.45)

where Neq is the average coverage value and τ is the characteristic time. By plotting

the left hand side of this equation vs the right hand side and finding the slope, the

characteristic time can be obtained.

2.5 Software

The GCMC simulations were performed using a modified version of the Large-

scale Atomic/Molecular Massively Parallel Simulator (LAMMPS)[15]. The 15May2015

version of LAMMPS was selected as the base for all code modifications. Below is

a summary of the main modifications, extensions, and bug fixes made in order to

perform the GCMC simulations conducted in this study:

• Bug Fix: Some successful rotation moves resulted in the center of mass of

molecules moving outside of the GCMC simulation region.

• Added Feature: An option was added to prevent translation moves outside of

the GCMC region.

• Added Feature: Dynamic tail corrections for energy and pressure were added

for pairwise forces for fixes that cause the density of the system to change during

the course of the simulation.

• Bug Fix: The functional form of the 10-4-3 wall potential was incorrect.

• Bug Fix: The logic for the attempted translation moves within a GCMC region

could result in branching into an infinite while loop.
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• Bug Fix: The energy calculated during a deletion move when using the full-

energy option erroneously included the atom/molecule selected for possible dele-

tion.

• Bug Fix: The functional form of the probability of atomic insertion was incor-

rect.

• Bug Fix: The insertion of molecules containing charged atoms resulted in an

incorrect coulomb energy term when using the full-energy off option.

• Bug Fix: The full-energy on option included intramolecular forces resulting in

very low insertion probabilities.

• Added Feature: The ability to dynamically adjust the maximum linear and

rotational displacement values to achieve a target move acceptance percentage

during the equilibration phase was added.

• Added Feature: A 2D and 3D pair-style table command was added which al-

lows for the calculation of interactions due to general continuously represented

surfaces.

• Added Feature: An option was added to use energy biasing in order to increase

the acceptance of insertion moves.

• Optimization: The update of the gas list was optimized to remove an unneces-

sary center of mass calculation.

KMC simulations were performed using a modified version of Stochastic Parallel

PARticle Kinetic Simulator (SPPARKS)[30]. The 26Feb2016 version of SPPARKS

was selected as the base for all code modifications. Below is a summary of the
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main modifications, extensions, and bug fixes made in order to perform the KMC

simulations conducted in this study:

• Added Feature: Support for adsorption moves

• Added Feature: Support for desorption moves

• Added Feature: Support for binary gas species

• Added Feature: Species specific binding energy

• Added Feature: Location specific binding energy

• Added Feature: Support for multiple lattice types

• Added Feature: Environment dependent interactions

• Added Feature: Fine grained move statistics

• Added Feature: Enable rate constant adjustments

• Added Feature: Support for lattices of general configurations and connectivity

(lattice vectors)

• Added Feature: A Command Line interface is being developed to automate the

setup, submission, and post processing of the simulation scheme

All code is available at the following public repository: https://github.com/jpetucci/

DU dissertation software.
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Chapter 3

Results - Equilibrium

As discussed in Chapter 2, the investigation of adsorption through stochastic equi-

librium methods, such as Grand Canonical Monte Carlo, allows one to elicit properties

of systems that are beyond the time scale limitation of deterministic methods such as

Molecular Dynamics. With GCMC, we can easily model the structure of an adsor-

bate using a non-lattice based approach with pairwise, or if necessary, more realistic

many-body interactions. Due to this, equilibrium methods are much better suited

for analyzing the location and strength of a material’s binding sites as well as the

underlying structure of the equilibrium adsorbed phase, as these would be inputs to

a lattice based model. In the subsequent sections, adsorption is investigated for a

variety of adsorbates on model carbon nanohorn aggregates and nanotube bundles;

with the goal of developing structural and interaction models to describe the process

of adsorption and identifying the key parameters/variables at play.

This chapter is organized as follows. In Section 3.1, calculations are presented

which demonstrate the applicability of the chosen carbon dioxide interactions. In

57



Section 3.2, GCMC gas adsorption results for ethane on carbon nanohorns are given.

Section 3.3 contains GCMC results for the adsorption of carbon dioxide on nanotube

bundles. Finally, in Section 3.4, different structural models for nanotube bundles are

compared and contrasted for various sorbent gases (CO2, C2H6, and Ar).

This chapter contains content from the following journal articles co-authored by

myself as permitted by the respective publishing entities (Royal Society of Chemistry

and American Chemical Society):

[1] "Ethane adsorption on aggregates of dahlia-like nanohorns:

experiments and computer simulation" in Phys. Chem. Chem.

Phys., 2016, 18, 15436.

[2] "Thermodynamics and Kinetics of Carbon Dioxide Adsorption

on HiPco Nanotubes" in J. Phys. Chem. C 2018, 122, 20410.

3.1 CO2 Interactions

3.1.1 Graphitic Quadrupole Moment

The interaction between a surface and gas is more complex if either the gas or

surface material has an intrinsic electric field. The interaction of carbon dioxide, which

is a quadrupolar molecule, and graphitic materials (graphene, graphite, nanotubes,

nanohorns, etc.), which has a quadrupole on each carbon atom due to the π-electrons,

therefore may need to account for additional electrostatic interactions.[54, 55]

Single point energy calculations have been carried out to determine the quadrupole-

quadrupole interactions between the carbon atoms comprising the substrate material
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Figure 3.1: Substrate-CO2 interaction energy plots explicitly showing the quadrupole
and LJ contributions.

and the CO2 gas molecules as a function of separation distance. This interaction en-

ergy is calculated between the point charges present in the extended charge model for

CO2 (Table 2.1) and vertically oriented (perpendicular to the surface) quadrupoles

centered on each carbon atom (Q = −3.03× 10−40Cm2)[56] using Eqn. 2.4. The most

favorable energetic configuration is adopted, where carbon dioxide is directly above a

carbon atom (quadrupoles form a ‘T-shape’), for a single carbon atom and the surface

of a 25 atom graphene patch.

The results depicted in Figure 3.1 show that as the number of carbon atoms

increases, the quadrupole-quadrupole interaction contributes less to the total inter-

action curve. This is due to the shifting of the quadrupole interaction that occurs

as more atoms are added to the substrate, which is consistent with the findings of

Kocman et al.[56] that the contribution goes to zero for an infinite sheet of graphene.

Similar single point energy calculations have been performed for a (11, 3) nanotube

of length 10 nm as shown in Figure 3.2. Here, the quadrupoles located on the carbon

atoms are oriented radially out of the tube.
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Figure 3.2: Nanotube-CO2 interaction energy plots explicitly showing the quadrupole
and LJ contributions.

These results show only a 2-4% maximum deviation (depending on the size and chi-

rality of the nanotubes, size and corrugation of the graphene patch, etc.) in the inter-

action energy when the quadrupole-quadrupole interaction is included along with the

base Lennard-Jones interaction. Due to the weakness of the surface-gas quadrupole-

quadrupole interaction for the CO2-Carbon materials of interest, it can be neglected

without incurring a significant error.

3.1.2 Bulk Carbon Dioxide Interactions

As the saturated vapor pressure value is reached along an isotherm, the isos-

teric heat of adsorption approaches a limiting value equal to the latent heat for the

associated phase transition. Depending on the temperature, this transition either

corresponds to liquid-vapor or solid-vapor. For temperatures below the triple point

temperature, the phase coexistence is between solid and vapor. Between the criti-

cal and triple point temperatures, there is coexistence between the vapor and liquid

phases. The isosteric heat of carbon dioxide, which has triple point temperature of
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216.6K, will then approach a value corresponding to the latent heat of sublimation at

high coverage for the temperatures considered later in this study. In this regime, the

bulk phase is deposited. It is therefore imperative that the selected CO2 interactions

(Chapter 2.1.1) have the ability to produce a 3D solid with appropriate structure and

energy, given the unique behavior of this sorbate’s isosteric heat curve.

Simulated annealing calculations[63] were performed to determine the optimal solid

configuration for the three charge site model of carbon dioxide. Given that the known

crystal structure of the solid phase is face-centered cubic (FCC)[73, 74], CO2 molecules

were randomly oriented and placed with their molecular center at FCC lattice sites

in the initial system configuration. A cubic and periodic simulation cell comprised of

32000 molecules with a side length of 20a was used, where a is the lattice constant.

For a chosen lattice constant, the system is then evolved from the initial configuration

using molecular dynamics. The system is heated to an equilibrium temperature of

150K with the Berendsen thermostat using 1× 106 MD steps and then all the kinetic

energy is drained using a drag force proportional to the to the atomic velocities −γvi

in 2 × 107 MD steps. The system configuration and associated energy at the end of

the run is defined as optimal for the chosen lattice constant. By performing a series

of simulations, differing only by the lattice constant, the minimum energy lattice

constant and optimal system configuration can be determined.

The results of the simulated annealing calculations are summarized in Figure 3.3a.

The optimal lattice constant is determined to be 5.55 Å, at a minimum energy of

297.5 meV per molecule. These results compare favorably with those reported in

the literature, for example Sponer et al.[73] reported values of 280 meV and 5.54

Å, for the cohesive energy and lattice constant, respectively. Figure 3.3b depicts
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(a) (b)

Figure 3.3: (a) Optimal lattice constant for FCC carbon dioxide. Data points corre-
spond to MD simulations, the curve is a polynomial fit. (b) The cubic Pa3 structure
of solid structure CO2 in the minimum energy configuration

the minimum energy configuration of carbon dioxide. This structure corresponds to

the well known cubic Pa3 (phase I) structure of solid CO2
[74], where molecules are

centered on FCC lattice sites with orientations optimized for the electrostatic inter-

actions. This calculation displays the importance of the orientationally dependent

quadrupole-quadrupole energy, which accounts for 40% of the total bulk phase en-

ergy. This calculation shows that under the correct conditions, the interaction model

used for carbon dioxide can produce the correct bulk phase.

The validity of an extended model, in which charges are placed on the Lennard

Jones sites of a carbon dioxide molecule for the quadrupole-quadrupole interaction,

requires justification. Specially, the interaction needs to demonstrate the correct be-

havior at large separation (−r−5) to ensure that the use of a cutoff is valid. The values

and locations of the charge sites are chosen in this model such that the monopole and

dipole terms are zero at long separation. Here the electrostatic interaction energy
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Figure 3.4: Comparison of the interactions between a pair of linear quadrupoles
represented by point or extended charge distribution

of the extended charge model and explicit linear quadrupole will be compared to

determine the region of validity.

A series of single point energy calculations were carried out to determine the in-

teraction energy as a function of separation for the two quadrupole models. First,

the lowest energy orientation for each model was determined by randomly placing

two quadrupoles into a simulation cell with non-periodic boundaries and minimizing

the energy using the steepest descent algorithm. Multiple energy minimization sim-

ulations with randomized initial positions and orientations were used to ensure that

the quadrupoles converged to a consistent configuration. For both models, the lowest
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energy configuration was found to be when the quadrupoles are oriented perpendicu-

lar, forming a ‘T-shape’. Using this optimal orientation, the separation of quadrupole

centers was increased in increments of 0.1 Å, where the energy was calculated for each

separation value.

The results of the calculation are summarized in Figure 3.4, where the interaction

energy is plotted as a function of distance. The main curve shows the consistency

between both models for large separations consistent with the limiting (−r−5) (Eqn.

2.5) expected form. The figure insets show a zoomed in view of the interaction and

energy difference at shorter separation distances, where the agreement breaks down.

At close distances (< 3 Å), the multipole expansion no longer rapidly converges and

is therefore not dominated by the first non-zero pole. This calculation shows that

the use of a molecular cutoff is valid with the extended charge model of a linear

quadrupole. In addition, the nearest neighbor distance found for the solid CO2 in

Figure 3.3 of 3.92 Å (a/
√

2) is close to the distance at which the quadrupole term in

the multipole expansion no longer dominates, favoring the use of the extended model.

3.2 Ethane on Nanohorns

As discussed in Chapter 1, the interest in studying ethane adsorption on car-

bon nanohorn aggregates is its position as a model linear sorbate. The adsorptive

properties of ethane can provide insight into general questions in regards to how the

sorption characteristics of a given system depend on the structure of both the gas

species and the sorbent material. Of particular interest for ethane is the absence of
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distinct isotherm steps, which are a common feature in the adsorption of spherical

adsorbates, such as Ne and CF4, on nanohorns.

Here, grand canonical Monte Carlo simulations are carried out to investigate the

effect of different structural models of individual nanohorns as well as aggregates on

the isotherm and isosteric heats of adsorption. Explicit access to the equilibrium

molecular configurations of the adsorbed sorbate at increasing pressures allows us to

directly correlate the features observed in the experimental isotherms with the for-

mation of adsorbed phases in different regions of the aggregate. This allows us to

address questions such as where the gas is adsorbing, the structure of the adsorbed

phase, as well as the cause of the lack of isotherm sub-steps. In this section, computa-

tional results are used to compare and explain experimental results from the Migone

group[14].

An abridged version of the computational results presented in this section has

been published in the following journal article:

"Ethane adsorption on aggregates of dahlia-like nanohorns:

experiments and computer simulation" in Phys. Chem. Chem.

Phys., 2016, 18, 15436.

3.2.1 Modelling and computer simulations

Due to the intrinsic heterogeneity of the aggregate arrangement and the limited

knowledge of morphological details of the nanohorns, different models of the config-

uration and geometry were used to identify the structural features needed to best

reproduce the experimentally observed adsorption behaviour. A model of a triangu-
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lar array of parallel nanotubes (diameter of 20 Å) was used, with their ends closed

by a hemispherical cap and a wall-to-wall separation distance of 3.4 Å. In addition

to hemispheres, several caps of varying heights in the form of a paraboloid were also

considered. Beyond using a capped nanotube as the model shape for a nanohorn, in-

dividual paraboloid (without a nanotube) were also modelled as potential nanohorn

structures. The three structural models used to represent individual nanohorns are

depicted in Figure 3.5.

Figure 3.5: The three model structures for individual nanohorns: (Left) Cylindrical
tube capped with a hemisphere, (Middle) Cylindrical tube capped with a paraboloid,
(Right) Pure Paraboloid

The overall rationale behind these models is that they allow for the smallest

adsorption spaces possible at the base of the caps while the region between the caps’

walls provides increasingly wider adsorption spaces that resemble the outer sections

of the aggregates.

GCMC simulations (Section 2.3) for ethane (C2H6) were performed on the model

structures using the Metropolis Monte Carlo Algorithm. After reaching equilibrium,

a GCMC run at fixed temperature, T , and volume, V , provides the average number of

adsorbed molecules, N , as a function of either the chemical potential, µ, or pressure,

P . As justified in the next subsection, excess coverage effects are negligible for the

temperature and pressure ranges considered. Then, by performing multiple GCMC
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runs for a series of µ or P values at a constant T , an adsorption isotherm curve can

be generated. Each point of the adsorption isotherm is calculated using a GCMC run

of 22.5 − 60 million steps to bring the system into equilibrium, followed by 22.5 −

60 million steps to take averages. Every MC step is comprised of a trial creation,

destruction, displacement, or rotation move with attempt probabilities of 0.3, 0.3,

0.2, 0.2, respectively. In addition to this, the maximum rotation and displacement

steps were dynamically adjusted during the equilibration phase to achieve a move

acceptance value of 50%.

The coarse graining methods discussed in Section 2.1.2 were used to represent

the model nanohorn structures as continuous distributions of carbon atoms with an

effective surface density as well as the ethane molecule as two rigidly bonded methyl

groups. The gas–gas and gas–substrate interactions are modelled using a Lennard-

Jones potential (LJ) with a cut-off of 10σ. The LJ potential parameters used are

given in Table 2.1, where the unlisted mixed parameters are given by the standard

Lorentz–Berthelot (Eqn 2.2).

In the early stages of this investigation an atomistic description of the carbon

caps was explored. The coordinates of the carbon atoms comprising the cap were

obtained from the open source program NanoCap, developed by M. Robinson et

al [75, 76]. It is, however, important to note two things about this approach: firstly, as

the authors clearly discuss, the possible ways of closing a nanotube of a given chirality

with a carbon cap increases dramatically with the size of the tube, with all the cap

configurations sharing very similar energies. Also, the un-optimized hemispherical

cap generated by this algorithm using the default triangulated dual lattice force field

settings produced a cap with a carbon surface density of approximately 0.48 Å−2, a
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value much higher than the typical 0.38 Å−2 (characteristic of graphene, nanotubes,

or C60 molecules). Given the limitations on the exact knowledge of the aggregates,

the surface density of the caps within the continuous carbon representation was kept

as a variable in the simulations to understand its possible effects. The surface density

of the tubes is fixed at 0.38 Å−2 in all cases.

The adsorption of ethane is simulated on the exterior of a two-dimensional tri-

angular lattice comprised of vertically oriented (z-direction) capped-nanotubes or

paraboloids placed at each lattice point. The orthorhombic computational cell of

dimensions 47.5 Å ×42.1 Å ×70 Å accommodates four such structures. Periodic

boundary conditions were employed in the x- and y-directions with reflecting walls

used along the axial z-direction. The length of the cell along this direction (70 Å) is

large enough to avoid spurious effects that the presence of the walls may originate.

3.2.2 Results and Discussion

Hemispherical cap: Figure 3.6 shows simulated isotherms performed for nan-

otubes (with height h = 10 Å) closed with hemispherical caps (with radius R = 10

Å) and a carbon density of 0.48 Å−2, for temperatures ranging from 125 to 200 K. As

shown in the configurations depicted in Figure 3.7, the first isotherm step corresponds

to filling the very narrow spaces between three tubes with a line of molecules along

the tubes, while the second occurs as the molecules fully encircle the tubes, at the

base of the caps. It should be noted that the first step in the simulated isotherms is

only an artifact of the model that does not relate to the actual experimental systems.

Comparison with the observed experimental behavior of Russell et al.[14] is therefore

only meaningful for coverages above N ∼ 35. The main and tallest step builds up
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Figure 3.6: Simulated adsorption isotherms of ethane on hemi-spherically capped
(R = 10 Å) nanotubes (h = 10 Å) at temperatures 125-200 K; the cap surface carbon
density is 0.48 Å−2.

as the molecules start to cover the external walls of the caps, from the bottom to

the top, as can be seen in Figure 3.7. This steeper, taller sub-step corresponds to

the lower binding energy sites, in agreement with the experimental isotherm reported

by Russell et al.. Once this “monolayer” is completed at about N ∼ 150, molecules

quickly accumulate forming a thicker film, with no evident structure, that resembles

the ethane bulk phase as the pressure reaches the saturation value.

An upper estimate for excess coverage effects (Eqn. 2.31) was calculated using

the accessible volume given by the difference between the simulation cell volume and

volume occupied by four hemi-spherically capped nanotubes. This volume (∼ 119040

Å3) was used along with the equation of state of an ideal gas to calculate the excess

coverage for the temperature and pressures considered. At monolayer coverage (N ∼

150), the excess coverage at 200 K corresponds to a 1.8% correction in the number

of adsorbed molecules. At this same temperature at higher coverages (N ∼ 250) the
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Figure 3.7: Side and top views of molecular configuration snapshots of ethane on
hemi-spherically capped (R = 10 Å) nanotubes (h = 10 Å) at 150 K at increasing
coverage; the cap surface carbon density is 0.48 Å−2.

correction is 4%. At the lowest temperature of 125 K, the corrections correspond

to 0.005% and 0.03%, for the monolayer and higher coverage regimes, respectively.

It can therefore be concluded that excess coverage effects are not significant for the

pressure and temperature ranges considered.

The bulk triple and critical points for ethane are 91 K and 305 K, respectively.[14]

As all simulated isotherms fall within this temperature range, saturation corresponds

to liquid-vapor coexistence. The isosteric heat of adsorption at high coverages then

corresponds to the bulk heat of vaporization of ethane (152.8 meV[14]). In Figure 3.8,

the isosteric heat values are shown, which correspond to the isotherms from Figure

3.6, as a function of the coverage. The isosteric heat is calculating using the average

potential energy as given by Eqn. 2.28.

The dashed lines used in Figure 3.8 are to identify key features, allowing for a

comparison with the experimental results given by Russel et al.[14]. The vertical line

at N ∼ 35 marks the beginning of the simulated coverage to be compared with ex-

periment, as previously mentioned. The main plateau identified, which falls between

70



0 50 100 150 200 250 300

150

200

250

300

350

400

XN\

q
st

Hm
eV

L

125 K

150 K

175 K

200 K

Combined

Figure 3.8: Isosteric heat of adsorption as a function of coverage for ethane on hemi-
spherically capped (R = 10 Å) nanotubes (h = 10 Å) at various temperatures; the
cap surface carbon density is 0.48 Å−2. The combined curve is derived from the
isotherm data given in Fig. 3.6

the range found experimentally as indicated by the horizontal dashed lines at 250 and

200 meV, corresponds with adsorption happening on the external walls of the caps.

The agreement with the experimental results indicates that molecules are mostly oc-

cupying the outer regions of the aggregate. The features present at lower loadings in

the experimental results most likely originated on a few sites in the narrower regions

of the aggregate sample (corresponding to the sites at the base of the caps in the

simulations), in addition to other possible higher binding defects in the aggregates.

It is noted that all of the isosteric heat values in the main plateau region are above

the bulk heat of vaporization.

The average total potential energy per molecule at 150 K as well as the individual

contributions provided by the gas–surface interactions and the gas–gas interactions

are shown in Figure 3.9 as a function of coverage. At low coverage, the energy is
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Figure 3.9: Average total, gas-gas (gg), and gas-substrate (gs) potential energy per
molecule as a function of coverage for ethane adsorption on hemi-spherically capped
(R = 10 Å) nanotubes (h = 10 Å) at 150 K; surface carbon density is 0.48 Å−2

mostly determined by the external potential from the tubes (the gas–surface inter-

actions); as the number of molecules increases, the effect from the surface decreases

steadily while the molecular interactions become progressively more important. As

the film approaches the bulk phase, the total energy reaches its final decreasing slope

corresponding to the isosteric heat value of this phase. The kinks in the total energy

per molecule indicate the transition points between the phases forming at the base

of the caps and on the walls of the cap, before forming the multi-layered film near

saturation.

The impact of carbon cap surface density is explicitly explored in Figure 3.10.

Here, the isosteric heat of adsorption for ethane at 150 K on hemi-spherically capped

(R = 10 Å) nanotubes (h = 10 Å) with a cap densities of 0.38 and 0.48 Å−2 are

compared along with a full atomistic representation of the hemi-spherically capped

nanotubes. It is apparent that the larger carbon density of the cap results in an
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Figure 3.10: Isosteric heat of adsorption as a function of coverage for ethane on
nanotubes with hemispherical caps of varying density at 150 K.

upwards shift of the isosteric heat at lower coverage values due to the stronger gas-

surface interactions. The agreement between the atomistic representation and con-

tinuous surface with tube carbon surface density of 0.38 Å−2 and cap carbon surface

density 0.48 Å−2 shows the validity of the continuous approximation.

Mixed morphology: The effect of the chosen morphology on the isosteric heats

was first analyzed by considering two additional individual nanohorn structures: nan-

otubes with a paraboloid cap, and paraboloids with no nanotube present. Each of

these structures has a total height and base-diameter of 20 Å. In all cases, the carbon

density is set equal to 0.38 Å−2 as this is the typical value for most of the uniform

surface carbon structures (note that this is lower than the 0.48 Å−2 value used for the

hemispherical caps suggested by the atomistic approach and used in the preceding

section.
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Figure 3.11: Potential Energy Surface calculation for an ethane molecule interacting
with the three model nanohorn structures. The red line in the center inset depicts
PES plane

A potential energy surface (PES) calculation was performed for an energetic com-

parison between the three nanohorn models and the results are presented in Figure

3.11. This figure was generated using the methods discussed in Chapter 2.2, where

canonical Monte Carlo (MC) simulated annealing was utilized to find the minimum

energy orientation at each grid point. With MC simulated annealing, the system is

first evolved to equilibrium at an elevated temperature (T0 = 200 K) using the rota-

tional acceptance probability given in Chapter 2.3. The temperature of the system is

then decreased geometrically according to geometric sequence given by, Ti = T0(3
4
)i,

where for each new temperature Ti the system is again equilibrated. As the tem-

perature of the system approaches 0, the ethane molecule adopts the lowest energy

configuration. The red line in the inset of Figure 3.11 depicts the slice in the zy plane

for which the PES was calculated. The capped tubes are energetically similar, with

minimum energy sites of −400 meV located in the middle of the triangular region
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Figure 3.12: Isosteric heat of adsorption as a function of coverage for ethane on
nanotubes with hemispherical and paraboloidal caps, and a pure paraboloid (no tube)
at 150 K; the cap carbon density is 0.38 Å−2.

formed by three capped tubes at about 5 Å above the z = 0 plane. For the the pure

paraboloid surface, the minimum in energy is smaller in magnitude ( −270 meV) and

shifts to between two adjacent nanohorns at about 6.5 Å above the z = 0 plane. For

all three nanohorn structures, an energy gradient is observed in the z-direction.

Figure 3.12 depicts the isosteric heat corresponding to the three model nanohorn

structures at a temperature of 150 K. Comparing the result shown here for hemi-

spherically capped nanotubes with Fig. 3.8, the effect of the carbon surface den-

sity is clear; a higher density increases the isosteric heat in coverage regions where

gas–surface interactions dominate. It is observed that the more elongated paraboloid

shape leads to consistently higher isosteric heats across the whole coverage range,

which generally improves the agreement with the experimental results of Russel et

al.[14]. This elongation also tends to make the change in energy from the higher

binding sites to the bulk value more gradual as the molecules follow the change in
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Figure 3.13: Isosteric heat of adsorption as a function of coverage for ethane on
paraboloids of varying heights.

potential energy over the paraboloid structure as shown in the PES in Figure 3.11.

A direct comparison of adsorption on pure paraboloid nanohorn structures of varying

heights is presented in Figure 3.13. Here it can be seen that as the height of the

paraboloid increases, the capacity and amount of energy variation tends to increase.

The molecule configurations illustrated in Figure 3.14 also show a similar evolution as

in Figure 3.7 with the main difference due to the larger number of molecules needed

to cover the paraboloid surfaces.

Spherical Aggregate morphology: When compared with the experimental

findings[14], these results suggest that the paraboloid structure may be a better model

to reproduce the observed behavior, unless the carbon density is increased from its

typical value of 0.38 Å−2. However, it is observed that higher isosteric heat values

can also be produced if the molecules feel the presence of additional carbon surfaces

beyond that of an ideal triangular lattice geometry, a highly probable situation in the

76



Figure 3.14: Side and top views of molecular configuration snapshots of ethane at 150
K (see Figure 3.12) on: (top) paraboloid capped (R = h = 10 Å) nanotubes (h = 10
Å); (bottom) pure paraboloids (R = 10 Å, h = 20 Å); in all cases, the carbon density
is 0.38 Å−2.

real aggregate. Therefore, as a final step on our modeling efforts, a spherical aggregate

is considered which is made of nanohorns (with the typical carbon density of 0.38 Å−2)

as shown in Figure 3.15. Here, 62 paraboloid (R = 10 Å, h = 30 Å) structures are

radially oriented and approximately uniformly spherically distributed. The location

of the bases of the individual nanohorn structures were selected by patterning the

surface of a sphere with a Fibonacci lattice[77]. One use of Fibonacci lattices is the

patterning of arbitrary surfaces with an approximate uniform distribution. For the
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Figure 3.15: Snapshot of ethane adsorption on a spherical aggregate comprised of 62
radially aligned paraboloids.

patterning of a unit sphere with N points, the positions on the surface are given in

spherical coordinates with polar angle θ and azimuthal angle φ,

θi = arccos [(2i/N)− 1]

φi = iγ

(3.1)

where γ is the golden angle and i takes on integer values from 1 to N .

The resulting isosteric heat is shown in Figure 3.16, which also includes the result

for an aggregate structure made of hemi-spherically capped tubes. Even within the

arbitrariness used to build this specific aggregate, it is apparent that the isosteric heat

has generally increased and shows the best overall agreement with the experimental

values, without the need to increase the surface carbon density. It is noted that the

hemispherical caps tend to better reproduce the experimental coverage dependence

suggesting that ethane is mainly absorbed on the most outer regions of the aggregate

where only the very tip of the nanohorns produce the most noticeable effect.
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Figure 3.16: Isosteric heat of adsorption as a function of coverage for ethane on a
spherical aggregate comprised of paraboloids and nanotubes with hemispherical caps
at 150 K.

3.3 CO2 on Nanotubes

As discussed in Chapter 1, the adsorptive behavior of carbon dioxide contrasts that

of other sorbates, such as H2, N2, Ar, Ne, CH4, CH4, etc., on nanotube bundles. The

unique sorbate-sorbate interactions present for CO2 provide an opportunity to gain

insight into how sorption characteristics depend on the gaseous species. Of particular

interest in this case for carbon dioxide are the lack of distinct isotherm steps and

the trending of the isosteric heat through a minimum value. On the sorbent side,

nanotubes present a unique opportunity to study 1D phases of materials that present

in the groove regions.

GCMC simulations are carried out to investigate the unique CO2 sorbate isotherm

and isosteric heat of adsorption features. The ability to explicitly decompose the

energetic contributions to the isosteric heat as well as the access to the equilibrium
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molecular configurations of the adsorbed phase at increasing pressures allow for the

explanation of experimental results from the literature, especially from the Migone

group[20].

An abridged version of the computational results presented in this section has

been published in the following journal article:

"Thermodynamics and Kinetics of Carbon Dioxide Adsorption

on HiPco Nanotubes" in J. Phys. Chem. C 2018, 122, 20410.

3.3.1 Modelling and computer simulations

GCMC simulations were conducted to explore the equilibrium adsorptive behavior

of CO2 on the external surface of a carbon nanotube bundle. The procedure used in

Section 3.2 is utilized again to generate adsorption isotherms from a series of runs

at a fixed temperature. Each point of the adsorption isotherm is calculated using a

GCMC run of 2-4 × 109 steps to bring the system into equilibrium and to calculate

averages. Every MC step is composed of a trial creation, destruction, displacement,

or rotation move with attempt probabilities of 0.3, 0.3, 0.2, and 0.2, respectively.

In addition to this, the maximum rotation and displacement steps were dynamically

adjusted during the equilibration phase to achieve a move acceptance value of 50%.

The sorbent surface is modelled as the exterior of an infinite array of parallel single

walled nanotubes (SWNT), of the same diameter (1.356 nm), arranged on a single

plane (xy plane in the simulations). The wall-to-wall separation between the tubes is

0.32 nm. The simulation cell includes three nanotubes, spanning a distance of 50.28 Å
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along the x-axis. This cell width is large enough to accurately account for the longer

range of the CO2–CO2 interactions. Along the direction of the axis of the tubes (y-

axis), the cell extends for a length of 20σgg. Periodic boundary conditions are applied

along both the x- and y-directions. The height of the cell (along the z-axis, pointing

away from the plane of the tubes) is set to be 100 Å. This configuration choice for the

representation of a nanotube bundle was made after a thorough exploration of many

different models (as detailed in Section 3.4). The parallel array was chosen because

it provided the most computationally cost-effective solution to reproduce and help

understand the experimental results from the Migone experimental group[20]. As will

be demonstrated, the unique characteristics of the gas–gas interaction for CO2 in

combination with its particular competition with the gas–surface interaction made

the simulation results much more sensitive to the choice of the bundle model than is

the case for the adsorption simulation of other adsorbates.

The CO2–CO2 interactions are modelled with the Harris–Yung potential[62], as

discussed in Section 2.1.1, which represents the molecule as three linear Lennard-

Jones sites with point charges centered at each site. The coarse graining methods

discussed in Section 2.1.1 were used to represent the model nanotube structures as

continuous distributions of carbon atoms with an effective surface density of 0.38

Å−2. The gas–substrate interactions are modelled using a Lennard-Jones potential

(LJ) under this continuous representation. The LJ parameters and charge values are

given in Table 2.1. Molecules are not permitted to only partially interact with one

another, which ensures proper convergence of the extended point charge quadrupole-

quadrupole interactions.
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Figure 3.17: Potential Energy Surface calculation for a CO2 molecule interacting with
the model nanotube bundle. The black solid semicircle lines indicate the positions of
the nanotubes.

3.3.2 Results and Discussion

A potential energy surface (PES) calculation was performed to show the energetic

properties of the chosen nanotube bundle model and the results are presented in

Figure 3.17. This figure was generated using the methods discussed in Chapter 2.2,

where a series of single point energy calculations were used to find the energy at each

grid point. The minimum energy orientation of the CO2 molecule occurs when it

aligns parallel to the tubes with the molecular axis oriented in the y direction. The

inner pore of the nanotube is closed in as-produced nanotubes, therefore no binding

sites are present for inside of the nanotubes depicted by the black semicircular lines.

On the exterior, two distinct binding site regions are shown: (1) The groove site,

occurring between adjacent nanotubes, with strongest binding energy at −263 meV

and (2) the external surfaces of the nanotubes away from the groove region which

have an energy of around −133 meV.

A set of adsorption isotherms obtained from the simulations are presented in

Figure 3.18 for temperatures ranging from 100 to 200 K. Excluding the lowest tem-
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Figure 3.18: Adsorption isotherms from the simulations for carbon dioxide on a nan-
otube array bundle. The dotted lines indicate the coverage at which the three main
configurations (groove, monolayer, and bilayer) can be resolved at low temperature.

perature, this temperature range was chosen for comparison with experimental results

obtained by the Migone group[20]. The lowest temperature was used to better iden-

tify adsorption features that might be smoothed out by temperature effects. The

isotherms are consistent with those obtained experimentally, substeps are practically

nonexistent and hardly visible only at the lowest temperatures. This minor difference

with respect to the experimental isotherms of the Migone group is indeed expected,

as the model surface used in the simulations is perfectly homogeneous. Even in that

case, the steps span a very narrow pressure range, pointing to the lack of clearly

defined adsorption sites.

A look at the molecular configurations along the 100 K isotherm (Figure 3.19)

indicates that the substep hinted in the 150 K isotherm at around N ≈ 200 corre-
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sponds to the formation of the monolayer. The other two dotted lines indicate the

coverages corresponding to the filling of the grooves (N ≈ 30) and the development of

a bilayer (N ≈ 380). However, these features are not discernible in any of the higher

temperature simulated isotherms, in agreement with the experimental findings of the

Migone group[14] in the 150-200 K temperature range.

N=34

N=207

N=378

Figure 3.19: Cross section of the low-temperature (T = 100 K) configurations corre-
sponding to the coverages indicated with the dotted lines in Figure 3.18

An upper estimate for excess coverage effects (Eqn. 2.31) was calculated using

the accessible volume given by the difference between the simulation cell volume and

volume occupied by 3 closed nanotubes of radius 6.78 Å, (Vg ≈ 281628) Å−3. At the

highest coverages and pressures, the excess coverage correction is less than 4% and

will therefore be neglected.

The triple point temperature for carbon dioxide is 216.6 K. All simulated isotherms

were conducted below this temperature, such that saturation corresponds to solid-

vapor coexistence. The isosteric heat of carbon dioxide will then approach a value
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Figure 3.20: Isosteric heat of adsorption corresponding to the simulated isotherms.
The dotted lines indicate the filling of the groove at low coverage (N ≈ 35) and the
monolayer completion (N ≈ 200). As discussed in the text, the decreasing trend
observed at the highest loadings for the three higher temperatures (T ¿ 150 K) is an
artifact of the simulations for CO2 adsorption.

corresponding to the latent heat of sublimation (278 meV)[78] at high coverage for the

temperatures considered in this study.

In Figure 3.20, the isosteric heat values as a function of the number of adsorbed

molecules for each simulated isotherm are shown as calculated using Equation 2.28.

As with the isotherms, there is an absence of distinguishable adsorption sites with

characteristic energies (plateaus) in the isosteric heat curve. To understand this

dependence, Figure 3.21 shows the energy per molecule as a function of coverage at

the lowest temperature. At low coverage (when there are roughly 10 to 30 molecules

adsorbed in the grooves), it is possible to recognize a region of nearly uniform isosteric

heat only at the lowest temperature (T = 100 K). At higher temperatures, in this
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same low-coverage range, the isosteric heat decreases steadily, indicating a dominance

of entropic effects. The first vertical dotted line at N ≈ 35 indicates the coverage

at which the groove is fully filled and most of the molecules start to change their

orientation to lie perpendicular to the groove and on the outer surface of the adjacent

tubes. This produces a drastic reduction in the strength of the gas–surface interaction

(as can be seen in Figure 3.21) that is most notable at the lowest temperature.
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Figure 3.21: Energy per molecule as a function of coverage at 100 K; the total energy
(blue line) is the sum of the gas–surface (green) and the gas–gas (red and black)
contributions.

As the coverage increases, the gas–surface interaction keeps getting weaker, as

expected, but the corresponding increase of the total gas–gas interaction for CO2 (the

LJ and the electrostatic components combined) overcomes this reduction causing the

overall isosteric heat to increase as the monolayer phase develops. This is in striking

contrast to what has been observed for many other adsorbates where the increase in

the molecular interaction energy is typically not enough to make up for the loss of the
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gas–surface interaction. The difference for CO2 results from the contribution of the

quadrupole–quadrupole interaction, which is not present for the other gases; although

the magnitude of the LJ contribution is comparable to that of other adsorbates of

similar size, the electrostatic energy is almost as large as the LJ energy, giving rise

to gas–gas interaction energies that are roughly twice as large as those for other

adsorbates.

The distinctive effect of the quadrupole–quadrupole interaction on the isosteric

heat dependence with coverage is clearly demonstrated in Figure 3.22 where the

isosteric heat is decomposed into individual components from each type of interac-

tion, at 100 K. The dotted line, which does not include the contribution from the

quadrupole–quadrupole interactions, follows the decreasing trend characteristic of

simple LJ gases with no electrostatic interactions.
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Figure 3.22: Individual contributions to the total isosteric heat at 100 K (blue curve)
originated from each kind of interaction (green, red, and black, full lines); the increas-
ing trend of the total isosteric heat (blue curve) contrasts with the decreasing function
(dotted curve) that would be obtained if there were no electrostatic interactions.
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After monolayer completion, the isosteric heat keeps increasing, slowly approach-

ing the bulk value as a second layer forms. In the simulation, this can only be seen

at the lowest temperature (see Figure 3.20). For higher temperatures, it becomes

increasingly more difficult to ensure that the system is at equilibrium for the higher

coverage phases because the interaction energy values strongly depend on the relative

orientation of the molecules due to the quadrupole interactions. Slight deviations in

orientation (because of thermal effects and/or variations in the external potential)

produce relatively large changes in energy, making it much harder for the system to

reach the equilibrium configurations (and hence energies) at high coverages. Once

again, this is not the case for other adsorbates that only interact through LJ poten-

tials. Therefore, the final decrease in isosteric heat for the higher temperature curves

are considered to be an artifact of the simulations, indicating a clear limitation of this

approach for simulating CO2 adsorption under these specific conditions (deposition

of a high density phase). It is emphasized that this difficulty does not occur when the

same approach is used to simulate LJ gases (with no electrostatic interactions) or even

when simulating CO2 at lower coverage. In Section 3.1.2, the same molecule–molecule

interactions were able to reproduce the correct bulk phase as well as the monolayer

phase on graphite with no trouble. These results, which provide an internal consis-

tency test, rule out problems with the potential used resulting from the choices made

for the values of the parameters. Indeed, a top view of the monolayer configuration

(Figure 3.23) reveals the typical T-shape orientations of the two-dimensional phase

of CO2.

In general, there is good agreement with the simulated low temperature isosteric

heat curve and the experimental isosteric heat from the Migone group[20]. While an
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N=207

Figure 3.23: Top view (xy plane) of the monolayer phase at T = 100 K. The vertical
lines indicate the location of the grooves between two tubes.

exact correspondence between the simulated and experimental loading scales is not

possible, it can be estimated that N ≈ 200 in the simulations corresponds to 6500 cc-

Torr for the experiments. This deduction is based on the the molecular configurations

from the simulations, which show the completion of the monolayer at about N ≈ 210

(see Figures 3.18 and 3.23) and the experimental surface area determination that

monolayer completion occurs at about 6500 cc-Torr. In the simulations, the isosteric

heat values increase from the initial stages of monolayer formation (N ≈ 100 in

Figure 3.20) to the bulk value. Experimentally, the isosteric heat curve trends very

similarly in the corresponding coverage range. Separate experimental measurements

by Bienfait et al.[17] also agrees with the trend of the isosteric heat through a minimum,

where a value of about 250-255 meV is reported at the monolayer coverage (this value

is slightly below the isosteric heat value on graphite at 120 K, 262 meV). From the
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simulations, at monolayer coverage for T = 100 K, the isosteric heat is 250 meV.

Bienfait et al. report a value of 230 meV at 124 K. Overall, this constitutes rather

good quantitative agreement between simulations and experiments near monolayer

loading. Moreover, the value at the bilayer coverage in the simulations, 260 meV,

also agrees with the experimental value of 262 meV found by Migone et al..

At low coverage, as the grooves are being filled (N < 30), the isosteric heat values

found in the simulations decrease with loading (Figure 3.20). The values measured

experimentally at the lowest loading by Migone et al. are also a decreasing function

of loading. The main difference between the simulations and the experimental results

is that the values of the isosteric heat measured at very low loadings (less than

1000 cc-Torr) are much higher (∼ 55 meV) than those obtained in the simulations.

Experimentally, it is very likely that in the low-coverage region, the CO2 molecules

are adsorbing on the small number of impurities that are present in the sample and/or

in the few, wider interstitial channels that may be present in the sample (as a result

of stacking defects in the bundles). Either one of these alternatives (or both) will

lead to the high isosteric heat values measured in the experiments. The sorbent in

the simulation is perfect, and there are no impurities present; this accounts for the

differences observed in this loading region.

3.4 Features of Adsorption

In Sections 3.2 and 3.3, realistic material models were utilized to study gas ad-

sorption on specific systems with unique experimentally observed behavior. For the

case of ethane, the lack of distinct substeps in the isotherm data is a result of the
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binding location as well as the adsorbate’s rotational degrees of freedom. For carbon

dioxide, the unique isosteric heat behavior was found to be directly related to the

gas-gas interactions. Understanding the interplay between the defining properties of

an adsorbate/adsorbent and the ultimate adsorptive behavior of a given system is of

general interest. To this effort, this section compares and contrasts how the isotherm

and isosteric heat as a function of coverage depend on different model surfaces as

well as adsorbate gases. Specifically, the adsorption of Ar, CO2, and C2H6 on several

nanotube bundle models is investigated.

3.4.1 Modelling and computer simulations

GCMC simulations were conducted to explore the equilibrium adsorptive behavior

of Ar, CO2, and C2H6 on the external surface of a carbon nanotube bundles. Several

bundle models were considered:

• Parallel Array of 2 or 3 Tubes (e.g. Figure 3.17)

• Triangular 3 Tube Bundle (e.g. Figure Figure 3.24)

• Triangular 9 Tube Bundle (e.g. Figure Figure 3.24)

Where the 3 and 9 tube bundles are depicted in Figure 3.24. Homogeneous and het-

erogeneous bundles are investigated, where nanotube diameters sizes include: 8.137

Å (6, 6), 9.493 Å (7, 7), 12.206 Å (9, 9), 13.562 Å (10, 10).

As in Section 3.3, the parallel array simulation cell is periodic along both the

length of the tubes and the direction separating the tubes. This effectively simulates

an infinite array of nanotubes. While the simulations carried out on the bundles

comprised of 3 and 9 nanotubes have cells that are periodic along the length of the
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Figure 3.24: Top view of nanotube bundles comprised of 3 (left) and 9 (right) con-
tinuous nanotubes with carbon density 0.38 Å−2 and wall to wall separation of 3.2
Å.

tubes, they are isolated such that the remaining dimensions have fixed or non-periodic

boundaries.

The procedures utilized in Sections 3.2 and 3.3 are again employed to generate

adsorption isotherms from a series of runs at fixed temperature as well as to generate

isosteric heat curves as a function of coverage. Each point on the adsorption isotherm

is calculated using a GCMC run of up to 2-4 × 109 steps to bring the system into

equilibrium and to calculate averages, depending on the sorbate and sorbent. MC

steps are composed of a trial creation, destruction, or displacement move with at-

tempt probabilities of 0.3, 0.3, and 0.4, respectively. For molecular adsorbate species,

displacement moves are separated into displacement of the center of mass (with prob-

ability of 0.2) and rotational about the center of mass (with probability of 0.2). The

maximum displacement and rotation step sizes are dynamically adjusted during the

equilibration phase to achieve move acceptance values of 50%.

Gas-gas interactions are modelled as discussed in Section 2.1.2 with potential pa-

rameters given in Table 2.1. The gas–substrate interactions are modelled using a

Lennard-Jones potential using the continuous carbon approximation with an effec-
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tive carbon surface density of 0.38 Å−2 and wall to wall separation of 3.2 or 3.4 Å.

Both open and closed nanotube varieties are used, where open nanotubes provide an

additional strong binding site region in the internal region of the tube.

3.4.2 Results and Discussion

C2H6 on Closed and Open 3 tube bundles: A potential energy surface (PES)

calculation was performed to investigate the energetic properties of the various tube

bundle models and the results are presented in Figure 3.25. These figures were gener-

ated using the methods discussed in Chapter 2.2, where a series of single point energy

calculations were used to find the energy at each grid point. The minimum energy

orientation is known, and occurs when the molecular axis oriented along the length

of the tubes comprising the bundle. As depicted in 3.25 b and d, open nanotubes

present three distinct adsorption sites: (1) In the inner region of the tubes, (2) the

groove sites on the exterior between adjacent tubes, and (3) the external surface of

the tubes. For closed tubes (3.25 a and c), the inner tube region is not accessible.

Generally, the internal pore site presents the lowest (strongest) energy binding sites,

followed by the groove and external surface sites. The strength of the binding in

the inner pore region is observed to decrease as the radius of the nanotube increases.

Externally, the opposite trend is observed as the decreased curvature with increasing

radius serves to slightly increase the strength of the groove and external sites.

A set of adsorption isotherms obtained from the simulations are presented in

Figure 3.26 for the homogeneous three tube (7,7) bundles of open and closed varieties.

For the open tubes, three isotherm steps are observed which correspond to adsorption

in the three distinct site types. The lower step, occurring at N ≈ 30 corresponds to
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(a) Closed homogeneous (7,7) bundle (b) Open homogeneous (7,7) bundle

(c) Closed (6,6), (7,7), (9,9) bundle (d) Open (6,6), (7,7), (9,9) bundle

Figure 3.25: Potential Energy Surface plots for an ethane molecule on various three
tube nanotube bundles.

the filling of the internal regions of the three tubes. The next step, is the filling

of the groove sites at N ≈ 50, and the final step at N ≈ 200 corresponds to the

completion of a monolayer on the exterior of the tubes. The isotherms for the closed

tubes follow a similar trend, with the absence of the lower step corresponding to the

lack of internal pore region. Generally, as the temperature is increased, the sharp

step features are observed to smooth out.
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Figure 3.26: Adsorption isotherms from the simulations for ethane on a three tube
(7,7) open (left) and closed (right) bundle.

Figure 3.27 depicts the adsorption isotherms for the heterogeneous three tubes

bundles. At the lowest temperature for the open variety, 5 distinct steps are now

observed which correspond to the three different internal pore regions and the external

groove and nanotube surfaces. In comparing with the higher temperature curve, these

three distinct steps in the inner pore are smoothed together, as the lower energy

molecular orientations are no longer obtained at equilibrium for high temperatures.

Comparing the closed variety for the heterogeneous and homogeneous bundles, the

step height corresponding to the monolayer completion is larger for the heterogeneous

case. This is consistent with the larger effective external surface area due to the (9,9)

nanotube. The steps occur around the same pressure value indicating consistent

energy profiles for the external sites, as expected given the PES data of Figure 3.25.

Isosteric heat curves as a function of coverage for the three tube bundle systems

are show in Figure 3.28. The orange dashed lines are a guide to the eye and represent

adsorption on distinct sites. For all bundle models and all temperatures the high cov-
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Figure 3.27: Adsorption isotherms from the simulations for ethane on a three tube
(6,6), (7,7), (9,9) open (left) and closed (right) bundle.

erage isosteric heat is shown to be monotonically decreasing and approaches the latent

heat corresponding to the bulk phase; here that is the latent heat of vaporization.

Generally, the lower temperatures curves are higher in energy due to entropic effects

that cause the molecules to not reach an energetically optimal equilibrium configu-

ration. Both closed bundle models (Figure 3.28 a and c) show similar behavior with

two plateau regions corresponding to adsorption in the groove sites and the external

walls of the nanotubes. The monolayer completion corresponds to the second wider

and lower energy plateau. The open heterogeneous bundle (Figure 3.28 d) depicts

adsorption in 5 distinct sites as indicated with the dashed orange lines. These corre-

spond to the five adsorption sites discussed in the corresponding PES (Figure 3.25 d)

as well as the steps in the corresponding adsorption isotherm (Figure 3.27). As the

internal nanotube sites are filled, the isosteric heat shows an increasing tendency as

compared to the relatively flat behavior as the external sites are filled. This can be

attributed to increased gas-gas interactions in the confined internal pore regions.
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(a) Closed homogeneous (7,7) bundle (b) Open homogeneous (7,7) bundle

(c) Closed (6,6), (7,7), (9,9) bundle (d) Open (6,6), (7,7), (9,9) bundle

Figure 3.28: Isosteric heat as a function of coverage for the adsorption of ethane on
three tube nanotube bundles. The dashed lines indicate adsorption in distinct sites.

A bundle represented as a parallel array of nanotubes was also considered, similar

to the adsorbent system of Section 3.3. Here, the parallel array simulation cell consists

of two closed tubes of radius 5 Å (closest to (7,7) tubes). For this system, the strength

of the gas-gas interactions (ε) was increased by ∼ 12% above the value used for all

other ethane simulations as reported in Table 2.1. The isotherm and isosteric heat

curves as a function of coverage for a range of temperatures are shown in Figure 3.29.

Low temperature isotherms and isosteric heat curves depict two distinct steps and
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(a) Isotherms on parallel array (b) Isosteric heat on parallel array

Figure 3.29: Adsorption isotherms and isosteric heat as a function of coverage for
ethane on a parallel array of nanotubes.

plateaus corresponding to the filling of the groove region and the external surfaces

of the nanotubes (monolayer), similar to the results for closed bundles (Figure 3.28).

The increase in energy observed for in the isosteric heat is attributed to the increased

strength of the ethane interaction parameter ε.

Ar on Open 3 tube bundles: The adsorption of Argon on the three tube ho-

mogeneous (7,7) bundle was investigated to provide a point of comparison between

molecular adsorbate species which have additional degrees of freedom through their

ability to rotate. Adsorption at 50 K was considered and the resulting isotherm and

isosteric heat, as a function of coverage, is presented in Figure 3.30. In comparison

with the closed homogeneous bundle for ethane adsorption (Figures 3.26 and 3.28),

three steps in the isotherm and three plateaus in the isosteric heat are observed, cor-

responding to adsorption in the strongest to weakest binding sites (internal tubes,

groove sites, external nanotube surfaces). The additional degrees of rotational free-

dom in the case of ethane do not appear to have an impact in regards to causing an

intrinsic spread in the binding energies. Despite the high curvature associated with
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(a) Isotherms on 3 Tube Bundle (b) Isosteric heat on 3 Tube Bundle

Figure 3.30: Adsorption isotherms and isosteric heat as a function of coverage for
Argon on a 3 tube homogeneous (7,7) bundle

the (7,7) bundle, both ethane and Argon present distinct features, 2d monolayers,

and the correct high coverage isosteric heat corresponding to the bulk 3D values.

CO2 on closed bundles: Several closed nanotube bundle models were studied

for the adsorption of carbon dioxide in an effort to understand how the properties

of the bundles influence the isosteric heat of adsorption. Here, homogeneous bundles

comprised of 3 and 9 tubes were utilized, along with the parallel array model. Tubes

sizes of (7,7) and (10,10) were considered. A potential energy surface calculation was

performed for the new 9 bundle model used in this section as shown in Figure 3.31.

As with the other closed bundles (Figures 3.17 and 3.24), the 9 tube bundle presents

two types of binding sites: (1) The groove site between adjacent nanotubes and (2)

the external surfaces of the tubes. The slight increase in the binding strength in the

groove site (∼ 3 meV) as compared with the parallel array of tubes is due to the

presence of additional tubes in the simulation cell.
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Figure 3.31: Potential Energy Surface calculation for a CO2 molecule interacting with
the a 9 tube homogeneous (10,10) nanotube bundle

The behavior of the adsorption isotherms and isosteric heat as a function of cover-

age are shown for several nanotube bundle systems at 100 K in Figure 3.32. Here all of

the isotherms, except the parallel tube model (2 || (10, 10)), lack clearly define steps.

This is in direct contrast with the the adsorption of both Ar (Figure 3.30) and C2H6

(Figures 3.26 and 3.27) where distinct steps are observed corresponding to the filling

of the groove sites and the completion of the monolayer on the external surfaces of

the nanotubes. The distinct steps present in the isotherm of the parallel tube model

occur only at the formation of the monolayer and bilayer, consistent with previous

parallel tube model calculations performed for CO2 adsorption (Figure 3.18). The

lack of sub-steps are attributed to the larger ratio of the gas-gas to gas-surface that

occurs for carbon dioxide due to the presence of the quadrupole-quadrupole interac-
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Figure 3.32: Adsorption isotherms and isosteric heat as a function of coverage for
carbon dioxide on several model nanotube bundles at 100 K

tion. The adsorption sites presented by the relatively weaker gas-surface interactions

are less distinct in this case. This isotherm data is also consistent with the capacity

differences between the bundle models, with the 9 tube (10, 10) bundle adsorbing the

most gas.

The isosteric heat curves in Figure 3.32 b display a clear distinction between the

different tube models. The parallel tube model (2 || (10, 10)) and the 9 tube bundle

(9 (10, 10)) show similar behavior most consistent with experimental findings (Section

3.3) in that the isosteric heat does not display the monotonic decrease behavior at

higher coverages. When comparing similar bundles (e.g. 9 tube bundles or 3 tube

bundles) as the tube radius is increased, the isosteric heat is shifted upwards to higher

energy. As opposed to the adsorption of ethane and argon on similar bundle systems,

there is a lack of clearly defined plateau regions in the isosteric heat corresponding

to groove and external surface adsorption sites.
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As discussed in Section 3.3, the unique behavior of carbon dioxide is attributed to

the presence of the quadrupole-quadrupole interaction due to its strength and depen-

dence on the molecular orientations. For the case of other gases, such as Ar and C2H6,

the isosteric heat is a monotonically decreasing function of coverage which approaches

the corresponding bulk value of latent heat. The energy of the monolayer for those

gases is above the value for the latent heat. For carbon dioxide, the monolayer energy

is below the corresponding latent heat of the bulk phase.

The sensitivity of the interactions to orientation is displayed in the isosteric heat

curves. The parallel array of tubes, which is an artificial construct and does not

appear experimentally, let the CO2 molecules arrange in a configuration closer to the

experimental monolayer. The 9 tube (10, 10) is the next best choice, when comparing

to experiment, given the smaller curvature associated with the large tube radius as

well as the length of the sides of the bundle (Figure 3.31). For the other bundle

systems, the curvature of the tubes and/or the size of the bundle prohibits the for-

mation of a monolayer and bulk phase with the required structure which would cause

the characteristic increase of isosteric heat at higher coverage. This is further sup-

ported by adsorption simulations carried out on a planar graphite surface represented

by a continuous plane of carbon (see Appendix B) at 120 K. The isosteric heat for

coverages up to a monolayer are shown in Figure 3.33. This result compares well with

the experimentally reported value of 262 meV at 120 K[20] on graphite. These results

indicate that the correct behavior for carbon dioxide on an explicit nanotube bundle

could be reproduced via simulations on much larger tube bundles.
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Figure 3.33: Isosteric heat as a function of coverage for CO2 adsorption on graphite
at 120 K.
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Chapter 4

Results - Kinetics

While the study of adsorption using equilibrium Monte Carlo methods has proved

extremely useful, the scope is clearly limited. In order to form a comprehensive and

fundamental understanding of the processes at play, the evolution of the system from

initial to final (equilibrium) state must also be studied. From a practical standpoint

this information, such as the time it takes the system to reach equilibrium, is of critical

interest. As discussed in Chapter 2, standard deterministic methods are simply unable

to directly probe the time scales necessary to study adsorption. We therefore turn to

dynamical stochastic methods to study the time evolution of adsorption with Kinetic

Monte Carlo as discussed in Chapter 2.4.

This chapter summarizes a general 3D on-lattice KMC modelling scheme that

was developed with a customized version of the open source SPPARKS[30] code (see

Chapter 2.5) to investigate the kinetics of adsorption in materials that may present

complex, inhomogeneous geometries and/or interaction profiles. This scheme, as

visualized in Figure 4.1, is comprised of the definition of a lattice, adsorption species,
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Figure 4.1: 3D KMC Scheme Flowchart

interactions, and the rate constants for possible moves. A specific model, developed to

study adsorption in carbon nanohorns (see Chapter 2.1.2) which motivated this work,

is created under this scheme utilizing available experimental data and the results of

some preliminary simulations are presented and discussed.

4.1 Lattice and Connectivity

A lattice within the context of on-lattice KMC is a set of points in space on which

events take place. Physically, lattice points can represent the location of adsorption

sites, diffusive sites, locations of atoms, etc. Lattice sites have an associated vector,

which defines their state. For example, in the case of simple adsorption a lattice

site vector may be a single value of 0 or 1 corresponding to its occupancy (0=empty,

1=occupied). The relationship between lattice points is defined by their location and

connectivity. The connectivity of the lattice defines the list of sites that can mutually

participate in multi-lattice site events. For example, the diffusion of an atom from

one lattice site to another can only occur between two sites that are appropriately

connected.

Traditionally, the definition of this lattice and associated connectivity in our lab

has been restricted to 1 or 2 dimensions. One reason for this is that any modifica-

tion to the lattice structure required significant changes to the previously used KMC
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Figure 4.2: Lattice on a paraboloid surface

source code in order to accommodate the associated change in moves, energies, con-

nectedness, etc. Within this scheme, with the modified SPPARKS code, the lattice

and its associated connectivity are treated as inputs and can be easily generated

without any source code modifications. This flexibility allows for much more rapid

structural model development and testing.

By default, the original SPPARKS source code can automatically generate several

lattice types including: 1D line (2 neighbors), 2D square (4 or 6 neighbors), 2D trian-

gular (6 neighbors), 3D square (6 or 26 neighbors), 3D BCC (8 neighbors), 3D FCC

(12 neighbors). Outside of this, a lattice generation tool has been created to construct

additional lattices with customized shapes and connectedness, such as the cylindrical

lattice defined in Figures 2.2 and 2.3. In addition, the lattice generation tool can

pattern any parameterized surface with a Fibonacci lattice[77] and automatically gen-

erate the list of neighbor sites (connectedness). An example of this is demonstrated

for the surface of a paraboloid in Figure 4.2.
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4.2 Adsorbate Species

In the modified SPPARKS code, the adsorbate species is represented in an abstract

manner via the state of a lattice site. These lattice state vectors encode the type of

the occupying gas species, the lattice site type, the environment around the site (for

interactions), and possible allowed moves. While currently only single and binary

monatomic species are fully supported, the design choice of using lattice state vectors

allows for straightforward extension to gaseous mixtures of any size, even including

polyatomic gases. The ability to easily adjust the number and type of gas species at

run-time in a KMC simulation is highly desirable in our lab group, as previously such

changes would require significant changes to the in-house KMC source code.

4.3 Interactions

A general representation of the gas-gas and gas-surface interactions was chosen

to provide maximum model flexibility, which was not a feature in the previous KMC

code used in the group. The functional form of the energy of an occupied lattice site

is given by,

Ei = εbi(x, y, z, type, species,~g) + εint(x, y, z, species,~g) (4.1)

where εbi is the binding energy associated with the gas-surface interactions which can

vary depending on the lattice site type, the occupying species, the location of the

lattice site, as well as the state of the environment around the site which is defined

by the vector ~g. The gas-gas interactions, εint are a function of the position in the
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lattice, the occupying species, and the state of the environment around the site. By

taking into account the state of the local environment, non-pairwise effects can be

included when necessary[79].

In practice, the environment dependent interactions are generated during the con-

struction of the lattice where an energy is assigned to every possible combination of

the neighboring sites as defined by the site connectivity and the number of gas species

being simulated. For example, in a simulation comprised of a single species where

each lattice site has 4 neighbors with a single state value (empty or occupied) there

will be 24 energies corresponding to all the possible neighbor configurations. For the

case of simple pairwise gas-gas interactions, the energy will be proportional to the

coordination of the lattice site.

The ability to vary the binding and interaction energy throughout the position

of the lattice served as the initial motivation for the development of this general on-

lattice KMC modelling scheme. Specifically, it was the interest to study the kinetics of

adsorption in carbon nanohorns which have a binding energy profile that increases in

strength moving deeper into the conical pore region. This energy variation is depicted

in Figure 4.2, where the coloring corresponds to the lattice site binding energy (darker

colors represent stronger binding). The described interactions in Eqn.4.1 can be used

to study many different complex adsorbent materials without requiring changes to

the underlying source code.
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4.4 Moves and Rates

Adsorption, desorption, and diffusion moves are built into the modified SPPARKS

code. The allowed moves for a given site are defined by its current occupied state,

type, and the surrounding environment. Any lattice site in the system can be des-

ignated as an adsorption/desorption type at run-time, which allows for maximum

flexibility during model development and testing. The lattice connectivity defines the

list of neighboring sites to which an atom could hop/diffuse. Currently, only single

hop diffusion type events are supported.

The rate constants, which define the probability that events will occur (Section

2.4), can be set at run-time. This ability is very useful for both investigations of real

materials, where the pre-exponential factors may require adjustment in accordance

with experimental data as well as general kinetic investigations where it is important

to understand the effect of the ratios of the rate constants.

4.5 General Benefits of SPPARKS

The selection of SPPARKS to serve as the base code for the general on-lattice

KMC scheme developed to study adsorption was based on several factors. Firstly,

SPPARKS is modular by design which allows for the straightforward addition of fea-

tures and functionality. The modifications for the present scheme are discussed in

the previous sections of this chapter and listed in Section 2.5. SPPARKS is written

in c++ and designed to perform efficiently at scale by computational scientists and

software engineers at Sandia National Laboratories and the US Department of En-

ergy. Several KMC solvers are available within SPPARKS: linear style O(N)[80, 81],

109



tree style O(LogN)[82], and group style O(1)[83], where the scaling refers to the com-

putational cost to pick an event to perform out of N total events. The computational

efficiency of the tree and group style solvers allow for much larger (number of lattice

sites and number of species) systems to be simulated. Although not yet utilized in

the current scheme, a parallel KMC algorithm is implemented in SPPARKS using

distributed memory parallelization via the message passing interface (MPI)[30]. This

parallelization would further enable the ability to simulate larger systems and obtain

results in a shorter amount of wall-time. The parallel algorithm is accomplished by

decomposing the system in such a manner that multiple events are executed simul-

taneously in disconnected regions. The parallel algorithm is an approximation, with

an accuracy that depends on the specifics of the system connectedness and interac-

tions, as well as how frequently event information is communicated between different

processors.

4.6 Results and Discussion

The purpose of this section is to demonstrate the usefulness and applicability of

the developed scheme through the preliminary investigation of an adsorptive system.

Gas adsorption of a monatomic species is studied in a 3D pore geometry designed

to capture the essential feature of the nanohorn conical pore; the variation of the

binding strength along the length. The lattice structure, connectivity, and energy

function for this system are discussed in Chapter 2.1.2.

Several cases, defined mainly by their binding energies, were considered as sum-

marized in Table 4.1 where dimensionless energy values are used with ε = E/kBT .

110



Case No. εbouter εbcenter Ends Open Wi→j
1 -3 -3 2 eεi

2 -3 -1 2 eεi

3 -3 -3 1 eεi

4 -3 -1 1 eεi

5 [-1,-3] [-0.5,-1] 1 eεi

6 [-1,-3] [-0.5,-1] 1 e−εj

Table 4.1: KMC parameters for the simulated cases

Here the εbouter is the binding energy associated with the 4000 sites on the outer por-

tion of the cylindrical pore and εbcenter is the binding energy of the central line of

500 sites. Energy values of the form [Ei, Ef ] represent a linear variation of binding

energies from Ei at z = 0 to Ef at z = L (along the length of the tube). For example,

in Case 5, the outer site binding energy is varied linearly along the length from an

initial value of -1 at the top of the pore to a value of -3 at the bottom. Occupied sites

can diffuse or jump to vacant nearest neighbor sites with a rate constant given by

Wi→j. For cases with 2 ends open, the 18 total sites in the top-most and bottom-most

are eligible for adsorption and desorption events. For cases with a single end open,

only the topmost layer of 9 sites are open to adsorption/desorption.

The KMC algorithm (Chapter 2.4) is executed for each case starting from an

empty lattice until equilibrium is reached (the coverage no longer changes as a func-

tion of time). Each case is run multiple times with an increasing value of the chemical

potential such that a range of equilibrium coverages are explored. As a matter of com-

putational convenience, the chemical potential is assigned according to the expected

equilibrium coverage value for a 2 state system with a single binding energy in the

grand canonical ensemble,

µ = ε− ln

(
1−N
N

)
(4.2)
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Figure 4.3: Fractional lattice coverage as a function of time for case 3 (top), case
4 (middle), and case 5 (bottom). Curves of the same color correspond to the same
chemical potential value, where higher coverages correspond to simulations with larger
values.

where ε = −3 for all considered cases and N values of 0.1, 0.3, 0.5, 0.7, and 0.9

are used. To increase statistical sampling each simulation case at a single chemical

potential value consists of 60 individual runs differing only by an initial random seed

value. The results of each run are combined by averaging the simulation state at

defined temporal intervals.

The fractional coverage as a function of time obtained from the simulations for

cases 3, 4, and 5 are presented in Figure 4.3. The coverage curves for case 3, which
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corresponds to the system with homogeneous binding site energies, are shown to take

the longest time to achieve equilibrium (no change in coverage) for a given chemical

potential. When inhomogeneous binding is introduced (in cases 4 and 5), the time to

reach equilibrium coverage is decreased, with case 5 being the fastest to reach equilib-

rium for all values of chemical potential considered. There is also a marked deviation

from the exponential behavior that would be expected with Langmuir kinetics[24] ob-

served in the inhomogeneous cases. This is most evident in the center coverage plot

for case 4, which displays a clear linear regime before approaching the equilibrium

value. Similar behavior was observed in a computational investigation of the kinetic

effects of energy heterogeneity on surfaces by Burde et al.[25]. The presence of weak

binding sites in cases 4 and 5 results in correspondingly smaller coverage values. This

is an equilibrium feature directly related to the dependence of the equilibrium cov-

erage on the chemical potential. Case 3, which has the strongest average binding

energy per site, achieves the highest total fractional coverage for the largest chemical

potential value at a value of 0.9. Cases 4 and 5 reach total fractional coverage values

of 0.86 and 0.72, respectively, for the same chemical potential. For case 4, this re-

duction in coverage is shown to occur due to the decreased occupancy of the central

line (as compared to case 3) which is comprised of sites that have binding energies 3

times weaker than the outer sites. In case 5 both the outer and center sites have a

decreased equilibrium occupancy as compared to case 3, again due to the presence of

weaker binding sites. Cases 1, 2, and 6, which are not depicted in Figure 4.3 exhibit

similar coverage trends, however, equilibrium is achieved much faster. For cases 1

and 2, this is due to the additional end being open to adsorption which increases the

ability to fill the pore. For case 6, the faster overall equilibration is attributed to the
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diffusion rate increase by a factor of e2ε; which allows adsorbed atoms to move out

of the end sites, making them eligible for additional adsorption events, and into the

pore more rapidly.

Figure 4.4: Rate plot curves in order for cases 3 (top) through 6 (bottom). Curves of
the same color correspond to the same chemical potential value. Linear regions are
identified with arrows and dashed line segments as a guide.

For a system defined by a single rate constant, the linear driver model[84] can be

used to describe the kinetics, as given by Eqn. 2.45. Plotting the left hand side of

the equation vs. time yields the rate constant as the slope. For porous systems with
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multiple types of binding energies, it is not expected that a single rate constant will

be able to describe the kinetics. However, plotting this rate curve and identifying the

deviations from linearity and also the distinct linear regions can be useful in under-

standing the dynamics. If it can be expected that distinct adsorption processes take

place at separate time intervals, separate linear segments should be present with an

identifying rate constant. Rate plot curves for cases 3-6 are shown in Figure 4.4. As a

guide to the eye, linear segments of the rate plots are marked with a dashed line and

identified with an arrow. For all cases other than case 6, two linear segments can be

observed on the total coverage plots with a larger rate (slope) occurring for the first

segment. During this initial time period, fast adsorption occurs which corresponds to

the initial filling of the open end sites. The abrupt decrease in slope corresponds to

the system entering a diffusion limited phase, where the overall adsorption is slowed

due to the time required for the the atoms to diffuse out into the pore. For case 6,

which has a much larger diffusion rate, a single line fits the data for an extended

time period. Presumably, the increased rate of diffusion allows the adsorbed atoms

to quickly move out of the end adsorption sites and into the pore, without causing

any blocking/slowdown. For cases 4-6, the center sites have line segments that tran-

sition from a smaller slope (slow overall rate) to a steeper slope (faster rate) at high

time intervals. This change in rate can be understood in the context of a similar

phenomenon observed by Burde et al. in their investigations of surface adsorption on

sites with differing binding energies.[25] There, it was determined that the strongest

binding sites reach equilibrium faster than they would in a system comprised of sites

with equal binding. Similarly, the weaker binding sites took longer to reach equilib-

rium (as compared to the corresponding homogeneous binding system). It was found
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Figure 4.5: The equilibration time as a function of coverage for the total system (left)
and central line (right)

that this increase in adsorption rate for the strongest sites was caused by diffusive

transfer from the weaker sites. Effectively, the weaker sites offer an alternative path

to adsorption to the stronger sites. Then, with this in mind for the present case,

during the time period for the smaller slope, diffusion events are taking place which

transfer atoms from the weaker binding central sites to the stronger binding outer

sites. This period of transfer ceases when the outer sites become adequately filled,

resulting in an increase of the overall rate for the filling of the center sites (increase

in slope). All depicted cases except case 3 show a variation of rate constant across

different values of chemical potential, due to its homogeneous binding energy profile.

The equilibration time vs coverage is shown in Figure 4.5 for the total system as

well as the central line of sites for cases 2,4 and 5. This value is calculated from the

coverage vs. time curves presented in Figure 4.3, where the equilibration time is de-

fined as the time required to reach 98% of the equilibrium fractional coverage value, at

a given chemical potential. All cases here, which have inhomogeneous binding, display

a decrease in equilibration time with increasing coverage for the total system. This

behavior is consistent with what is typically observed for the kinetics of monatomic
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Figure 4.6: Site occupancy density plots for case 3 at successive values in time from
left to right at a fixed chemical potential.

species on open surfaces or pores with no or relatively low gas-gas interactions in

KMC simulations [24, 26] as well as experiment[49, 85]. This coverage dependence can

be understood based on the fact that higher coverage values require correspondingly

higher chemical potentials (pressures) which serves to accelerate adsorption events.

When comparing sites of different energy, the weaker sites will require larger pressures

to achieve a given value of fractional coverage, which again increases uptake.

The explicit dynamics of the system can be visualized using site occupancy plots

at different values in time. Three such plots are visualized for case 3 in Figure 4.6

for increasing values of time moving from left to right. The vertical axis of each plot

is arranged by lattice line (see Figure 2.2) where C denotes the central line of sites

and lines 1-8 correspond to the outer sites. Dark colors indicate low site occupancy

while lighter colors indicate sites with higher occupancy. For case 3, which has one

open end and homogeneous binding, the dynamics are clear. Initially the sites closer

to the open end (lattice layer 0) have a higher occupancy. As the gas diffuses into

the pore the occupancy of the inner sites increase until there is a uniform occupancy

across the system at equilibrium.

Figure 4.7 depicts similar occupancy density plots for case 5, which differs from

case 3 in that a linear variation of binding site energies occur along the length of the
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Figure 4.7: Site occupancy density plots for case 5 at successive values in time from
left to right at a fixed chemical potential.

lattice and the central line of sites have weaker binding. The occupancy of the system

at the earliest time (leftmost plot in Figure 4.7) shows similar behavior to case 3, in

that a gradient of occupancy is observed with the most occupied sites occurring closest

to the open end. Here the occupancy of the central line is lower than the outer sites

(due to weaker binding), but a gradient is still observed. The system configuration

at long time scales (rightmost plot in Figure 4.7) corresponds to near-equilibrium.

Here, the effect of the linear variation of binding energy is apparent as the gradient of

site occupancy has now shifted with the most occupied sites occurring at the bottom

of the pore (lattice layer 500). This is an important first step towards investigating

the difference in kinetics that occurs between nanotubes (no binding energy variation

along the length) and nanohorns (binding that varies along the length). The central

line of sites are also observed to lag behind the overall trend of the outer lines of

sites. This can be seen in the middle plot of 4.7, where the central line of sites still

show a gradient with the most occupied sites occurring near the open end, while at

the same time the outer sites already have transitioned to having higher occupancy

at the bottom of the pore.
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Chapter 5

Conclusions and perspectives

The purpose of this study was to increase the understanding of gas adsorption

on carbon nanohorn spherical aggregates as well as carbon nanotube bundles. In

general, the identification of the key properties of a given sorbent and sorbate and the

impact that they have on the adsorptive properties of the system as whole was sought.

Through the development and application of structural and interaction models using

computational simulations of gas adsorption, specific open questions from experiments

were addressed. In addition, some general features of adsorption were identified

through the controlled variation of model parameters. A general on-lattice KMC

scheme was developed to enable the study of the dynamical adsorptive properties of

systems previously unavailable to the group, such as those with complex geometries

and interactions. The flexibility of this scheme allows for the rapid development and

testing of models and parameters without the need to alter source code.

The behavior of a relatively complex adsorptive system was studied, ethane mole-

cules on closed carbon nanohorn aggregates. This sorbent presents two main adsorp-
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tion sites: (1) Strong binding sites in the internal area where the walls of individual

nanohorns are close together, and (2) a weaker binding region on the outer portion

of the aggregate. The molecular configurations from properly validated simulations

showed that an experimentally observed quasi-plateau region in the isosteric heat

curve corresponded to the majority of adsorption occurring on the exterior surfaces

of individual nanohorns. The lack of sharp isotherm and isosteric heat features was

found to be due to both the ability of the molecule to change orientation as well as

the variation of the binding energies due to the structure of the adsorbent. Several

different models were developed and explored in an effort to identify the most impor-

tant defining features which govern the ultimate equilibrium adsorptive properties.

In general, larger conical surfaces were found to increase the isosteric heat values as

well as produce more variation over a given range of coverages. While it would be

possible to design a particular structure to generate the best possible agreement with

experiment, instead an exploration was performed to determine how the isosteric heat

as a function of coverage depended on a particular model’s structure.

The chosen interaction model for carbon dioxide was investigated to ensure the

expected high coverage phase was stable with the correct energy and configuration.

Using simulated annealing along with single point energy calculations, the 3 partial

charge site LJ model was found to exhibit the correct structure and energy, which

depended very strongly on the molecular orientations due to the quadrupole interac-

tions. Gas adsorption of CO2 was then simulated using GCMC to study the distinctive

behavior that this gas was shown to exhibit in numerous experimental investigations;

which includes significantly smoother isotherms with a lack of sub-steps. This char-

acteristic was found to arise because of two supporting factors: (1) as with ethane,
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the linear structure of CO2 leads to a spread/broadening of the gas-surface interac-

tions due to the available rotational degrees of freedom and (2) the larger gas-gas

interactions, due to the presence of a quadrupole moment, cause CO2 to be much less

sensitive to any inhomogeneity in the surface such as would be present in nanotube

bundles via the groove and external surface sites. Along with the behavior of the

isotherm, the isosteric heat as a function of coverage for CO2 on nanotube bundles

was also found experimentally to exhibit contrasting behavior as compared to most

simple gases. Specifically, it increases with coverage after the completion of the mono-

layer. By decomposing the isosteric heat into individual energetic components, this

behavior was clearly shown to be caused by the quadrupole–quadrupole electrostatic

interaction between the CO2 molecules. The critical value for the quadrupole mo-

ment which causes this behavior is clearly between that of CO2 and N2 (which does

not display the same isosteric heat properties). The orientational sensitivity of the

quadrupole interactions cause the isosteric heat behavior for CO2 to vary across sev-

eral different nanotube bundle models at high coverage. This behavior is not observed

for other adsorbates (C2H6 and Ar).

For the kinetic regime, a cylindrical pore model was developed using the new

simulation scheme to initiate the investigation of the change in behavior of the equi-

libration time with coverage that was experimentally observed for ethane on closed

nanohorns. With the flexibility of the model, the increasing equilibration trend that

CO2 displays across all varieties of nanohorns and nanotubes can also be studied. Pre-

liminary simulations were carried out for six model cases which varied in their binding

energy profiles, kinetic rates, as well as pore openings. The model case corresponding

to a nanohorn, which has a binding energy profile that varies along the length of
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the pore, was found to produce a change in the pore occupancy; mainly the highest

occupancy was shifted towards the bottom of the pore to the stronger binding sites.

This is an important step towards ultimately explaining the change (in the trend of

the equilibration time) that occurs for ethane going from a nanotube (pore with no

variation in binding energy along the length) to a nanohorn (pore with binding energy

variation along the length). It is believed that the high occupancy (overcrowding)

at the bottom of the pore is important because when gas-gas interactions are turned

on they will be disproportionately enhanced, as each gas atom/molecule will feel the

presence of many neighbors. Furthermore, large gas-gas interactions have shown the

ability to cause the equilibration time to change from a decreasing trend to an in-

creasing one for polyatomic molecules.[27] Future work will explore this possible path

to resolving and understanding the open questions regarding the equilibration time

of ethane and carbon dioxide on carbon nanostructure materials.
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Appendix

Appendix A: LJ paraboloid surface

Figure A.1: Paraboloid Surface

One structural model used in this study to represent a carbon nanohorn, which

has a radius that varies along its length, is a paraboloid. This surface is created by

rotating a parabola about its symmetry axis. A convenient parameterization for a

paraboloid of height h and base radius of R is given by,

~r(ρ, θ) = x(ρ, θ) î+ y(ρ, θ) ĵ + z(ρ, θ) k̂ (A.1)
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~r(ρ, θ) = R

√
ρ

h
cos θ î+R

√
ρ

h
sin θ ĵ + (h− ρ) k̂ (A.2)

where 0 ≤ θ < 2π and 0 ≤ ρ < h. For this parameterization, the origin is set to

(0, 0, 0) with a k̂ symmetry axis. The paraboloid base sits in the îĵ plane.

The differential surface area element for the parameterization given in Eqn. A.2

is,

dA = ‖~rρ × ~rθ‖dρ dθ (A.3)

where ~rρ and ~rθ are the surface’s tangent vectors given by,

~rρ(ρ, θ) =
d

dρ
x(ρ, θ) î+

d

dρ
y(ρ, θ) ĵ +

d

dρ
z(ρ, θ) k̂

=
R

2
√
ρh

cos θ î+
R

2
√
ρh

sin θ ĵ − k̂
(A.4)

and

~rθ(ρ, θ) =
d

dθ
x(ρ, θ) î+

d

dθ
y(ρ, θ) ĵ +

d

dθ
z(ρ, θ) k̂

= −R
√
ρ

h
sin θ î+R

√
ρ

h
cos θ ĵ

(A.5)

The cross product of these two tangent vectors yields,

~rρ × ~rθ = R

√
ρ

h
cos θ î+R

√
ρ

h
sin θ ĵ +

R2

2h
k̂ (A.6)

which has a magnitude of,

‖~rρ × ~rθ‖ =
R

2h

√
R2 + 4ρh (A.7)
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Finally, the differential area element from Eqn. A.3 is given by,

dA =
R

2h

√
(R2 + 4ρh) dρ dθ (A.8)

The Lennard-Jones interaction between an LJ site and a differential patch of

carbon, dn = Θ dA, on the paraboloid surface can be expressed as,

dφLJ = 4ε dn

[(σ
d

)12

−
(σ
d

)6
]

=
2εΘR

h

√
(R2 + 4ρh)

[(σ
d

)12

−
(σ
d

)6
]
dρ dθ

(A.9)

where d is separation distance between the LJ site and the carbon patch and Θ is the

carbon surface density. For a general LJ site location given in cylindrical coordinates,

(γ cosψ, γ sinψ, z), the separation distance, d, is given by,

d2 = R2 ρ

h
+ γ2 − 2γR

√
ρ

h
cos (θ − ψ) + (h− z − ρ)2 (A.10)

With the above defined dφLJ and d2, the interaction due to the entire surface can

be obtained through integration,

φLJ(γ, ψ, z) =

∫∫
A

dφLJ

=
2εΘR

h

∫ 2π

0

∫ h

0

√
(R2 + 4ρh)

[(σ
d

)12

−
(σ
d

)6
]
dρ dθ

(A.11)
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=
2εΘR

h

∫ 2π

0

∫ h

0

[
σ12(R2 + 4ρh)6

(R2 ρ
h

+ γ2 − 2γR
√

ρ
h

cos (θ − ψ) + (h− z − ρ)2)6

]
−[

σ6(R2 + 4ρh)3

(R2 ρ
h

+ γ2 − 2γR
√

ρ
h

cos (θ − ψ) + (h− z − ρ)2)3

]
dρ dθ (A.12)

Due to the azimuthual/cylindrical symmetry of the paraboloid, it is expected that

φLJ is independent of ψ. For an integrable function f(x) with periodicity T ,

∫ T

0

f(x)dx =

∫ a+T

a

f(x)dx (A.13)

for a ∈ R. For the integrand in Eqn. A.12 the periodicity is T = 2π, due to the

cosine function. Applying a substitution of u = θ − ψ gives,

=
2εΘR

h

∫ 2π−ψ

−ψ

∫ h

0

[
σ12(R2 + 4ρh)6

(R2 ρ
h

+ γ2 − 2γR
√

ρ
h

cos (u) + (h− z − ρ)2)6

]
−[

σ6(R2 + 4ρh)3

(R2 ρ
h

+ γ2 − 2γR
√

ρ
h

cos (u) + (h− z − ρ)2)3

]
dρ du (A.14)

Invoking the relation given in Eqn. A.13 for a = −ψ results in the elimination of ψ,

φLJ(γ, z) =
2εΘR

h

∫ 2π

0

∫ h

0

[
σ12(R2 + 4ρh)6

(R2 ρ
h

+ γ2 − 2γR
√

ρ
h

cos (u) + (h− z − ρ)2)6

]
−[

σ6(R2 + 4ρh)3

(R2 ρ
h

+ γ2 − 2γR
√

ρ
h

cos (u) + (h− z − ρ)2)3

]
dρ du (A.15)

The above expression for φLJ , which depends on the horizontal distance of the

Lennard-Jones site from the paraboloid symmetry axis (γ) and the distance above
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the base (z) is solved using numerical integration methods in the Mathematica[86]

software.
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Appendix B: LJ planar surface

Figure B.1: Planar Surface

One structural model used in this study to represent a graphene sheet is an un-

structured planar surface. A convenient parameterization for a planar surface is given

by,

~r(ρ, θ) = x(ρ, θ) î+ y(ρ, θ) ĵ + z(ρ, θ) k̂ (B.1)

~r(ρ, θ) = ρ cos θ î+ ρ sin θ ĵ (B.2)

where 0 ≤ θ < 2π and 0 ≤ ρ < R and R is the radius of the circular planar surface

centered on (0, 0, 0) in the îĵ plane.

The differential surface area element for the parameterization given in Eqn. B.2

is,

dA = ‖~rρ × ~rθ‖dρ dθ (B.3)

where ~rρ and ~rθ are the surface’s tangent vectors given by,

~rρ(ρ, θ) =
d

dρ
x(ρ, θ) î+

d

dρ
y(ρ, θ) ĵ +

d

dρ
z(ρ, θ) k̂

= cos θ î+ sin θ ĵ

(B.4)
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and

~rθ(ρ, θ) =
d

dθ
x(ρ, θ) î+

d

dθ
y(ρ, θ) ĵ +

d

dθ
z(ρ, θ) k̂

= −ρ sin θ î+ ρ cos θ ĵ

(B.5)

The cross product of these two tangent vectors yields,

~rρ × ~rθ = (ρ cos2 θ + ρ sin2 θ) k̂ (B.6)

which has a magnitude of,

‖~rρ × ~rθ‖ = ρ (B.7)

Finally, the differential area element is given by,

dA = ρ dρ dθ (B.8)

The Lennard Jones interaction between a LJ site and a differential patch of carbon,

dn = Θ dA, on the cylindrical surface can be expressed as,

dφLJ = 4ε dn

[(σ
d

)12

−
(σ
d

)6
]

= 4εΘρ

[(σ
d

)12

−
(σ
d

)6
]
dz dθ

(B.9)

where d is separation distance between the LJ site and Θ is the carbon surface density.

For a general LJ site location given in cylindrical coordinates, (γ cosψ, γ sinψ, z), the
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separation distance, d, is given by,

d2 = ρ2 + γ2 − 2ργ cos (θ − ψ) + z2 (B.10)

With the above defined dφLJ and d2, the interaction due to the entire surface can

be obtained through integration,

φLJ(γ, ψ, z) =

∫∫
A

dφLJ

= 4εΘ

∫ 2π

0

∫ R

0

ρ

[(σ
d

)12

−
(σ
d

)6
]
dρ dθ

(B.11)

= 4εΘ

∫ 2π

0

∫ R

0

(
ρσ12

(ρ2 + γ2 − 2ργ cos (θ − ψ) + z2)6

)
−(

ρσ6

(ρ2 + γ2 − 2ργ cos (θ − ψ) + z2)3

)
dρ dθ (B.12)

Invoking the relation given in Eqn. A.13 for a = −ψ results in the elimination of ψ,

φLJ(γ, z) = 4εΘ

∫ 2π

0

∫ R

0

(
ρσ12

(ρ2 + γ2 − 2ργ cos (θ) + z2)6

)
−(

ρσ6

(ρ2 + γ2 − 2ργ cos (θ) + z2)3

)
dρ dθ (B.13)

The above expression for φLJ , which depends on the horizontal distance of the

Lennard Jones site from the center of the planar disk (γ) and the distance above

the surface (z) is solved using numerical integration methods in the Mathematica[86]

software. For the special case of an infinite planar surface (R→∞), without loss of
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generality the LJ site can be aligned on the vertical k̂ axis (γ → 0), which yields,

φLJ(z) = 4εΘ

∫ 2π

0

∫ ∞
0

(
ρσ12

(ρ2 + z2)6

)
−
(

ρσ6

(ρ2 + z2)3

)
dρ dθ

= 8εΘπ

∫ ∞
0

(
ρσ12

(ρ2 + z2)6

)
−
(

ρσ6

(ρ2 + z2)3

)
dρ

= 8εΘπ

∫ ∞
0

(
ρσ12

(ρ2 + z2)6

)
−
(

ρσ6

(ρ2 + z2)3

)
dρ

= 2εθπσ2

[
2

5

(σ
z

)10

−
(σ
z

)4
]

(B.14)

Eqn. B.14 can be used to approximate the interaction of gas with a single sheet of

graphene. Steele[87] has shown that graphite, which is composed of multiple stacked

layers of graphene, can also be approximated with an analytic form that is dependent

only on the perpendicular distance from the material surface. This expression is

derived by representing the top layer of graphite in accordance with Eqn. B.14, while

the remaining layers are considered as a continuous solid. The Steele 10-4-3 potential

is given by,

φLJ(z) = 2εθπσ2

[
2

5

(σ
z

)10

−
(σ
z

)4

− σ4

3∆(0.61∆ + z)3

]
(B.15)

where ∆ is the interlayer spacing distance.
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Appendix C: LJ cylindrical surface

Figure C.1: Cylindrical Surface

One structural model used in this study to represent a carbon nanotube is an un-

structured cylindrical surface. A convenient parameterization for a cylindrical surface

is given by,

~r(ρ, θ) = x(z, θ) î+ y(z, θ) ĵ + z(z, θ) k̂ (C.1)

~r(ρ, θ) = ρ cos θ î+ ρ sin θ ĵ + z k̂ (C.2)

where 0 ≤ θ < 2π and h
2
≤ z < h

2
, h is the height of the cylinder, and ρ is the radius.

The differential surface area element for the parameterization given in Eqn. C.2

is,

dA = ‖~rz × ~rθ‖dz dθ (C.3)
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where ~rz and ~rθ are the surface’s tangent vectors given by,

~rz(z, θ) =
d

dz
x(z, θ) î+

d

dz
y(z, θ) ĵ +

d

dz
z(z, θ) k̂

= k̂

(C.4)

and

~rθ(z, θ) =
d

dθ
x(z, θ) î+

d

dθ
y(z, θ) ĵ +

d

dθ
z(z, θ) k̂

= −ρ sin θ î+ ρ cos θ ĵ

(C.5)

The cross product of these two tangent vectors yields,

~rz × ~rθ = ρ cos θ î+ ρ sin θ ĵ (C.6)

which has a magnitude of,

‖~rz × ~rθ‖ = ρ (C.7)

Finally, the differential area element is given by,

dA = ρ dz dθ (C.8)

The Lennard Jones interaction between an LJ site and a differential patch of

carbon, dn = Θ dA, on the planar surface can be expressed as,

dφLJ = 4ε dn

[(σ
d

)12

−
(σ
d

)6
]

= 4εΘρ

[(σ
d

)12

−
(σ
d

)6
]
dz dθ

(C.9)
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where d is separation distance between the LJ site and Θ is the carbon surface density.

For a general LJ site location given in cylindrical coordinates, (γ cosψ, γ sinψ, z0), the

separation distance, d, is given by,

d2 = ρ2 + γ2 − 2ργ cos (θ − ψ) + (z − z0)2 (C.10)

With the above defined dφLJ and d2, the interaction due to the entire surface can be

obtained through integration,

φLJ(γ, ψ, zo) =

∫∫
A

dφLJ

= 4εΘ

∫ 2π

0

∫ h
2

−h
2

ρ

[(σ
d

)12

−
(σ
d

)6
]
dz dθ

(C.11)

= 4εΘ

∫ 2π

0

∫ h
2

−h
2

(
ρσ12

(ρ2 + γ2 − 2ργ cos (θ − ψ) + (z − z0)2)6

)
−(

ρσ6

(ρ2 + γ2 − 2ργ cos (θ − ψ) + (z − z0)2)3

)
dz dθ (C.12)

Invoking the relation given in Eqn. A.13 for a = −ψ results in the elimination of ψ,

φLJ(γ, zo) = 4εΘ

∫ 2π

0

∫ h
2

−h
2

(
ρσ12

(ρ2 + γ2 − 2ργ cos (θ) + z2)6

)
−(

ρσ6

(ρ2 + γ2 − 2ργ cos (θ) + z2)3

)
dz dθ (C.13)

The above expression for φLJ , which depends on the horizontal distance of the

Lennard Jones site from the cylinder symmetry axis (γ) and the distance above
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(or below) the z = 0 plane (z0) is solved using numerical integration methods in

the Mathematica[86] software. For the special case of an infinite tube, h → ∞, the

integral can be reduced further,

φLJ(γ, zo) = 4εΘ

∫ 2π

0

∫ ∞
−∞

(
ρσ12

(η2 + (z − z0)2)6

)
−
(

ρσ6

(η2 + (z − z0)2)3

)
dz dθ (C.14)

where,

η2 = ρ2 + γ2 − 2ργ cos (θ) = ρ2(1 +
γ2

ρ2
− 2

γ

ρ
cos θ) (C.15)

φLJ(γ) = 3εΘρπ

∫ 2π

0

(
21σ12

64η11
− σ6

2η5

)
dθ

= 3εΘρπ

∫ 2π

0

(21/64)σ12(√
ρ2(1 + γ2

ρ2
− 2γ

ρ
cos θ)

)11 −
(1/2)σ6(√

ρ2(1 + γ2

ρ2
− 2γ

ρ
cos θ)

)5 dθ

= 3πεΘσ2

[
21

64

(
σ

ρ

)10

I11(x)− 1

2

(
σ

ρ

)4

I5(x)

]
(C.16)

where,

In(x) =

∫ 2π

0

dθ

(1 + x2 − 2x cos θ)
n
2

; x =
γ

ρ
(C.17)
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Appendix D: LJ hemispherical surface

Figure D.1: Hemispherical Surface

One structural model used in this study to represent the cap of a carbon nan-

otube is an unstructured hemispherical surface. A convenient parameterization for a

hemispherical surface of radius ρ is given by,

~r(ρ, θ) = x(θ, φ) î+ y(θ, φ) ĵ + z(θ, φ) k̂ (D.1)

~r(ρ, θ) = ρ sin θ cosφ î+ ρ sin θ sinφ ĵ + (cos θ + h) k̂ (D.2)

where 0 ≤ θ < π, 0 ≤ φ < 2π, and z = h is the location of the base of the

hemispherical surface in the îĵ plane.

The differential surface area element for the parameterization given in Eqn. D.2

is,

dA = ‖~rθ × ~rφ‖dθ dφ (D.3)
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where ~rz and ~rθ are the surface’s tangent vectors given by,

~rθ(θ, φ) =
d

dθ
x(θ, φ) î+

d

dθ
y(θ, φ) ĵ +

d

dθ
z(θ, φ) k̂

= ρ cos θ cosφ î+ ρ cos θsinφ ĵ − ρ sin θ k̂

(D.4)

and

~rφ(θ, φ) =
d

dφ
x(θ, φ) î+

d

dφ
y(θ, φ) ĵ +

d

dφ
z(θ, φ) k̂

= −ρ sin θ sinφ î+ ρ sin θ cosφ k̂

(D.5)

The cross product of these two tangent vectors yields,

~rθ × ~rφ = ρ2 sin2 θ cosφ î+ ρ2 sin2 θ sinφ ĵ + ρ2 sin θ cos θ k̂ (D.6)

which has a magnitude of,

‖~rθ × ~rφ‖ = ρ2 sin θ (D.7)

Finally, the differential area element is given by,

dA = ρ2 sin θ dθ dφ (D.8)

The Lennard Jones interaction between an LJ site and a differential patch of

carbon, dn = Θ dA, on the hemispherical surface can be expressed as,

dφLJ = 4ε dn

[(σ
d

)12

−
(σ
d

)6
]

= 4εΘρ2 sin θ

[(σ
d

)12

−
(σ
d

)6
]
dθ dφ

(D.9)
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where d is separation distance between the LJ site and Θ is the carbon surface density.

For a general LJ site location given in cylindrical coordinates, (γ cosψ, γ sinψ, z), the

separation distance, d, is given by,

d2 = (h− z)2 + γ2 + ρ2 + 2(h− z)ρ cos θ − 2γρ cos (φ− ψ) sin θ (D.10)

With the above defined dφLJ and d2, the interaction due to the entire surface can

be obtained through integration,

φLJ(γ, ψ, z) =

∫∫
A

dφLJ

= 4εΘρ2

∫ 2π

0

∫ π

0

sin θ

[(σ
d

)12

−
(σ
d

)6
]
dθ dφ

(D.11)

= 4εΘρ2

∫ 2π

0

∫ π

0

(
σ12 sin θ

((h− z)2 + γ2 + ρ2 + 2(h− z)ρ cos θ − 2γρ cos (φ− ψ) sin θ)6

)
−(

σ6 sin θ

((h− z)2 + γ2 + ρ2 + 2(h− z)ρ cos θ − 2γρ cos (φ− ψ) sin θ)3

)
dθ dφ (D.12)

Invoking the relation given in Eqn. A.13 for a = −ψ results in the elimination of ψ,

φLJ(γ, z)=4εΘρ2

∫ 2π

0

∫ π

0

(
σ12 sin θ

((h−z)2+γ2+ρ2 + 2(h− z)ρ cos θ − 2γρ cos (φ) sin θ)6

)
−(

σ6 sin θ

((h− z)2 + γ2 + ρ2 + 2(h− z)ρ cos θ − 2γρ cos (φ) sin θ)3

)
dθ dφ (D.13)

The above expression for φLJ , which depends on the horizontal distance of the

Lennard Jones site from the hemispherical symmetry axis (γ) and the distance above
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(or below) the z = 0 plane (z) is solved using numerical integration methods in the

Mathematica[86] software.

153


	Gas Adsorption in Carbon Nanohorns: Equilibrium and Kinetics
	List of Figures
	Introduction
	Background
	Adsorption
	Carbon Nanohorns and Nanotubes

	Literature Review

	Methods and Procedures
	Models
	Interactions and Structural Models: Off-lattice
	Interactions and Structural Models: On-lattice

	Molecular Statics
	GCMC
	KMC
	Software

	Results - Equilibrium
	CO2 Interactions
	Graphitic Quadrupole Moment
	Bulk Carbon Dioxide Interactions

	Ethane on Nanohorns
	Modelling and computer simulations
	Results and Discussion

	CO2 on Nanotubes
	Modelling and computer simulations
	Results and Discussion

	Features of Adsorption
	Modelling and computer simulations
	Results and Discussion


	Results - Kinetics
	Lattice and Connectivity
	Adsorbate Species
	Interactions
	Moves and Rates
	General Benefits of SPPARKS
	Results and Discussion

	Conclusions and perspectives
	Bibliography
	Appendix
	Appendix A: LJ paraboloid surface
	Appendix B: LJ planar surface
	Appendix C: LJ cylindrical surface
	Appendix D: LJ hemispherical surface


