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Greenhouse gas emissions caused by human economic activity are altering the global hydrologic 

cycle and the energy exchanges at the land surface. In large portions of the western US there is 

evidence of reduced summertime precipitation and increased air temperatures and longwave 

irradiation. At local scales, these changes can translate into more frequent and intense extreme 

land surface temperature events during the summer, with potential impacts on wildfire activity, 

forest health, soil biochemical cycles, and thermal comfort for human populations. However, 

because increases in radiation and sensible heat (air temperature) inputs to the land surface are 

confounded with changes in water availability, which alter the way the surface energy balance is 

reapportioned, it is difficult to disentangle the specific contributions of these factors to the 

observed dynamics of land surface temperatures. This thesis contributes insight into this problem 

using a combination of analytical and numerical model applications in a plot and for the city of 

Missoula, MT. In the first chapter of this thesis we used analytical method on a surface energy 

balance equation to identify and assess the attribution of surface temperature sensitivities to key 

hydro-climatic drivers in a plot of soil with and without vegetation canopy cover. The second 

chapter uses an ecohydrological model to investigate the effect of perturbations in water input 

regimes (additions to soil moisture) on surface temperatures for different land covers in a semi-

arid urban area (Missoula, MT). 
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Summary 

Greenhouse gas emissions caused by human economic activity are altering the global hydrologic 

cycle and the energy exchanges at the land surface. In large portions of the western US there is 

evidence of reduced summertime precipitation and increased air temperatures and longwave 

irradiation. At local scales, these changes can translate into more frequent and intense extreme 

land surface temperature events during the summer, with potential impacts on wildfire activity, 

forest health, soil biochemical cycles, and thermal comfort for human populations. However, 

because increases in radiation and sensible heat (air temperature) inputs to the land surface are 

confounded with changes in water availability, which alter the way the surface energy balance is 

reapportioned, it is difficult to disentangle the specific contributions of these factors to the 

observed dynamics of land surface temperatures. This thesis contributes insight into this problem 

using a combination of analytical and numerical model applications in a plot and for the city of 

Missoula, MT. In the first chapter of this thesis we used analytical method on a surface energy 

balance equation to identify and assess the attribution of surface temperature sensitivities to key 

hydro-climatic drivers in a plot of soil with and without vegetation canopy cover. The second 

chapter uses an ecohydrological model to investigate the effect of perturbations in water input 

regimes (additions to soil moisture) on surface temperatures for different land covers in a semi-

arid urban area (Missoula, MT). 

 

Research Questions 

 

Main research question: What are the sensitivities of local soil surface temperatures to hydro-

climatic drivers: shortwave radiation, longwave radiation, air temperature and soil moisture?  

Specific research questions: 

1. What is the relative radiative and non-radiative sensitivity of soil surface temperatures to 

hydro-climatic drivers for a bare soil landcover?  

2. What is the effect of vegetation on the radiative and non-radiative sensitivities of soil 

surface temperatures to hydro-climatic drivers? 

3. How do the soil surface temperatures to hydro-climatic drivers for different urban land 

covers respond to a range of water input regimes in a small semiarid urban microclimate 

using an ecohydrological model? 
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Hypotheses 

 

In order to address the research questions posed above and driven by the attribution of soil 

surface temperature sensitivities not only to hydro-climatic drivers but also ultimately to intrinsic 

geophysical parameters governing differences between them (e.g., soil resistance, soil 

capacitance, emissivity, albedo, aerodynamic resistance, amount of shading on the ground, soil 

field capacity), we propose the following hypotheses: 

a) The modulating effect that soil moisture has on surface temperature sensitivities exerts a 

stronger control than air temperature and radiation variations when soil moisture levels 

are moderate or high. This is due to intrinsic wet soil properties such as high thermal 

capacity and thermal inertia. 

b) The relative modulating effect of soil moisture on surface temperature increases under 

vegetated scenarios. This is because in addition to soil moisture increasing the bulk 

thermal capacity of soils and enhancing evaporative heat dissipation, canopies attenuate 

the effect of incoming solar radiation reducing the effect of radiation on land surface 

temperature. 

c) Because of high latent heat of vaporization of water, the relative cooling effect generated 

by losing a given percent of soil moisture (latent heat losses) is stronger than the cooling 

effect produced by the same percent decline in air temperature or radiation.  
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CHAPTER 1: Sensitivity of surface temperature to radiation, air temperature and soil 

moisture for soils with and without canopy cover 

Abstract 

Increasing surface temperatures have widespread ecological, societal, and economic 

consequences and have been attributed to surface moisture deficits in some regions and to 

increased energy inputs in others. The complex interaction between the geophysical factors that 

drive land surface exchanges of moisture, momentum and energy control the relative sensitivity 

of surface temperatures to hydro-climatic inputs such as radiation, air temperature and 

precipitation. Warming induced by the absorption of short and long wave radiation may be 

enhanced or reduced by non-radiative processes such as conductive and convective heat fluxes of 

sensible and latent heat. These fluxes are facilitated by soil moisture availability, and by surface 

properties such as its aerodynamic roughness. In this study we use a linearized form of the 

surface energy budget to calculate analytical surface temperature elasticities and attribute the 

relative sensitivities to radiative and non-radiative factors for a vegetated and a bare soil land 

surface in a semiarid climate. We found that relative surface temperature sensitivity to soil 

moisture is highest during the day for soils with and without canopy cover and often become the 

most important modulating factor. However, elasticity to radiation is largest in bare soils while 

elasticity to air temperature increases in soils under canopies and becomes a dominant factor at 

night and under conditions when evaporation is limited. 

 

1.1 Introduction 

 

One of the most salient effects of greenhouse gas emissions is the global increase of air 

temperature and long wave radiation emissions from the atmosphere (Hegerl et al., IPCC 2007), 

which affect weather patterns and the hydrologic cycle. At regional and local scales, variations in 

precipitation have been widely studied (e.g. Gehne et al., 2016; Trenberth & Shea, 2005), with 

documented impacts on soil moisture dynamics (e.g. D’Odorico & Porporato, 2004; Hsu et al., 

2017). These climate variations affect the surface energy balance at local scales. Changes in soil 

surface temperature induced by energetic imbalances can outpace those of air temperature and 

increase the likelihood of short duration extreme temperature peaks at the soil-atmosphere 

interface.  In urban environments, more sustained, frequent or intense surface temperature events 

can become a hazard for sensitive groups. Outside urban environments, thermal stress on trees 

can increase the intensity and extent of wildfires (e.g. Holden et al., 2018; Kitzberger et al., 

2017; Westerling, 2016) or forest die-offs (e.g. Allen et al., 2010; Anderegg et al., 2012; 

Breshears et al., 2005). Extreme surface temperatures can also induce ecosystem collapse and 

transition by suppressing recovery after disturbance (e.g. Davis et al., 2019; Rother & Veblen, 

2016), or by altering the soil biochemical cycles that sustain the ecosystem (Neary et al., 2005).  



2 
 

The mechanisms that determine the response of surface temperature to specific hydro-

climatologic drivers are complex and depend on land surface properties. Radiation, air 

temperature, and precipitation are commonly identified as the key atmospheric variables that 

drive variations in land surface temperatures from sub-daily to decadal scales (e.g. Good et al., 

2017; Lean, 1997; Lean & Rind, 1998; Trenberth & Shea, 2005). However, surface properties of 

different land use and land covers (LULC) control the sensitivity of surface temperatures to each 

of these drivers by modulating the exchanges of energy, momentum and moisture between land 

and the atmosphere (Oleson et al., 2004; Pielke et al., 2002). For instance, while incoming solar 

shortwave radiation constitutes the largest energy input to the climate system (Budyko, 1969; 

Schwingshackl et al., 2018) surface albedo determines how much of this shortwave radiation is 

absorbed by the surface and contributes to increasing its temperature.  

Surface properties play an important role on the non-radiative (conductive and convective) 

controls on surface temperatures and determine the reapportion of available net radiation into 

latent, sensible and ground heat fluxes. The dynamics of this partitioning is driven by soil 

moisture (e.g. Hauser et al., 2017; Miralles et al., 2012; Schwingshackl et al., 2017), especially 

during summer (Fischer et al., 2012; Samset et al., 2019). Changes in the volume, timing and 

intensity of precipitation events will affect soil moisture dynamics and therefore the surface 

energy balance.  

Assessments of surface temperature dynamics that only look at single atmospheric or land use 

factors can therefore be inaccurate and end up informing policies that may be counter to the aims 

of mitigation or adaptation. Using direct ground observations,  remote sensing, and/or modeling, 

long and short term variations in surface temperatures have been attributed to changes in incident 

shortwave radiation (Donohoe et al., 2014; Wild, 2016) , to changes in the surface parameters 

that facilitate convective energy exchanges (e.g. Boisier et al., 2012; Bright et al., 2017; 

Luyssaert et al., 2014; Rigden & Li, 2017),  to soil moisture deficits (Berg et al., 2014; Miralles 

et al., 2014; Whan et al., 2015), or to a combination of all these factors (Dentener et al., 2013; 

Erfan Haghighi et al., 2018). Most attribution studies, however, are inconclusive (Ingram, 2006; 

Stone & Allen, 2005) because disentangling the individual contribution of each geophysical 

feedback to observed variations in surface temperature is difficult when these hydro-climatic 

drivers covary. This is especially true for empirical studies because the overlapping effects of 

individual drivers are aggregated in the observed response of surface temperature.  

A way to make the problem of attribution more tractable is to decompose the equations of the 

surface energy balance to separate the effects of individual components (Luyssaert et al., 2014; 

Rigden & Li, 2017; Zhao et al., 2014). In this approach radiative and non-radiative effects are 

partitioned using normalized first order partial derivatives with respect to the hydro-climatic 

drivers of interest. We use this analytical methodology to study the sensitivity of surface 

temperature to variations in air temperature, radiation and soil moisture. We specifically focus on 

the modulating effect of soil moisture and its potential role in mitigating the effects of increasing 

air temperatures and radiative inputs on bare soil surfaces and soils under canopies.   
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1.2 Methodology 

1.2.1 Linearized surface energy budget  
 

The surface energy balance equation (SEB) for a small layer of the topsoil states that net 

radiation (Rn) must equal the sum of latent heat flux (LE), sensible heat flux (H), ground heat 

flux (G), and heat flux advected by rain (Hr):  

 𝑅𝑛 = −𝐿𝐸 − 𝐻 − 𝐺 − 𝐻𝑟 (1) 

 

Our calculation of turbulent fluxes (LE and H) in Eq. (1) uses a forced convection formulation 

based on the Monin-Obukhov similarity theory to parameterize aerodynamic resistance. We 

assume that thermal and momentum roughness lengths are identical (neutral atmosphere). In 

addition to the aerodynamic resistance term, our formulation accounts for the soil resistance to 

evaporation following Passerat De Silans et al. (1989). Ground heat diffusion through the topsoil 

layer is simulated using the force-restore method (Liebethal & Foken, 2007) with soil thermal 

conductivity and soil thermal capacity being functions of the water content in the soil. The 

energy balance includes the effects of vegetation canopies and permit to study vegetation 

feedbacks on surface temperatures. If present, vegetation effects on the soil energy balance 

include canopy interception of precipitation, attenuation of shortwave radiation (shading), 

emission of longwave radiation, enhanced aerodynamic resistance, and soil moisture uptake by 

transpiration. All terms in Eq. (1) are functions of surface temperature. The equations describing 

all fluxes in Eq. (1) are presented in Appendix A.   

The LE and Rn terms are nonlinear in surface temperature because the calculation of saturated 

vapor pressure of soil (es*) and surface irradiance (𝜉𝑠𝜎𝑠(𝑇𝑠 + 273.2)4) are nonlinear. To allow a 

direct non-iterative solution of surface temperature, we produce a linear version of Eq. (1) by 

linearizing these two components using a Taylor Series Expansion: 

𝑅𝑛
∗ = −𝐿𝐸∗ − 𝐻 − 𝐺 − 𝐻𝑟 (2) 

 

Where Rn
* is linearized net radiation and LE* is linearized latent heat flux based on saturated 

vapor pressure of soil evaluated at temperature of air (Ta), 
𝑑𝑒𝑠

∗

𝑑𝑇
|𝑇𝑎 (Appendix B).  

The linearized version of Eq. (1) permits to obtain a direct solution of soil surface temperatures 

(Ts): 
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𝑇𝑠
𝑡

=

(𝐻𝑟 + 𝑅𝑛∗ + (𝜆𝑜 + 𝛤𝑎 ∗ ∆𝑇𝑎 +
𝑟𝑜

𝑟𝑎 + 𝑟𝑒𝑥𝑝
) ∗ 𝑇𝑎 + 𝛤𝑎 ∗ 𝑒𝑎

∗ ∗ (𝑅𝐻 − 1) + (
𝑑𝑠 ∗ 𝐶𝑠

𝑑𝑡
−

𝐺𝑑

(𝜔 ∗ 𝑑𝑡)
) ∗ 𝑇𝑠

𝑡−1 + (𝐺𝑑 −
𝐺𝑑 ∗ 𝑑𝑠 ∗ 𝜔 ∗ 𝑑𝑡

𝑑𝑜
) ∗ 𝑇𝑑

𝑡−1)

𝜆𝑜 + 𝛤𝑎 ∗ ∆𝑇𝑎 +
𝑟𝑜

𝑟𝑎 + 𝑟𝑒𝑥𝑝
+

𝑑𝑠 ∗ 𝐶𝑠

𝑑𝑡
−

𝐺𝑑

(𝜔 ∗ 𝑑𝑡)
+ 𝐺𝑑 −

𝐺𝑑 ∗ 𝑑𝑠 ∗ 𝜔 ∗ 𝑑𝑡
𝑑𝑜

 

 

 

(3) 

Where 𝜆𝑜 = 4𝜉𝑠𝜎𝑠(𝑇𝑎 + 273.2)3 is the linearized portion of irradiance evaluated at Ta, 𝛤𝑎 =
𝑟𝑜𝛽

𝛾(𝑟𝑎+𝑟𝑠)
 is 

effective conductance that incorporates aerodynamic resistance effects in a neutral atmosphere, 

𝑟𝑜 = 𝜌𝑎𝑖𝑟𝑐𝑎𝑖𝑟, 𝑒𝑠
∗~ 𝑒𝑎

∗ −
𝑑𝑒𝑠

∗

𝑑𝑇
|𝑇𝑎 ∗ (𝑇𝑠 − 𝑇𝑎) is the linearized saturated soil vapor pressure term evaluated 

at Ta, and ∆𝑇𝑎=
𝑑𝑒𝑠

∗

𝑑𝑇
|𝑇𝑎. A full list of symbols and descriptions are provided in Table 1.  

Soil surface temperatures calculated from the linear energy balance are a good approximation of 

the temperatures obtained from the original non-linear energy balance (Appendix D). This 

linearized solution permits a mathematical analysis of the surface energy balance equations that 

reveals the contribution of individual hydro-climatic factors to the observed instantaneous 

variations of soil surface temperatures. 
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Table 1. List of symbols 

 

Symbol Description Units 

𝛼𝑠 Albedo of surface 0-1 

𝛽 Function of soil moisture to calculate pore relative humidity - 

𝑐𝑎 Heat capacity of air J kg-1 oC-1 

𝑐𝑝 Heat capacity of solid soil particles J kg-1 oC-1 

𝑐𝑤 Heat capacity of water J kg-1 oC-1 

𝐶𝑠 Soil volumetric heat capacity J m-3 oC -1 

𝑑𝑠 Hydrologically active soil depth m 

𝑑𝑜 Soil temperature damping depth m 

dt Time step size s 

𝑒𝑎 Vapor pressure of air at elevation za Pa 

𝑒𝑠
∗ Saturated vapor pressure in soil  Pa 

𝜉𝑐 Emissivity and absorptivity of canopy 0-1 

𝜉𝑠 Emissivity and absorptivity of surface 0-1 

𝛾 Psychrometric constant Pa oC-1 

𝐺 Ground heat flux at surface Wm-2 

𝐺𝑑 Ground heat flux at depth do Wm-2 

𝐻 Sensible heat flux Wm-2 

𝐻𝑡 Height of canopy cover m 

ϗ Von Karman constant - 

𝐾𝑎 Thermal conductivity of air Wm-1K-1 

χ Beer’s law exponential attenuation coefficient - 

𝐾𝑠 Thermal conductivity of soil ms-1 

𝐾𝑝 Thermal conductivity of soil particles Wm-1K-1 

𝐾𝑤 Thermal conductivity of water Wm-1K-1 

LAI Leaf area index - 

LE Latent heat flux Wm-2 

𝐿𝐸∗ Linearized latent heat flux Wm-2 

𝑙𝑚 Average separation of leaves in canopy m 

𝜆 Brooks Corey pore size distribution - 

𝜆𝑣 Latent heat of vaporization J kg-1 

n Soil porosity - 

𝜔 Frequency of sinusoidal wave s-1 

P Precipitation ms-1 

𝑟𝑎 Aerodynamic resistance sm-1 

𝑟𝑠 Soil resistance to latent heat transfer sm-1 

𝑟𝑟  Random roughness (small scale) of the surface terrain m 

𝑟𝑒𝑥𝑝 Aerodynamic resistance within canopies sm-1 

𝑅𝐻 Relative humidity of the atmosphere at elevation za - 

𝑅𝑛 Net radiation of the soil surface Wm-2 

𝑅𝑛
∗ Linearized net radiation of the soil surface Wm-2 

𝐻𝑟 Heat advected by rain Wm-2 

𝜌𝑎 Density of air Kg m-3 

𝜌𝑤 Density of water Kg m-3 

𝜓𝑎𝑒 Soil air entry pressure  m 

S Effective relative soil saturation - 

𝜎 Stefan Boltzmann constant Wm-2K-4 

t time s 

Ta Temperature of air oC 

Tc Temperature of canopy oC 
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Td Soil temperature at damping depth oC 

Tm Temperature of melting point of water oC 

Ts Temperature of soil surface oC 

𝜃 Volumetric soil water content of ds m3m-3 

𝜃𝑓𝑐 Volumetric soil water content at field capacity m3m-3 

𝜃𝑟 Residual volumetric soil water content m3m-3 

𝑢𝑎 Wind speed at reference elevation za ms-1 

𝑧𝑎 Reference elevation for atmospheric conditions m 

𝑧𝑑 Zero-plane displacement height m 

𝑧𝑜 Roughness height of the overstory m 

𝑧𝑑𝑜 Zero-plane displacement for overstory m 

𝑧𝑜𝑜 Roughness height of overstory m 

𝑧𝑡 Apparent sink of heat/momentum/vapor m 

 

 

1.2.2 Surface temperature elasticities 
 

The four key hydro-climatic factors that are expected to vary with climate change are incident 

shortwave radiation, incident longwave radiation, variations in soil moisture that reflect 

variations in precipitation inputs, and variations in air temperature. An analysis of the linearized 

SEB budget permits to attribute relative instantaneous sensitivities of soil surface temperatures to 

each of these components. 

An application of the chain rule provides the instantaneous sensitivities of surface temperature 

(
𝑑𝑇𝑠

𝑑𝑡
) to changes in soil moisture (θ), air temperature (Ta) and radiative forcing: incoming 

shortwave radiation and incoming longwave radiation (Sdown, Ldown). 

 𝑑𝑇𝑠

𝑑𝑡
= 

𝜕𝑇𝑠

𝜕𝜃

𝑑𝜃

𝑑𝑡
+

𝜕𝑇𝑠

𝜕𝑇𝑎

𝑑𝑇𝑎

𝑑𝑡
+

𝜕𝑇𝑠

𝜕𝑆𝑑𝑜𝑤𝑛

𝑑𝑆𝑑𝑜𝑤𝑛

𝑑𝑡
+

𝜕𝑇𝑠

𝜕𝐿𝑑𝑜𝑤𝑛

𝑑𝐿𝑑𝑜𝑤𝑛

𝑑𝑡
 

 

(4) 

The first factor in each term of the right-hand side in Eq. (4) represents the magnitude of 

contribution of dynamic variations in the corresponding variables to variation of Ts. These 

factors, however, cannot be directly compared to estimate relative sensitivities because they are 

not dimensionally consistent. Normalization of the sensitivity factors is accomplished by 

dividing the differentials by their mean values by to obtain dimensionless elasticities:  
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Where Ɛ is surface temperature elasticity of the variable indicated in the subscript. Appendix E 

shows the analytical form of the partial derivatives which we use to guide our interpretation of 

the results. Appendix E, Eq. (E1) presents partial derivative of Eq. (5), Eq. (E2) presents partial 

derivative of Eq. (6), Eq. (E3) presents partial derivative of Eq. (7) and Eq. (E4) presents partial 

derivative of Eq. (8). These analytical solutions help us partition dominant processes controlling 

surface temperature elasticities to variables of interest. The overbar denotes the time average of 

the corresponding variable (arithmetic mean of the time series). Elasticity represents the percent 

change that surface temperatures incur for a percent change in the attributing variable and are 

therefore normalized sensitivities that permit direct comparison between variables.   

A key question is how the dependencies between these variables are resolved. If we consider an 

independent assumption, for example Ts as a function of soil moisture (θ) and air temperature 

(Ta), Ts(θ,Ta), then the derivative of Ts with respect to θ is simply: 

𝑑𝑇𝑠

𝑑𝜃
=

𝜕𝑇𝑠

𝜕𝜃
 

 

However, if there is a dependency between the variables for example air temperature is also a 

function of soil moisture, Ts(θ,Ta(θ)), then the total derivative of Ts with respect to θ becomes: 

𝑑𝑇𝑠

𝑑𝜃
=

𝜕𝑇𝑠

𝜕𝜃
+

𝜕𝑇𝑠

𝜕𝑇𝑎

𝜕𝑇𝑎

𝜕𝜃
 

 

Where the term 
𝜕𝑇𝑠

𝜕𝑇𝑎

𝜕𝑇𝑎

𝜕𝜃
 absorbs the indirect dependency of Ts to soil moisture via its effect on Ta. 

The methodology can, therefore, fully determine the partial attribution to one hydro-climatic 

variable given constant values in all other parameters and drivers. To investigate the interaction 

between pairs of covarying hydroclimatic drivers (e.g., soil moisture (θ) and air temperature (Ta), 

we reconstructed sections of the functional elasticity space that plot the elasticity surfaces for any 

combination of soil moisture (θ) and air temperature (Ta). An analysis of the partial derivatives 

functions using standard calculus methods allow mechanistic insight into the dominant radiative 

  

Ɛ𝑆𝑀 =  
𝜕𝑇𝑠

𝜕𝜃
 ∗  

𝜃̅

𝑇𝑠

 

 

 

(5) 

 

 

 
Ɛ𝑇𝑎 =  

𝜕𝑇𝑠

𝜕𝑇𝑎

 ∗  
𝑇𝑎̅̅̅̅

𝑇𝑠

 
(6) 

 

 

 
Ɛ𝐿𝑑𝑜𝑤𝑛 =  

𝜕𝑇𝑠

𝜕𝐿𝑑𝑜𝑤𝑛
 ∗  

𝐿𝑑𝑜𝑤𝑛
̅̅ ̅̅ ̅̅ ̅̅

𝑇𝑠

 

 

(7) 

 
Ɛ𝑆𝑑𝑜𝑤𝑛 =  

𝜕𝑇𝑠

𝜕𝑆𝑑𝑜𝑤𝑛
 ∗  

𝑆𝑑𝑜𝑤𝑛
̅̅ ̅̅ ̅̅ ̅

𝑇𝑠

 
(8) 
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and non-radiative terms of the SEB that control surface temperature variations (sensitivity 

functions presented in Appendix E). 

 

1.2.3 Model setup, study plot and atmospheric inputs 
 

We conduct a simulation study in a well-watered lawn plot located in the city of Missoula, MT 

(USA). The study plot is characterized by gravelly and sandy loams with physical parameters as 

in Table 2. The region has a dry continental climate with hot summers and large diurnal 

temperature variations. Lawn in the plot was 0.1 m high. A meteorological station was installed 

in the summer of 2019 and recorded atmospheric input conditions averaged at 3-hour time 

intervals over the summer from July 24 to September 30 (Figure 1 & Appendix C). The study 

period is characterized by a mix of clear sky and overcast days, high temperature diurnal 

variations, low air relative humidity and wind speeds. The model was parameterized and run 

using the same soil and meteorological conditions for bare soils and for soil with an overstory 

canopy. To investigate the robustness of the results we reconstructed the soil temperature 

elasticity spaces for a wide range of temperature and soil moisture, air temperature, radiation and 

wind speed conditions.  

 

 

 

 

 

 

 

 

 

 

 

  

Table 2. Soil, vegetation and surface parameters for the study plot, units 

are in parenthesis. 

 

Parameter Value 

Albedo of surface, αs (-) 0.15 

Emissivity of surface, 𝜉𝑠 (-) 0.96 

Emissivity of canopy, 𝜉𝑐 (-) 0.95 

Height of canopy, Ht (m) 0.1 

Light attenuation coefficient, χ (-) 0.92 

Leaf Area Index, LAI (-) 2 

Random roughness of surface, rr (m) 0.0015 

Soil air entry pressure, 𝜓𝑎𝑒 (m) 0.84 

Porosity, n (-) 0.4559 

Soil residual water content, θr (-) 0.05 

Soil pore size distribution, λ (-) 8 

Damping depth, do (m) 0.0776 

Solid soil particle heat capacity, cp (J Kg-1oC-1) 2819400 

Soil temperature at damping depth, Td (oC) 20 

Thermal conductivity of soil particles, Kp (Wm-1K-1) 1.4 
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Figure 1. Comparison of meteorological inputs during entire study period (July 24 to September 30, 2019) 

including (a) air temperature, (b) precipitation, (c) relative humidity, (d) radiation, and (e) wind speed shown as 

3-hourly averages.  
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1.3 Results and Discussion 

1.3.1 Diurnal dynamics of soil surface temperature elasticities  
 

Elasticity of soil moisture, Ɛ𝑆𝑀, Eq. (5) , had the largest negative values and largest diurnal 

fluctuations in bare soils (Figure 2a), suggesting that since soil moisture does not change 

diurnally, it was a control that operated in conjunction with other processes operating with a 

diurnal cycle. The largest instantaneous absolute elasticity occurred during the mid-day hours 

and was also associated with elasticity of soil moisture. Unique to Ɛ𝑆𝑀 is that it switches sign and 

becomes positive at night-time when evaporative cooling became weaker and relative 

importance of soil moisture in providing soil thermal inertia increased. At the end of the summer, 

Ɛ𝑆𝑀  decreased as latent heat losses due to evaporation were reduced and soil heat storage 

capacity declined with drier soils. Soil moisture is the main source of variation of soil thermal 

properties at diurnal time scales (Cheruy et al., 2017), controlling thermal inertia and soil 

response to energy inputs and also controlling evaporative cooling when convection is not a 

limiting factor for latent heat transfers. The modulation of surface temperatures provided by soil 

moisture is therefore tied to diurnal energy cycles of energy availability and turbulent mixing.  

 

Surface temperature elasticity of incoming longwave radiation, Ɛ𝐿𝑑𝑜𝑤𝑛, Eq. (7), had the highest 

absolute average value on bare soils (Figure 2a) and also showed less pronounced diurnal cycles, 

indicating that in the absence of a protective canopy surface temperature was most responsive to 

variations in incoming longwave radiation both during nighttime and daytime. On the other 

hand, air temperature elasticity of soil temperature, Ɛ𝑇𝑎, Eq. (6),  in bare soils showed ample 

diurnal variations. Like Ɛ𝑆𝑀,  Ɛ𝑇𝑎 also flipped sign and becomes negative during the early 

evening hours (Figure 2a). This counter-intuitive behavior was produced by the lag between 

diurnal air temperature and surface temperature peaks. Heat capacity and thermal inertia of air is 

lower than that of soils, which will continue increasing its temperature when air temperatures 

drop at dusk or maintain relatively low soil temperatures when air temperatures increase at dawn. 

This effect disappeared in the energy balance under canopies (Figure 2b). Under canopies, the 

shading reduces radiative energy inputs and evaporation. Sensible heat exchanges become more 

dominant than radiative and latent heat exchanges, increasing the direct feedback between 

surface and air temperatures.  

 

Given the leaf area index and canopy emissivity/absorptivity (Table 2) prescribed in this 

experiment Ɛ𝑆𝑑𝑜𝑤𝑛, Eq. (8), became a more important factor than Ɛ𝐿𝑑𝑜𝑤𝑛 (Figure 2b) because the 

canopy was more effective in absorbing atmospheric longwave radiation than it was in 

intercepting shortwave radiation (see Eq. (E3) & (E4) in Appendix E). Overall, our results reveal 

that the impact of canopies reduced the sensitivity of surface temperatures to all factors but 

increased the relative control of soil moisture on surface temperatures over the rest of the 

variables.  
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Fig 2. Bare soil (a) and a vegetated landcover (b) Ts elasticity (%) of soil moisture (blue), air temperature 

(orange), incoming longwave radiation (green) and incoming shortwave radiation (red) from July 24 to 

September 30, 2019 under meteorological conditions presented in Figure 1.  
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1.3.2 Functional elasticity spaces for a bare soil surface  

• How do changes in incoming shortwave radiation affect soil moisture modulation 

for bare soils? 

The functional elasticity spaces in Figures 3-6 provide general insight into the evolution of key 

changes in surface temperature elasticities, their dependency on hydro-climatic variables of 

interest and partitioning of available energy at the land surface. It permits to answers questions 

related to the interaction of factors such as how changes in incoming shortwave radiation or 

windspeed affect Ɛ𝑆𝑀. Panels in Figure 3a-c show a reconstruction of elasticity surfaces as a 

function of soil water content, air temperature and three shortwave radiation scenarios.  

 

Under low shortwave radiation loads such as late in the evening or early in the morning, the soil 

temperature sensitivity to soil moisture (Eq. (5)) becomes positive over most of soil moisture and 

air temperatures ranges (Figure 3a, 1st row). This happened when inputs of energy declined, less 

energy was dissipated due to evaporation more was available to keep soils warmer at night due to 

high heat storage capacity of moist soils. These results are consistent with ones reported by 

Cheruy et al. (2017) and Kumar et al. (2014) showing the effects of soil thermal inertia from 

moist to dry conditions and with our previous analysis using the time series of sensitivities in our 

study plot.  

 

Generally, Ɛ𝑆𝑀 becomes more negative as shortwave radiation increases (Figure 3b-c, 1st row). 

The most sensitive region (purple) centered around soil moisture value of 0.21 and over a wider 

range of air temperature values. This sensitive region is governed by the empirical wetness 

function (β) that determines water availability for evaporation. The importance of soil moisture 

in controlling soil temperatures through evaporative cooling decline past this point because the 

supply of water to atmosphere becomes less limiting. Such response to soil moisture variations in 

bare soils is attributed to and associated with pore-scale mechanisms governing vapor diffusion 

from soil pores into the atmosphere (Haghighi; & Kirchner, 2017; E. Haghighi & Or, 2013). At 

intermediate and high shortwave radiation levels, the elasticity of soil moisture stays relatively 

constant over a wide range of air temperatures, which suggest that radiative inputs are more 

efficient than sensible energy inputs controlled by air temperature to generate conditions that 

enhance latent heat losses and increase the importance of Ɛ𝑆𝑀. In any case, the level of soil 

moisture above which evaporative losses became insensitive to changes in soil moisture depends 

on atmospheric conditions ( Gu et al. (2006)). 

 

Ɛ𝑇𝑎, 𝐸𝑞. (6) increased non-linearly with air temperature and soil moisture values but decreased 

with incident shortwave radiation (Figure 3a-c, 2nd row). Values of Ɛ𝑇𝑎 became negative for most 

combinations of air temperature and soil moisture when insolation reached 900 Wm-2. In the 

linearized version of energy balance, air temperature is used to approximate radiative surface 

temperatures and this caused the negative elasticities. At high insolation levels, the soil surface 
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reaches temperatures that make radiative cooling an increasingly more efficient heat dissipation 

mechanism than convective exchanges.  

The last two rows of Figure 3 illustrated that both Ɛ𝐿𝑑𝑜𝑤𝑛, Eq. 7 and  Ɛ𝑆𝑑𝑜𝑤𝑛, Eq. (8) do not change 

in response to changing radiation scenarios as expected but exhibited a general pattern of higher 

elasticities (yellow) at low soil moisture levels meaning that the radiative control on surface 

temperatures became more dominant then. A decrease in surface temperature sensitivity to 

radiative controls at higher air temperature and soil moisture levels (purple) on the other hand 

meant that convective exchanges became more dominant at those levels. 

Overall, the surface temperatures were most sensitive to soil moisture under changing radiation 

scenarios than other drivers. These sensitivities in bare soils were dominated by radiative 

controls at low soil moisture and air temperature levels and by convective exchanges at higher 

ones. Higher soil moisture levels greatly restrict the increase in surface temperature as available 

energy is consumed in evaporation (Nemani et al., 1993).  
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a) Sdown=100 Wm-2 b) Sdown=500 Wm-2 c) Sdown=900 Wm-2 
 

   

   

   

   
Fig 3. Elasticity spaces of soil moisture (Ɛ𝑆𝑀), of air temperature (Ɛ𝑇𝑎), of incoming longwave radiation (Ɛ𝐿𝑑𝑜𝑤𝑛) and of 

incoming shortwave radiation (Ɛ𝑆𝑑𝑜𝑤𝑛) (first, second, third and fourth row, respectively) as a function of soil water content, air 

temperature and three varying Sdown scenarios at 100 Wm-2(a), 500 Wm-2(b) and 900 Wm-2(c) (first, second and third column, 

respectively) for a bare soil surface. The rest of hydro-climatic drivers remain constant through all three scenarios where 

Ldown=300 Wm-2, wind speed=2.0 ms-1, relative humidity of air=0.55 and temperature of the canopy=10oC. High elasticity values 

are in yellow, medium in green and low in purple. Solid contour lines are positive elasticities and dashed contours are negative 

elasticities.  
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• How do changes in wind speed affect soil moisture modulation for bare soils? 

The efficiency of cooling induced by convective exchanges is strongly influenced by wind 

conditions, surface water availability and surface roughness lengths (Appendix A, Eq. (A9) & 

(A12)). Changes in wind speed affect the efficiency of convective exchanges through its effect 

on aerodynamic resistance (Appendix A, Eq. (A14) & (A16)). Regional scale studies in bare 

soils reveal that turbulent heat fluxes are primarily dominated by wind speed variability (Bertoldi 

et al., 2007). The magnitude of Ɛ𝑆𝑀 increased nonlinearly with wind speeds, with the biggest 

impacts occurring when wind speeds increased from low speeds (Figure 3a-c, 1st row). 

Increasing wind speed also increased the sensitivity of Ɛ𝑆𝑀 to variations in soil moisture, 

producing a steeper elasticity surface as soil moisture converged toward the volumetric water 

contents level of maximum sensitivity. Maximum Ɛ𝑆𝑀 occurred at soil moisture levels of about 

0.21 and relatively high air temperatures, when latent heat dominated sensible heat losses at 

these optimal temperature and soil moisture conditions.  

 

Sensitivity to air temperatures, Ɛ𝑇𝑎 increased and became increasingly positive as wind speed 

increased (Figure 4a-c, 2nd row). At high wind speeds, the soil surface reaches temperatures that 

make sensible heat losses an increasingly more efficient heat dissipation mechanism than latent 

heat or radiative exchanges. This partially explains the narrowing of the soil moisture region that 

keeps Ɛ𝑆𝑀 at maximum levels observed in Figure 3a-c 1st row. The decline of the relative 

importance of radiative controls with respect to convective processes is apparent in the third and 

fourth rows of the figure, where both Ɛ𝐿𝑑𝑜𝑤𝑛 and  Ɛ𝑆𝑑𝑜𝑤𝑛 decreased as wind speed increased.  
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a) Wind speed=0.5ms-1 b) Wind speed=2.0ms-1 c) Wind speed =5.0ms-1 

   

   

   

   
Fig 4.  Elasticity spaces of soil moisture (Ɛ𝑆𝑀), of air temperature (Ɛ𝑇𝑎), of incoming longwave radiation (Ɛ𝐿𝑑𝑜𝑤𝑛) and of 

incoming shortwave radiation (Ɛ𝑆𝑑𝑜𝑤𝑛) (first, second, third and fourth row, respectively) as a function of soil water content, air 

temperature and three varying wind speed scenarios at 0.5ms-1(a), 2.0ms-1(b) and 5.0ms-1(c) (first, second and third column, 

respectively) for a bare soil surface. The rest of hydro-climatic drivers remain constant through all three scenarios where Sdown= 

700 Wm-2, Ldown=300 Wm-2, relative humidity of air=0.55 and temperature of the canopy=10oC. High elasticity values are in 

yellow, medium in green and low in purple. Solid contour lines are positive elasticities and dashed contours are negative 

elasticities. 
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1.3.3 Functional elasticity spaces for canopies  

• How do changes in incoming shortwave radiation affect soil moisture modulation 

for canopies? 

Differences in the sensitivity of surface temperature to the considered hydro-climatic factors 

between a bare soil and a vegetated landcover are most apparent in the overall magnitude of 

elasticities, which are significantly reduced in the presence of a canopy cover (Figure 5). 

Vegetation significantly alters the surface energy balance partitioning between radiative and non-

radiative processes (Eq. (1)) and is affected by the presence of specific biophysical parameters 

associated with canopies such as leaf area index, which determines the extent of the transpiration 

surface, the amount of water and light interception, and the aerodynamic resistance to turbulent 

exchanges between the surface and the free atmosphere above the canopy.     

 

The sensitivity of surface temperature to soil moisture, Ɛ𝑆𝑀 (Figure 5a-c, 1st row), increases 

modestly with increasing insolation compared to bare soil conditions due to the effects of 

reduced energy availability caused by shading and by the additional aerodynamic resistance 

imposed by the canopy (Appendix A, Eq. (A16)), both of which suppress latent heat transfers. At 

the same time, the range of air temperature values over which Ɛ𝑆𝑀 remains high are reduced 

when canopy is present compared to bare soil conditions (Figure 4a-c, 1st row). The modulation 

of surface temperature provided by soil moisture under canopies, mostly through evaporative 

cooling, is stronger than the effect on soil temperature from variations in radiative inputs. This 

result is consistent with other studies such as Duveiller et al. (2018), who show that reduction in 

available energy at the surface does not counter-balance the increase in temperature associated 

with reduction in transpiration. 

The effect of canopies did not change the qualitative features of the  Ɛ𝑇𝑎 surface under increasing 

radiation scenario (Figure 5a-c, 2nd row). Under canopies as discussed earlier, the shading 

reduces radiative energy inputs and evaporation enhancing the importance of sensible heat 

exchanges and increasing the direct feedback between surface and air temperatures.  

 

Shortwave radiation had no significant effect on the elasticities of longwave and shortwave 

radiation,  Ɛ𝐿𝑑𝑜𝑤𝑛 and  Ɛ𝑆𝑑𝑜𝑤𝑛 ,  (Figure 5a-c, 3rd & 4th row), however, these elasticities were 

significantly smaller than for bare soil conditions.   
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a) Sdown=100 Wm-2 b) Sdown=500 Wm-2 c) Sdown=900 Wm-2 
 

   

   

   

   

Fig 5.  Elasticity spaces of soil moisture (Ɛ𝑆𝑀), of air temperature (Ɛ𝑇𝑎), of incoming longwave radiation (Ɛ𝐿𝑑𝑜𝑤𝑛) and of 

incoming shortwave radiation (Ɛ𝑆𝑑𝑜𝑤𝑛) (first, second, third and fourth row, respectively) as a function of soil water content, air 

temperature and three varying Sdown scenarios at 100 Wm-2(a), 500 Wm-2(b) and 900 Wm-2(c) (first, second and third column, 

respectively) for a canopy. The rest of hydro-climatic drivers remain constant through all three scenarios where Ldown=300 Wm-2, 

wind speed=2.0ms-1, relative humidity of air=0.55 and temperature of the canopy=10oC. High elasticity values are in yellow, 

medium in green and low in purple. Solid contour lines are positive elasticities and dashed contours are negative elasticities. 
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• How do changes in wind speed affect soil moisture modulation for canopies? 

Similarly, to the case of bare soils, wind speed increased the sensitivity of surface temperature to 

soil moisture variations (increasing absolute values of Ɛ𝑆𝑀  with wind speeds, Figure 6a-c, 1st 

row) due to enhancements in turbulent latent heat transfer during evaporation. However, the 

effect is of a smaller degree than bare soils because turbulent energy transfers are partially 

suppressed by the additional aerodynamic resistance imposed by canopies. The sensitive region 

became restricted over smaller range of soil moisture levels for same reasons as previously 

discussed under changing wind speeds in bare soils (Figure 4a-c, 1st row).  

On the other hand, the elasticity of air temperature, Ɛ𝑇𝑎 (Figure 6a-c, 2nd row), under canopies 

increases with wind speed at a faster rate than for bare soils (Figure 4a-c, 2nd row). This increase 

in sensitivity is also illustrated in the temporal evolution of Ɛ𝑇𝑎 in Figure 2b for a canopy 

landcover and is attributed to a rebalancing of turbulent exchanges toward sensible heat at the 

expense of latent heat. Ɛ𝐿𝑑𝑜𝑤𝑛 and  Ɛ𝑆𝑑𝑜𝑤𝑛 decreased (Figure 6a-c, 3rd & 4th rows) for similar 

reasons as explained in bare soils (Figure 4a-c, 3rd & 4th rows).  

 

Overall, the modulating effect of soil moisture on surface temperature is greater when wind 

speeds are high enough to generate sufficient forced convection than when the availability of 

radiative energy increases. However, the sign of Ɛ𝑆𝑀 and the relative importance of factors 

depend on the presence of a canopy cover (e.g., Ɛ𝐿𝑑𝑜𝑤𝑛 dominating in bare soils but lower than 

Ɛ𝑇𝑎 when canopies are included) highlighting potential mechanisms through which canopy cover 

can decouple soil and atmospheric climates and provide ecosystem resilience. 
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a) Wind speed=0.5ms-1 b) Wind speed=2.0ms-1 c) Wind speed =5.0ms-1 

 

   

   

   

   
Fig 6. Elasticity spaces of soil moisture (Ɛ𝑆𝑀), of air temperature (Ɛ𝑇𝑎), of incoming longwave radiation (Ɛ𝐿𝑑𝑜𝑤𝑛) and of 

incoming shortwave radiation (Ɛ𝑆𝑑𝑜𝑤𝑛) (first, second, third and fourth row, respectively) as a function of soil water 

content, air temperature and three varying wind speed scenarios at 0.5ms-1(a), 2.0ms-1(b) and 5.0ms-1(c) (first, second 

and third column, respectively) for a canopy. The rest of hydro-climatic drivers remain constant through all three 

scenarios where Sdown= 700 Wm-2, Ldown=300 Wm-2, relative humidity of air=0.55 and temperature of the canopy=10oC. 

High elasticity values are in yellow, medium in green and low in purple. Solid contour lines are positive elasticities and 

dashed contours are negative elasticities. 
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1.4 Summary, conclusions and future work 
 

In this study we proposed a method to determine the sensitivity of surface temperature dynamics 

to key hydroclimatic drivers under the presence and absence of vegetation canopies at local 

scales. Using this method, we calculated the dynamics of the sensitivity of surface temperature in 

a study plot and identified the dominant factors controlling soil temperature dynamics. Our 

results permit us to address the original hypotheses posed on page 5 and confirm hypothesis (a) 

that soil moisture emerged as a key control, playing a pivotal role in partitioning available energy 

between radiative, conductive, and convective exchanges and controlling the thermal properties 

of the soil. While we showed that for a grass canopy cover, the attenuation provided by leaf area 

and aerodynamic resistance did in fact reduce convective exchanges of latent heat, hypothesis 

(b), we also showed that it reduced incoming shortwave radiation, evaporative losses of heat and 

water leading to an overall reduction of the sensitivity of surface temperature to climatic drivers. 

Lastly, the relative cooling affect of losing a given percent of soil moisture was shown to be 

stronger than the cooling affect produced by the same percent decline in air temperature or 

radiation, hypothesis (c), in Figure 2a-b. However, this was not only due to the high latent heat 

of vaporization but also due to how water vapor is conducted in response to hydro-climatic 

drivers. 

 

Feedbacks between energy exchange processes result in modification of the importance of the 

mechanisms that make soil temperature sensitive to specific drivers. This makes it difficult to 

accurately attribute changes in surface temperature to specific causes outside the range of 

condition used during the analysis. However, our findings illustrate that in over the wide range of 

conditions used in our analysis, soil moisture was the dominant control through its role in 

reapportioning of the surface energy balance between turbulent heat fluxes. Given the complex 

(nonlinear) interactions among surface energy balance components, further considerations are 

required for generalizing this study to all possible conditions. This can be accomplished using a 

similar analysis on the non-dimensionalized form of the linearized energy balance equation, 

which presents an opportunity for future research.  
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CHAPTER 2: Urban surface temperature distribution in response to water input regimes 

for varying land covers using an ecohydrological model: A case study in Missoula, 

Montana, USA 

Abstract 

In this study we show that soil surface temperature increases in an urban semiarid environment 

are strongly modulated by precipitation and by land cover properties that enhance latent heat 

losses. To evaluate the net impact of precipitation on surface temperatures we used a fully 

coupled energy and water balance model applied at high temporal resolutions during a wet and a 

dry summer in the city of Missoula, MT. The model tracks the evolution of soil surface 

temperatures and the partitioning of available radiative energy between conductive fluxes into 

the ground and turbulent fluxes of sensible and latent heat. The model performance was assessed 

against USGS land surface temperature estimations from Landsat satellite data. Results show 

differences of about 2oC between average surface temperatures between the wet and the dry 

scenarios. In both scenarios surface temperatures were higher where low latent heat exchanges 

were not sufficient to dissipate excess energy. These hot locations, however, experienced 

relatively low additional increases in temperature when precipitation declined during the dry year 

scenario. The largest relative differences in average surface temperature between the wet and dry 

were in vegetated land covers with relatively high average soil moisture contents. It is in these 

land cover where declining precipitation had the largest impact on surface temperatures. 

 

2.1 Introduction 

 

Today, about 55% of the world’s population lives in urban areas around the world. The fraction  

is expected to grow to over 68% by 2050 according to the UN (United Nations, 2018). 

Alterations to the natural environment as a result of the physical structures of buildings, use of 

materials such as concrete, asphalt, brick, removal of vegetation and residential neighborhood 

planning results in the formation of distinct urban microclimates (Carlson & Arthur, 2000) by 

altering surface physical properties, the surface water balance, and the surface-atmosphere 

exchanges of energy and momentum (e.g. Cook et al., 2012; Grimm et al., 2008; Templeton et 

al., 2018; Wu et al., 2011). These alterations can sometimes have undesirable effects on the local 

community, especially in times of extreme climate variations such as extreme heat, droughts, or 

floods.  

In urban environments, summertime precipitation and urban irrigation regimes can help maintain 

surface temperatures below hazardous levels by reapportioning energy from heating the air and 

ground to latent heat associated with evaporation and evapotranspiration losses. Changes in 

precipitation are one of the most noticeable and significant outcomes of a warming atmosphere 

(Easterling et al., 2017). Precipitation adds moisture to the surface, which is subsequently either 
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infiltrated into the soil, intercepted and stored in the canopy, evaporated or transpired by 

vegetation. If the soil cannot hold excess precipitation, it becomes runoff or recharge to 

groundwater systems. Precipitation plays an important part in the energy balance because the 

presence of water promotes latent heat expenditures of the available energy (Ward et al, 2018). 

Despite its control on how the energy balance is reapportioned, the extent to which summer 

precipitation events modulate extreme variations in surface temperatures in urban environments 

has not been fully examined.  

 

The Fourth National Climate Assessment Report shows a decline in historical mean annual 

precipitation in much of West, Southwest and Southeast portions of the US (USGCRP et al., 

2018). At the same time the length of dry periods and the frequency of high-intensity 

precipitation has increased in most of US (USGCRP et al., 2018). Using multiple gridded 

datasets and observations, Holden et al. (2018) detected that since 1979 the number of 

consecutive dry days during the May-September period has been growing by more than 20% per 

decade with direct correlation with increases in wildfire activity (Holden et al., 2018). Distal 

causes of precipitation declines in the Western US  have been attributed to declining Arctic sea 

ice extent (Stroeve et al., 2012) and subsequent weakening of zonal winds (Francis & Vavrus, 

2012; Luce et al., 2013), while the intensification of storms have been associated with the 

increased holding capacity of warmer air and with positive latent-heat flux feedbacks (Dai et al., 

2020).  

 

Recent studies have used a combination of satellite observations, in situ observations and climate 

modeling approaches to assess the impacts of vegetation on urban climate and hydrology (Meili 

et al., 2020), varying irrigation regimes in agricultural areas on hot extremes (e.g. Chen & 

Dirmeyer, 2019; N. D. Mueller et al., 2016; Puma & Cook, 2010; Thiery et al., 2017) and mega 

heat wave events in urban areas on continental and global scales (e.g. Barriopedro et al., 2011; 

Fischer et al., 2007; Fischer & Knutti, 2015; Garcia-Herrera et al., 2010; B. Mueller & 

Seneviratne, 2012; Perkins et al., 2012; Rahmstorf & Coumou, 2011). Still, the degree to which 

urban irrigation abates extreme surface temperatures at fine spatial and temporal scales remain 

unexplored.  

 

Understanding the links between land cover types and energy balance processes is critical for 

urban planning and design purposes (Georgescu et al., 2014), particularly since urban heat 

islands are affected by the orientation of buildings and urban structures that affect outgoing 

longwave radiation due to limiting sky-view factor, albedo and losses in natural vegetation that 

reduce evapotranspiration and hence latent heat losses (Oke, 1982). 

 

Here, we present a modeling approach to construct the contribution of summer June, July, 

August (JJA) precipitation storms to changes in the distribution of surface temperatures for 

different urban land covers. We use a mechanistic ecohydrological model, Ech2o (Maneta & 
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Silverman, 2013) to simulate 30-m spatial and 3-hourly temporal scale water and energy 

exchanges at the land surface. We validated the model using Landsat satellite surface 

temperature data provided by USGS and ran the model in a semiarid urban landscape in western 

Montana.  

The goals of this study are to 1) show that urban land covers play an important role in regulating 

the surface temperature of an urban microclimate and hence affect the relative comfort level of its 

inhabitants; 2) quantify the role water plays on ameliorating localized heat islands in different 

urban land covers; and lastly 3) provide modeling results  that local land planners can use to assess 

the impact of drier weather patterns caused by global climate change and  plan strategies to mitigate 

the frequency and duration of extreme heat events. 

 

2.2 Methods and Data 

2.2.1 Modeling Framework: Ecohydrological Model, Ech2o 
 

Ech2o (Maneta & Silverman, 2013; Simeone et al. 2018; Kuppel et al, 2018) is a fully 

distributed ecohydrological model that has three main components 1) a vertical energy balance 

scheme that simulates soil-vegetation-atmosphere energy dynamics based on flux-gradient 

similarity theory; 2) a carbon uptake and vegetation phenology component; and 3) a kinematic 

wave hydrologic module that provides vertical and lateral water transfer and ensures the 

hydrologic articulation of the landscape (Figure 1). 

The model uses the empirical surface energy balance (SEB) approach to calculate surface 

temperatures (Ts). The solution of the energy balance (Eq. (1)) allocates the available energy into 

energy used to evaporate water, reduce the cold content of the snowpack (if snow is present), 

heat the air, and heat the ground (Maneta & Silverman, 2013). 

∑ (𝑅𝑛[𝑝] + 𝜌𝑤𝜆𝑣𝐸[𝑝] + 𝐻[𝑝] + 𝐺[𝑝] + 𝑆[𝑝] + 𝐿𝑀[𝑝] + 𝐻𝑟[𝑝])𝑓𝑝 + 𝐻𝑎 = 0𝑃
𝑝=1             (1) 

Where Rn is net radiation at the surface (Wm-2 ), 𝜌𝑤 is water density (kg m-3 ), 𝜆𝑣  is latent heat of 

vaporization water (J kg-1 ), E is flux of water vapor due to soil evaporation (ms-1), 𝜌𝑤𝜆𝑣𝐸 (Wm-2 

) is latent heat flux into the atmosphere due to soil evaporation, H is sensible heat flux into the 

atmosphere (Wm-2), G is ground heat flux (Wm-2), S is heat flux into the snowpack (Wm-2), LM 

is latent heat of snowmelt (Wm-2), and 𝐻𝑟 is sensible heat advected by rainfall/throughfall (Wm-

2) and 𝐻𝑎 is anthropogenic heat flux (Wm-2) averaged over the most populated downtown areas 

in the study domain (Appendix H). The variable in square brackets [p] indicates that the flux of 

energy is for the p soil cover type. See Appendix A for detailed definitions and formulations for 

each of the fluxes.  

The model domain is constructed using a gridded digital elevation model that defines the 

topography and the drainage network and establishes the grid on which the governing equations 



25 
 

are solved (Maneta & Silverman, 2013). Conservation of mass and energy are enforced at each 

time step and grid cell. Each grid cell in the model can have multiple vegetation types in addition 

to unvegetated surface areas. The total energy balance for the pixel is calculated by taking the 

sum of the fluxes for each of the vegetation types weighted by the proportion of the pixel they 

occupy. For each cell in the domain, the surface energy balance Eq. (1) is solved P times. 

 

 
Figure 1. Energy fluxes (a) and hydrologic cycle (b) articulated in Ech2o (Kuppel et al., 2018). 
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2.2.2 Study Area 
 

We ran the model for Missoula, MT (Figure 2), population of 74,428 residents as of July 1, 2018 

(U.S. Census Bureau, 2018) over an area of approximately 90 km2 (City of Missoula, 2019). The 

study domain is discretized by 30-m grid cells with surface properties associated with different 

landcovers (Figure 2). The land use-land change (LULC) classification raster map for Montana 

was obtained from Montana government’s official geodatabase collection developed by Sanborn 

and NWGAP (University of Idaho). The baseline map was adapted from the Northwest ReGAP 

project land cover classification, which used 30-m resolution multi-spectral satellite imagery 

(Landsat ETM+ ) between 1999 and 2001.Vegetation classes were from the Ecological System 

Classification developed by NatureServe (Comer et al., 2003) and the land cover classes were 

developed by Anderson et al. (1976). 

 
Figure 2. Section map of study area, Missoula, Montana in Western US. a) The green bounding box is the extent 

of study area within Missoula County; b) different colors represent landcover classifications per Montana Natural 

Heritage Program, Sanborn, University of Idaho level 2 product, 2016 (https://mslservices.mt.gov). Black circles 

are single pixels representing selected land cover classes. 
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2.2.3 Study methods 
 

In order to evaluate the impact of variability of summer precipitation on soil surface 

temperatures for different landcovers we run the model under the conditions of two distinctive 

years. We chose 1998 as a wet year and the conditions of 2012 as a dry year based on the 

number of consecutive dry days. The results we compared to assess differences were the spatial 

distribution of mean summer (JJA) temperatures. In addition, we run a ‘no precipitation’ 

scenario that completely suppresses summer precipitation (Figure 14). This extreme scenario 

provides a way to evaluate the maximum drought-induced attainable surface temperatures and 

provides a benchmark to evaluate other alternative scenarios.  

 

2.2.4 Model setup and forcing data 
 

Spatially variable input parameters for the model include remotely sensed data (Landsat), land 

cover classification data and binary files with climate data. 

Geospatial data products and climate data sources used to parameterize and run the model are 

detailed in Table 1. All geospatial data was projected to the local Universal Transverse Mercator 

(UTM) coordinate system and resampled to a common raster grid with 30-m spatial resolution.  

 

2.2.5 Meteorological inputs 
 

The spatial distribution of climate data is done according to discrete climate zones with unique 

identifiers that define areas of the domain with constant values for a given climate input. These 

climate zones were constructed using a regular grid of 250-m. Input data for each climate zone 

was obtained from regional climate models as listed in Table 1 at 3-hourly time steps. Climate 

data used in this study span a period of two years from the end of September through the 

beginning of October for 2012 and 1998.  

Figure 3a-e shows the spatially-averaged time series over the study domain of air temperature, 

precipitation, air relative humidity, radiative forcing and wind speed during the study period for 

2012, which is considered a drier than average year.  
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Figure 3. Comparison of spatially-averaged meteorological inputs during entire study period (1 October to 30 

September, 2012) including (a) air temperature, (b) precipitation, (c) relative humidity, (d) radiation, and (e) 

windspeed shown as 3-hourly averages over the entire study domain.  
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2.2.6 Vegetation parameters 
 

Vegetated landcovers were defined as per the Montana Natural Heritage Program, Sanborn, 

University of Idaho level 2 product (Figure 2). Here we present only the vegetation parameter 

data relevant for this study. The area of vegetation occupied in each 30-m pixel  was obtained 

from Multi Resolution Land Characteristics Consortium (MRLC) and developed by U.S. Forest 

Service for CONUS (Coulston et al., 2012) (Figure 4). This product uses the Random Forests 

regression algorithm to estimate percent tree canopy cover in each pixel.  

Spatially distributed 30-m leaf area index (LAI) was calculated following Anderson et al. (2004). 

Their methodology was adopted using a regression equation to obtain LAI from the Normalized 

Difference Water Index (NDWI). The Landsat satellite bands (Near infrared, NIR and Shortwave 

infrared, SWIR) were used to calculate NDWI and processed in the Google Earth Engine 

platform (Figure 5). 

Relevant non-spatially distributed parameters (among others) include maximum physiological 

stomatal conductance of leaf water to the atmosphere (gs, max) and optimal environmental 

efficiency parameters to calculate stomatal conductance. Parameter values were selected on trial-

and-error basis during preliminary model runs. 

 
Figure 4. Spatial distribution of the fraction of terrain covered by canopies in study area, NLCD (2011). 
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Figure 5. Spatial distribution of leaf area index (LAI) at 30-m resolution following Anderson M.C. et al., 2004 

using Landsat 8 (OLI) satellite data and processed with Google Earth Engine platform. 

 
 

2.2.7 Surface and soil parameters 

 

Soil and surface properties play an important role on the non-radiative (conductive and 

convective) controls on surface temperatures and determine the reapportion of available net 

radiation into latent, sensible and ground heat fluxes. A complete list of parameters and their 

sources is provided in Table 1.  

The albedo map at 30-m spatial resolution was calculated following Shuai et al., (2011) using 

surface reflectance (SR) data from the Analysis Ready Product (ARD), which is atmospherically 

corrected using LEDAPS and readily available in the Earth Explorer website. SR images were 

processed in Google Earth Engine platform and masked for clouds. The final summer albedo 

map used in the model was obtained by averaging SR raster images corresponding to the summer 

months (JJA) (Figure 6). Surface emissivity (Figure 7) is also available within the same ARD 

package (Cook et al. 2014) and processed in a way similar to SR. 

The map of impervious area, the proportion of surface in each cell that cannot infiltrate water, 

was estimated from the landcover map assuming that in residential areas only lawns and 

backyards are impervious.   

Spatially distributed soil parameters such as porosity (Figure 8) and others such as hydraulic 

conductivity, air entry pressure etc are all listed in Table 1. These spatially distributed maps are 

based on tables by Dingman, 2002 and SSURGO soil classification map for natural areas. They 
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are then classified accordingly to LCLU maps provided by Sanborn, University of Idaho level 2 

product (2016), Figure 1, since SSURGO soil data over urban areas is missing (Appendix G). 

 
Figure 6. Spatial distribution of albedo at 30-m resolution following Shuai et al., 2011 using Landsat 8 (OLI) 

satellite data and processed with Google Earth Engine platform. 

 

 

 
Figure 7. 30-m emissivity product provided by USGS ARD using Landsat 7 satellite, based on work by Cook et 

al., 2014. Image processed in QGIS. 
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Figure 8. Porosity map created using tables following Dingman, 2002. The values are then allocated to each pixel 

according to LULC map developed by Sanborn, University of Idaho level 2 product, 2016 

(https://mslservices.mt.gov).  

 

 

 



33 
 

Table 1. Summary of spatially variable and climate data inputs, units and sources. 

 
Ech2o Inputs-

Climate (boundary 
conditions) 

Type Units Source 

Air temperature Binary °C Holden et al., 2019. AMS. A Topographically Resolved Wildfire Danger and 
Drought Monitoring System for the Conterminous United States. 

Incoming longwave 
and shortwave 

radiation 

Binary Wm-2 Holden et al., 2019. AMS. A Topographically Resolved Wildfire Danger and 
Drought Monitoring System for the Conterminous United States. 

Precipitation Binary ms-1 Daly et al., 1997. AMS. The PRISM Approach to Mapping Precipitation and 
Temperature 

Relative Humidity Binary •  Holden et al., 2019. AMS. A Topographically Resolved Wildfire Danger and 
Drought Monitoring System for the Conterminous United States. 

Wind speed Binary ms-1 Mesinger et al., 2006. North American Regional Reanalysis 

Ech2o Inputs-
Spatial 

   

Digital Elevation 
Model 

Raster m USGS, 2000. SRTM (Shuttle Radar Topography Mission 1 Arc-Second Global) 

Random roughness Raster m Davenport et al., 2000. AMS. Estimating the Roughness of Cities and 
Sheltered Country 

Saturated hydraulic 
conductivity  

Raster ms-1 Dingman 2002, p. 235. Values assigned based on Montana Natural Heritage 
Program’s land cover and land use classification product, Sanborn, 

University of Idaho level 2 product,2016 

Porosity Raster •  Dingman 2002, p. 235. Values assigned based on Montana Natural Heritage 
Program’s land cover and land use classification product, Sanborn, 

University of Idaho level 2 product,2016 

Pore size 
distribution  

Raster •  Dingman 2002, p. 235. Values assigned based on Montana Natural Heritage 
Program’s land cover and land use classification product, Sanborn, 

University of Idaho level 2 product,2016 

Air entry pressure  Raster kPa Dingman 2002, p. 235. Values assigned based on Montana Natural Heritage 
Program’s land cover and land use classification product, Sanborn, 

University of Idaho level 2 product,2016 

Residual soil 
moisture  

Raster m3m-3 Values assigned using Arcmap based on Montana Natural Heritage 
Program’s land cover and land use classification product, Sanborn, 

University of Idaho level 2 product,2016 

Soil layer depth Raster m SSURGO, 2012 

Albedo Raster •  USGS, 2018. Analysis Ready Product (ARD) processed using Google Earth 
Engine platform & QGIS 

Surface emissivity Raster •  USGS, 2018. Analysis Ready Product (ARD) processed using Google Earth 
Engine platform & QGIS 

Specific heat 
capacity(Soil vol) 

Raster Jm-3K-1 Table. Values assigned using Arcmap based on Montana Natural Heritage 
Program’s land cover and land use classification product, Sanborn, 

University of Idaho level 2 product,2016 
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Thermal 
conductivity 

Raster Wm-1K-1 Table. Values assigned using Arcmap based on Montana Natural Heritage 
Program’s land cover and land use classification product, Sanborn, 

University of Idaho level 2 product,2016 

Canopy cover Raster •  U.S. Forest Service,2011. National Land Cover Data (NLCD) percent tree 
canopy cover 

Surface 
Imperviousness 

Raster •  Table. Values assigned using Arcmap based on Montana Natural Heritage 
Program’s land cover and land use classification product, Sanborn, 

University of Idaho level 2 product,2016 

Ech2o- Initial 
conditions 

   

Soil water content 
(soil moisture) 

Raster m3m-3 Values assigned using Arcmap based on Montana Natural Heritage 
Program’s land cover and land use classification product, Sanborn, 

University of Idaho level 2 product,2016 

Soil temperature  Raster °C Values assigned using Arcmap based on Montana Natural Heritage 
Program’s land cover and land use classification product, Sanborn, 

University of Idaho level 2 product,2016 

Leaf Area Index  Raster •  Anderson M.C. et al., 2004. Remote Sensing of Environment. Upscaling 
ground observations of vegetation water content, canopy height, and leaf 

area index during SMEX02 using aircraft and Landsat imagery.  

Tree height Table m Based on vegetation species (e.g grass height= 0.1m) 

 

 

2.2.8 Validation  

 

The ability of the model to simulate surface temperatures was validated against Landsat land 

surface temperature (LST) dataset. Included in the USGS Analysis Ready Product (USGS, 

2018), Figure 9. Landsat flyover time is every 16 days at 11 AM local MST time. Six images 

were available between April and September of 2012 after culling scenes with insufficient 

quality due to cloud cover. 

The model was run directly from the parameters obtained from sources listed above (Table 1) 

without any type of parameter calibration or adjustment. Our model simulations provide average 

surface temperatures over the 3-hourly time steps used during model executions. Simulated 

average temperatures from the time step ending at 12PM were compared with the Landsat LST 

overpass at 11 AM.  
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2.3 Results  

2.3.1 Comparison of modeled and remotely sensed surface temperatures  
 

Figure 9a shows the 6 images that were available for comparison purposes from April-September 

2012 (red dots) between average diurnal daily surface temperatures and Landsat ARD product. A 

qualitative comparison of modeled (Figure 9b) and Landsat surface temperatures (Figure 9c) 

show that the temperature range and main elements of the spatial patterns are consistent across 

main urban and natural landcovers. The model had a consistent surface temperatures bias of 

about 7oC with respect to the Landsat LST product. A regression between observed and 

simulated surface temperatures for a random sample of pixels showed a regression coefficient 

(r2) of 0.2 (Figure 10c). High surface temperature values are higher than those of the Landsat 

LST product. 
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Figure 9. Spatial distribution of mean surface temperatures for selected dates between Apr-Sept of 2012: (a) 

Average daily simulated Ts and USGS LST product availability dates in red dots; (b) Landsat 7 estimation for 6 

images and (c) simulated mean for the same days. 
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Figure 10. Comparison of pixel distribution within study area of a) Landsat 7 surface temperatures and b) 

simulated surface temperatures. DN numbers on x-axis represent surface temperature ranges of the histogram 

bins. A regression of randomly selected pixels between the two rasters (c) show a coefficient of determination of 

r2=0.2. 

 

 

2.3.2 Surface temperature dynamics for different landcovers  
 

Time series of temperatures are presented here for a single year (2012) along with precipitation 

forcing for different selected landcovers as indicated in Figure 2. Overall seasonal trends are as 

expected, low surface temperatures that reach negative values during winter months from 

October up until March and then rising during summer months. In winter, there is not much 

difference in surface temperatures between different landcovers as they all overlap with most 

prominent landcover in light green representing developed, open spaces such as parks and golf 

courses (Figure 11). Differences between landcovers become more pronounced during summer 

months as soil moisture deficits accrue, exacerbated by differences in soil and surface properties. 

Highest temperatures in summer months appear to be in the interstate and other roads associated 

with the low albedo of asphalt, which allows it to absorb and retain heat during the day. Roads, 

therefore, tend to be hotter during the day relative to other surfaces.  

The impacts of precipitation events in reducing surface temperatures are apparent in Figure 11. 

In addition to a reduction in radiation inputs associated with cloudiness during rainy periods, the 
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addition of water to the surface temporarily increases the soil thermal capacity, enhancing soil 

thermal inertia and facilitating latent heat energy expenditures through enhanced 

evapotranspiration.  Surface temperatures tend to stay lower for longer periods of time in 

response to more frequent precipitation events, which is most noticeable in the precipitation 

events of the month of June. Single precipitation events with high magnitudes result in shorter 

periods of low surface temperatures, such as the large event that occurred in May, where surface 

temperatures quickly recovered after the event.  

 

 
Figure 11. Diurnal and seasonal evolution of surface temperatures for different landcovers, presented in different 

colors, and precipitation (black) for 2012.  

 

 

2.3.3 Energy balance components for different landcovers  

 

Different landcovers partition the available energy in different ways, with the majority of the 

available energy (net radiation) being mostly dissipated as latent (LE) and sensible (H) heat. Net 

radiation has the expected seasonality of lower net radiation values during winter months due to 

reduced insolation, increased cloud cover and increased albedo because of snow on the ground 

(Figure 12a). Net radiation increases significantly during summer months starting April. Land 

covers with the highest positive and negative net radiation peaks during the summer are 

associated with roads and are due to low albedo and the higher absorptivity and emissivity of the 

asphalt surfaces. Diurnal negative net radiation values during summer occur at nighttime when 

outgoing longwave radiation is emitted from asphalt surfaces with high emissivity. Diurnal 
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values are highest between 4-6AM and lowest between 4-6PM coinciding with local sunrise and 

sunset times. 

Peaks in latent heat flux are correlated with storm events with the exception of a large 

precipitation snow event in February (Figure 12b). The largest peak in latent heat flux occurs in 

June and July when the frequency of precipitation is also high and is associated with a 

combination high transpiration fluxes from fully developed crops (dark blue), lawns and other 

irrigated sites (light green).  

Sensible heat fluxes are highly variable for the study period, with the largest fluxes occurring in 

May and July and low with summer values in June corresponding to a period with frequent 

precipitation events (Figure 12c). Variability in sensible heat fluxes between land covers was 

also more apparent during the summer, with highest positive sensible heat fluxes associated with 

roads (Figure 12c). Negative (outgoing) fluxes in the winter occur when cold air masses pass 

over a relatively warm urban surface, the sensible heat exchange between the surface and the 

overlying air is significantly enhanced. On the other hand, when warm air masses flow over the 

city, they usually significantly decrease the amount of heat lost from the surface. When 

advection of warm air occurs in winter, or after relatively cold periods, the surface gains heat 

from the overlying air and sensible heat fluxes become positive.  

Ground heat fluxes exhibit a similar seasonal trend, with lower values in winter and higher in 

summer (Figure 12d). Unlike turbulent fluxes, positive and negative ground heat fluxes tend to 

balance over the daily cycle, resulting in relatively small net heat losses through conduction.   

Due to the high conductivity of wet soils, ‘crops’ category (dark blue) records the highest ground 

heat values. 
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Figure 12. Surface energy balance components for 2012. A) Net radiation for different landcovers which is 

reapportioned between b) latent heat flux c) sensible heat flux and d) ground heat flux. The dotted blue graph in 

(b) is rate of precipitation (ms-1). 
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2.3.4 Spatially distribution of surface temperatures for two contrasting years 
 

The impact of variability in precipitation and its spatial distribution of summer mean (JJA) 

temperatures for different landcovers is presented in Figure 13. These differences in soil surface 

temperatures are evaluated for a wet year (1998) and a dry year (2012). There is a high degree of 

correlation between soil surface temperatures and aspect (e.g., northwest-facing versus 

southeast-facing slopes) because incoming shortwave radiation is a dominant factor determining 

surface temperature for the sparsely vegetated (grassy) hills surrounding Missoula.  

The spatial patterns of surface temperature between the two years are very similar (Figure 13a-

b), however, differences between the two simulations emerge when the net average surface 

temperatures are analyzed (Figure 13c). Some urban and natural surfaces show a temperature 

difference of 1.6oC with higher differences for roads, 2.0oC. The highest differences are in the 

northwest corner of the map, where a difference of up to 2.5oC is apparent. These areas are 

mostly natural surfaces and croplands and therefore have higher soil moisture content than the 

built environment. Contrary to that, it is interesting that some natural surfaces such as those in 

the south east corner of the map have less difference in surface temperatures and this is most 

likely due to the fact that these surfaces are drier than the ones in the northwest. 

Differences in spatially distributed surface temperatures with and without precipitation for a 

single year are presented in Figure 14. Magnitude of absolute differences under this extreme 

scenario is greater than Figure 13 as expected. When surfaces are dry and subject to similar 

meteorological conditions, temperatures variations between land covers become mostly 

determined by the thermal properties, because of this under the suppressed precipitation scenario 

variations in surface temperatures are less pronounced in dense urban areas (Figure 14a). On the 

other hand, under the reference 2012 precipitation scenario (Figure 14b) surface temperature 

variations become more pronounced between land covers that have larger variations in moisture 

content. Relative difference between the two maps (Figure 14c) shows us that in urban areas soil 

surface temperatures tend to be around 10oC whereas natural surfaces have higher differences of 

up to 17oC. This is because developed surfaces stay relatively dry and achieved temperatures that 

were close to their potential maximum temperatures even during the reference 2012 year. On the 

other hand, the impact of suppressed precipitation on surface temperatures was relatively larger 

on natural surfaces that experienced the largest difference in average water content between the 

wet and the dry year. Because of this, the largest soil surface temperature changes under extreme 

dry conditions was detected in natural surfaces, where the potential increase in temperature 

caused by drying the surface was larger than for developed land covers.  
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Figure 13. Differences in average summer surface temperatures over varying landcovers between 1998 (b) and 2012 (a). 

Highest difference in temperatures are natural areas or areas within urban landcovers that have moist soil conditions. Note the 

different temperature scales in (a) and (b). 
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Figure 14. Differences in average surface temperatures over varying landcovers with 2012 precipitation conditions (a) and under 

the suppressed precipitation scenario (b). Temperatures can potentially increase 10oC-12oC in dense urban areas, however the 

largest relative surface temperature increase is in vegetated urban and suburban areas. Note the different temperature scales in 

(a) and (b). 
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2.4 Discussion 

 

Despite the disagreements between Landsat LST and modeled surface temperatures, the range 

and main elements of the spatial temperature patterns are consistent across main urban and 

natural landcovers. The existing biases and differences in the statistical distribution of 

temperatures (Figure 9) is most likely the result from the fact that the model was not calibrated 

and the chosen parameterization may not be optimal. However, it is worth noting again that the 

modeled surface temperatures represent a 3-hourly average from 9AM to 12PM local time while 

the Landsat LST represents instantaneous radiative temperature at 11AM. Furthermore, Landsat 

retrieves land surface temperatures for a combination of emissivity temperatures from the 

canopies and the understory, whereas the model calculates integrated soil temperature over the 

first few inches of the soil.  

Despite the lack of model calibration, the model simulates reasonably well the range of 

temperatures and explains 20% of the observed variance of the Landsat LST retrievals (r2= 0.2, 

Figure 10c). Part of the bias is produced by an overestimation of high temperatures. Our 

simulations tend to overestimate the peak values of temperature ranges, most clearly around 

20oC, 25oC and 35oC, compared to the Landsat estimates. On the other hand, the spatial pattern 

of surface temperatures is reasonably well captured, providing some confidence that the spatial 

distribution of surface properties and their relative effect on the energy balance is generally 

correct. 

The high surface heterogeneity of urban catchments and the associated complexity of 

hydrological and energy exchange processes require that environmental responses to varying 

precipitation inputs are analyzed at finer scales (Berne et al., 2004). Periodic precipitation events 

reduce soil surface temperature potentially maintaining it below hazardous levels and increasing 

urban thermal comfort during hot summer months (Mueller & Seneviratne, 2012; Ward et al., 

2018). Surface temperatures variations due to changing precipitation regimes are more likely to 

increase due to a decrease in the frequency of summer precipitation events rather than a change 

in their magnitude, as illustrated in Figure 11.  

LCLU impacts can significantly enhance or reduce the effects of hydroclimatic drivers on 

surface energy exchange processes (Rigden & Li, 2017; Zhao et al., 2014). Impervious surfaces 

reduce the amount of infiltration and water retention and therefore suppress latent heat fluxes, 

which leads to higher surface temperatures. Irrigated surfaces can enhance the dissipation of heat 

through latent heat losses (Figure 12b). Broadbent et al. (2018) show that the diurnal average air 

temperature was reduced by up to 2.3oC at irrigated urban sites. The spatial distribution of 

available radiative energy is controlled by terrain aspect and by surface albedo and emissivity, 

which determine the fraction of incoming shortwave and longwave radiation that is absorbed. 

These properties provide the first order control on the accumulation of energy and hence on the 

enhancement of surface temperatures. Other properties, such as surface conductivity and heat 
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capacity or properties that enhance convective exchanges that determine the dissipation of 

available energy are secondary controls on the spatial distribution of surface temperatures.  

Feedbacks between vegetation and the hydrologic cycle are well documented (e.g. Caylor et al., 

2006; Florinsky & Kuryakova, 1996; Vivoni et al., 2010) and have been shown to modify water 

and energy balances and hence distribution of surface temperatures across varying spatial and 

temporal scales. Vegetation shades the ground, intercepts water and plays a key role in 

reapportioning between turbulent fluxes through latent heat losses associated with transpiration. 

Humes et al. (1994) showed that during the rainy season, the vegetation temperatures stayed 

within about 2°C of air temperature throughout the diurnal cycle, while the surface soil 

temperature warmed through the day in proportion to the surface soil moisture.  

Within the study region, the percent canopy cover over developed areas is clearly lower than 

surrounding natural surfaces (Figure 4) reducing interception and transpiration water losses, but 

also reducing shading and aerodynamic resistance to turbulence and convection of latent and 

sensible heat. These factors partly determine the large difference in surface temperatures 

between urban and suburban or natural areas. The fractional vegetation cover over the densely 

populated urban area is on the order of 1%–20% (Figure 4), so the composite surface 

temperature is largely determined by the surface soil temperature, which is strongly influenced 

by the surface soil moisture status and hence precipitation.  
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2.5 Conclusions 

 

In this study, we use an ecohydrological model to investigate the impact of two different 

precipitation scenarios on soil surface temperatures for different land covers in an urban setting. 

We show that the spatial variations in surface temperature differences between the two scenarios 

are determined by the heterogeneity of land surface properties and vegetation canopy cover. We 

also show that enhanced latent heat fluxes after precipitation events dissipate sufficient heat to 

reset the soil heat storage and significantly reduce soil temperatures. The cooling effect of 

precipitation is more efficient for relatively small but frequent precipitation events than for single 

large events.     

In semiarid urban environments the combination of soil properties and the spatial heterogeneity 

of vegetation cover and evapotranspiration patterns interact to produce different partitions of the 

energy balance that determine the spatial and temporal dynamics of soil surface temperatures. 

Higher surface temperatures are expected in drier surfaces in which low latent heat exchanges 

are not sufficient to dissipate available energy, however these land uses are close to their 

maximum temperature and experienced relatively low increases in temperature under reduced 

precipitation scenarios. The largest relative increase in surface temperature occurred in vegetated 

regions with relatively high average soil moisture contents. It is in these land covers where the 

potential for temperature increases were the largest.  

These findings have important practical implications for understanding land-atmosphere 

processes and can guide land planning to mitigate the impact of future drier conditions on 

surface temperatures. 
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Appendices 

Appendix A: Surface energy balance components and parameter definitions  

Description of symbols and units are presented in Table 1.  

SEB component and parameter definitions: 
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𝜌𝑎  ∗ 𝑐𝑎  (  𝑒𝑎(T𝑎) − 𝑒𝑠
∗(T𝑠) ∗ R𝐻)

𝛾(𝑟𝑎 + 𝑟𝑠)
 

 

(A12) 

 

 

𝑙𝑚  =  √
4 ∗ 0.05 ∗ 𝐻𝑡

𝜋 ∗ 𝐿𝐴𝐼
 

 

(A13) 
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𝑟𝑎 =
(𝑙𝑛 

𝑧𝑎 − 𝑧𝑑

𝑧𝑜
)2

ϗ ∗ 𝑢𝑎
 

 

(A14) 

 

 𝑟𝑠  =  3.8113𝑒4 ∗  𝑒−13.515 ∗ 𝑆 

 

(A15) 

 

 

𝑟𝑒𝑥𝑝  =  
𝑙𝑛(

𝑧𝑎 − 𝑧𝑑𝑜

𝑧𝑜𝑜
)

𝑎 ∗ ϗ2  ∗  𝑢𝑎 ∗  (𝐻𝑡 − 𝑧𝑑𝑜)
 ∗  𝐻𝑡  ∗ { 𝑒𝑥𝑝(𝑎)  ∗  𝑒𝑥𝑝(

−𝑎 ∗ 𝑧𝑡

𝐻𝑡
)  −  𝑒𝑥𝑝(𝑎)  ∗  𝑒𝑥𝑝(

−𝑎(𝑧𝑑𝑜 + 𝑧𝑜𝑜)

𝐻𝑡
)} 

 

(A16) 

 𝑅𝐻  =  𝛽 ∗  𝑒𝑠
∗(𝑇𝑠)  +  (1 − 𝛽)  ∗  𝑒𝑎 (𝑇𝑎)  

 

 

(A17) 

 

 𝑅𝑛 = 𝑆𝑑𝑜𝑤𝑛(1 − 𝛼𝑠)𝑒𝑥𝑝(−𝜒 ∗ 𝐿𝐴𝐼) + 𝜉𝑠(1 − 𝜉𝑐)𝐿𝑑𝑜𝑤𝑛 + 𝜉𝑠𝜉𝑐𝜎(𝑇𝑐 + 273.2)4 − 𝜉𝑠𝜎(𝑇𝑠 + 273.2)4 

 

 

(A18) 

 
𝑆 =  

𝜃 − 𝜃𝑟

𝜃𝑓𝑐 − 𝜃𝑟
 

 

(A19) 

 
𝑇𝑑 =

−𝑑𝑠

𝑑𝑜
∗  ( 𝑇𝑑

𝑡−1 − 𝑇𝑠
𝑡−1)  ∗  𝜔 ∗  𝑑𝑡  +  𝑇𝑑

𝑡−1 

 

(A20) 

 
𝜔 =

2𝜋

𝐷𝑎𝑦
 

 

 

(A21) 

 

 

 
𝜃𝑓𝑐  =  (

𝜓𝑎𝑒

3.36
)

1
𝜆   ∗  (𝜃 − 𝜃𝑟)  + 𝜃𝑟   

 

(A22) 

 𝛾 =
𝜌𝑎  ∗ 𝑐𝑎

0.611 ∗ 𝜆𝑣
 (A23) 

 

 
 ∗ 𝑧𝑎 =  𝐻𝑡  +  2𝑚 

 

(A24) 

 𝑧𝑑  =  0.7 ∗  𝑟𝑟 

 

(A25) 

 𝑧𝑜  =  0.1 ∗  𝑟𝑟 

 

(A26) 

 𝑧𝑑𝑜  =  𝐻𝑡
0.98 ∗  0.707946 

 

(A27) 

 𝑧𝑜𝑜  =  𝐻𝑡
1.19 ∗  0.057544 

 
 

(A28) 

 𝑧𝑡  =  𝑧𝑑𝑜  + 𝑧𝑜𝑜 (A29) 

 

∗ 𝑧𝑎 for bare soil scenarios is elevation at which wind speed is measured at roughness of surface (𝑟𝑟) +2m, for 

canopies it is height of vegetation (𝐻𝑡)+ 2m.  
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Appendix B: Linearization of Ts 

 All SEB components are non-linear functions of Ts. Latent heat flux, for example, is a function 

of saturated vapor pressure (es*). Since es* and outgoing radiation emitted by surface 

(𝜉𝑠 𝜎 (𝑇𝑠 + 273.2)4) are nonlinear, and we want to swap Ts with temperature of air (Ta), we 

linearize using a Taylor Series Expansion about a known value of Ta with Ts = Ta + dT = Ta + 

(Ts-Ta): 

 𝑓(T𝑎 + dT) = 𝑓(𝑇𝑎) + 𝑓′dT (B1) 

Linearizing outgoing radiation and es*: 

 𝜉𝑠𝜎(𝑇𝑠 + 273.2)4~𝜉𝑠𝜎(𝑇𝑎 + 273.2)4 + 4𝜉𝑠𝜎(𝑇𝑎 + 273.2)3(𝑇𝑠 − 𝑇𝑎) 

 

Where 𝜉𝑠 is emissivity of surface, 𝜎 is Stefan-Boltzman constant (W m-2 K-4) and 𝜆𝑜 =
4𝜉𝑠𝜎(𝑇𝑎 + 273.2)3  

(B2) 

 

 𝑒𝑠
∗~𝑒𝑎

 ∗ +
𝑑𝑒𝑠

∗

𝑑𝑇
|𝑇𝑎 ∗ (𝑇𝑠 − 𝑇𝑎)~𝑒𝑎

 ∗ + 𝛥𝑇𝑎(𝑇𝑠 − 𝑇𝑎) 

 

Where  𝛥𝑇𝑎 =
𝑑𝑒𝑠

∗

𝑑𝑇
|𝑇𝑎  =

2508332.19 ∗ 𝑒
17.3𝑇𝑎

237.3+𝑇𝑎 

(𝑇𝑎+237.3)2  

 

(B3) 

 

Linearized versions of 𝑒𝑠
∗ in the latent heat term and net radiation terms in the energy balance 

equation: 

 

𝐿𝐸∗ =
𝜌𝑎 𝑐𝑎  (e𝑎  − ( 𝑒𝑎

 ∗  +  𝛥𝑇𝑎(𝑇𝑠 − 𝑇𝑎)  ∗ R𝐻))

𝛾(𝑟𝑎 + 𝑟𝑠)
 

Where 𝐿𝐸∗ is linearized latent heat, 𝜌𝑎 is air density (kg m-3) , 𝑐𝑎  is specific heat capacity of air (J 

Kg-1 oC-1), 𝑒𝑎 is vapor pressure of air (Pa), RH is relative humidity, 𝛾 is psychrometric constant 

(Pa oC-1), 𝑟𝑎 is aerodynamic resistance of surface (s m-1) and 𝑟𝑠 is soil resistance to evaporation(s 

m-1) . 

(B4) 

 𝑅𝑛
∗ = 𝑆𝑑𝑜𝑤𝑛(1 − 𝛼𝑠)𝑒𝑥𝑝(−χ ∗ 𝐿𝐴𝐼) + 𝜉𝑠(1 − 𝜉𝑐)𝐿𝑑𝑜𝑤𝑛 + 𝜉𝑠𝜉𝑐𝜎(𝑇𝑐 + 273.2)4 − 𝜉𝑠𝜎(𝑇𝑎 + 273.2)4

− 4𝜉𝑠𝜎(𝑇𝑎 + 273.2)3(𝑇𝑠 − 𝑇𝑎) 

Where Rn
* is linearized net radiation, Sdown is incoming shortwave radiation, Ldown is incoming 

longwave radiation, 𝛼𝑠  is albedo, χ is exponential attenuation coefficient for vegetation 

following Beer’s law, 𝜉𝑐 is emissivity of canopy, LAI is leaf area index and Tc is temperature of 

the canopy. 

 

(B5) 

 Using the linearized surface energy balance equation: 

  𝑅𝑛
∗ = −𝐿𝐸∗  −  𝐻 −  𝐺 − 𝐻𝑟   (B6) 
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And then solving for Ts at time=t, the linearized Ts equation is: 

 𝑇𝑠
𝑡

=

(𝐻𝑟 +  𝑅𝑛∗  +  (𝜆𝑜 + 𝛤𝑎 ∗ ∆𝑇𝑎 +
𝑟𝑜

𝑟𝑎 + 𝑟𝑒𝑥𝑝
)  ∗  𝑇𝑎 +  𝛤𝑎 ∗ 𝑒𝑎

∗ ∗ (𝑅𝐻 − 1) +  (
𝑑𝑠 ∗ 𝐶𝑠

𝑑𝑡
 −  

𝐺𝑑

(𝜔 ∗ 𝑑𝑡)
) ∗ 𝑇𝑠

𝑡−1  +  (𝐺𝑑  −  
𝐺𝑑 ∗ 𝑑𝑠 ∗ 𝜔 ∗ 𝑑𝑡

𝑑𝑜
) ∗ 𝑇𝑑

𝑡−1)

𝜆𝑜  +  𝛤𝑎  ∗  ∆  +  
𝑟𝑜

𝑟𝑎 + 𝑟𝑒𝑥𝑝
  +  

𝑑𝑠 ∗ 𝐶𝑠

𝑑𝑡
 −  

𝐺𝑑

(𝜔 ∗ 𝑑𝑡)
 +  𝐺𝑑  −  

𝐺𝑑 ∗ 𝑑𝑠 ∗ 𝜔 ∗ 𝑑𝑡
𝑑𝑜

 

 

 

(B7) 

 

 

Where 𝜆𝑜 = 4 𝜉𝑠 𝜎 (𝑇𝑎 + 273.2)3,  𝛤𝑎 =
𝑟𝑜  ∗ 𝛽

𝛾(𝑟𝑎+𝑟𝑠)
 , 𝑟𝑜 = 𝜌𝑎 𝑐𝑎, ∆𝑇𝑎 =

𝑑𝑒𝑠
∗

𝑑𝑇
|𝑇𝑎 

Domain (Eq. B7): domain of function: soil moisture 0< <1; temperature (-∞, ∞) radiation (0,∞) 

Initial conditions: 

Soil surface temperature (Ts) 

Soil temperature at damping depth (Td) 

Boundary conditions: 

1. Air temperature 

2. Relative humidity 

3. Incoming shortwave 

4. Incoming longwave 

5. Precipitation 

6. Windspeed 

Soil, vegetation and surface parameters: Table 1 

  



59 
 

 

Appendix C: In situ instrumentation 

Site 1: Clapp Station, Irrigated surface 

 

Figure C1. Site 1 instrumentation outside of CLAPP Building at University of Montana. A CM10 tripod with 

relative humidity and air temperature, net radiometer, pyranometer, wind speed, rain gauge and barometric 

pressure instruments and ground instrumentation with soil temperature, soil volumetric water content probes 

and ground heat flux plates.  

 

Site 1 is located on the grounds outside of CLAPP Building at the University of Montana, 

Missoula campus. The total footprint of the CM10 tripod on which meteorology instruments are 

mounted is about 8.04 square meters with its height of 3.5 meters. Instruments mounted on the 

tripod and number of sensors (in brackets) are as follows: 

Table C1. Instrumentation and number of sensors (in brackets) at Site1, Figure C1. 

Instrument/model Manufacturer Variable measured 

Net radiometer/NR-LITE 2 (1) Kipp & Zonen Spectral range for solar and far 

infrared from 0.2 to 100 

micrometers 

Pyranometer/CS300 (1) Campbell Scientific Spectral range 0.36 to 1.1 

micrometers 

Temperature and relative humidity 

sensor/ HMP50 (1) 

Vaisala Air temperature and relative 

humidity 

Wind monitor/05103-45-L (1) Young Wind speed and direction 
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Rain gauge/ TE525MM (1) Texas Electronics Precipitation; metric tipping bucket 

with 0.1mm per tip resolution 

 

Ground instruments were placed in two holes each about ~25 cm deep with top 10 cm of grass 

and grass roots, next 15 cm dark soil overlaying on a bed of gravel and cobbles. Total of 6 soil 

moisture and temperature probes and 2 ground heat flux plates were placed in the ground at two 

opposite sides of the tripod CM10 (positions A and B in Figure C1). The instruments and their 

quantities (in brackets) are as follows: 

Table C2. Instrumentation and number of sensors (in brackets) at Site1 positions A and B under the ground, 

Figure C1. 

Instrument/model Manufacturer Variable measured 

Soil heat flux plate/ HFPSC-1 (2) Hukseflux Ground heat flux 

Soil water content and temperature 

sensor/ECH2o 5TE (6) 

Decagon Devices Soil temperature and soil 

volumetric water content 

 

Table C3. Depths of ground instruments installed at positions A and B (Figure C1), Site1. 

Instrument Depth (cm) 

ECH2o 5TE probe (soil moisture probe 1) - position A 22.86 

ECH2o 5TE probe (soil moisture probe 2) - position A 8.89 

ECH2o 5TE probe (soil moisture probe 3) - position A 17.78 

ECH2o 5TE probe (soil moisture probe 4) - position B 7.8 

ECH2o 5TE probe (soil moisture probe 5) - position B 16.51 

ECH2o 5TE probe (soil moisture probe 6) - position B 24.13 

Hukseflux HFPSC-1 (ground heat flux plate 1) - position A 13.97 

Hukseflux HFPSC-1 (ground heat flux plate 2) - position B 11.43 
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Site 2: Parking Lot 

 

Figure C2. Site 2 instrumentation in the parking lot behind Skaggs Building at University of Montana. A 

trench was dug extending from the island with trees to under the asphalt and concrete lot. A soil moisture 

probe and one ground heat flux plate were installed at this location under the parking lot. The thickness of 

parking lot asphalt surface at this location is ~ 4.5 inches (11.43 cm).   

Site 2 is located at the parking lot behind Skaggs Building at the University of Montana, 

Missoula campus. Ground instruments were placed at three different depths under the asphalt 

parking lot surface. The total thickness of asphalt was measured to be approximately 4.5 inches 

(11.43 cm) at this location. There is an insulating material layer below the asphalt surface 

followed by dry finely grained sand, silt with trace amounts of clay and big gravel and cobble 

aggregates that dominate the ground under the parking lot surface. Site 2 is characterized by a 

concrete curb about 11 inches (27.9 cm) deep and a concrete ledge next to it about 4.5 inches 

(11.43 cm) deep and about 15 inches (38.1 cm) long (Figure 11). Total of 3 soil moisture and 

temperature probes and 1 ground heat flux plate were placed in the ground at varying depths and 
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lengths (length measured from curb). The instruments and their quantities (in brackets) are as 

follows:  

 

Table C4. Instrumentation and number of sensors (in brackets) at Site2 under the parking lot, Figure C2. 

Instrument/model Manufacturer Variable measured 

Net radiometer/NR-LITE 2 (1) Kipp & Zonen Spectral range for solar and far 

infrared from 0.2 to 100 

micrometers 

Soil heat flux plate/ HFPSC-1 (1) Hukseflux Ground heat flux 

Soil water content and temperature 

sensor/ECH2o 5TE (1) 

Decagon Devices Soil temperature and soil 

volumetric water content 

 

 

Table C5. Depths of ground instruments installed in the parking lot (Figure C2), Site2. 

Instrument Depth (cm) Distance from curb 

(cm) 

ECH2o 5TE probe  18.79 33.02 (positioned 

close to curb side on 

concrete surface) 

Hukseflux HFPSC-1  18.79 33.02 (positioned 

next to soil moisture 

probe 3) 
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Appendix D: Verification of linearized Ts 

Verification of the linear surface energy balance model: 

We illustrate that in the case of both a non-vegetated and a vegetated surface the linear version of 

the model that is based on Monin-Obukhov similarity theory for turbulent exchanges, is a 

sufficiently good approximation of processes that determine surface temperatures (Fig E1). The 

linear model was verified against Ech2o, a fully distributed, physically based, ecohydrological 

model that has been previously calibrated and validated (Maneta & Silverman, 2013).  

a) Bare soil b) With vegetation 

  

Figure D1. Linearized energy balance model (solid blue) for both bare soil (a) and with vegetation (b) shows 

close match with ecohydrological model, Ech2o (dashed orange).  
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Appendix E: Analytical solutions 

Using analytical solutions to explain numerical elasticities: Attribution of differences in 

elasticities to parameters of SEB components becomes apparent using analytical solutions to 

partial derivatives of surface temperatures with respect to soil moisture, air temperatures and 

radiative forcing.  

Ɛ𝜃  

 

Figure E1. Numerical elasticities with respect to soil moisture for a bare soil (a) and a vegetated (b) landcover. 

 

a) Bare soil b) With vegetation 
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Equation E1: analytical solution to numerical soil moisture elasticity. Where 

 𝑍 =
𝑑𝑠∗𝐶𝑠

𝑑𝑡
−

𝐺𝑑

(𝜔∗𝑑𝑡)
+ 𝐺𝑑 −

𝐺𝑑∗𝑑𝑠∗𝜔∗𝑑𝑡

𝑑𝑜
 , 𝑁 = (

𝑑𝑠∗𝐶𝑠

𝑑𝑡
−

𝐺𝑑

(𝜔∗𝑑𝑡)
) ∗ 𝑇𝑠

𝑡−1 + (𝐺𝑑 −
𝐺𝑑∗𝑑𝑠∗𝜔∗𝑑𝑡

𝑑𝑜
) ∗ 𝑇𝑑

𝑡−1 

and 𝛤𝑎
′
 𝑍′ and 𝑁′ are derivatives of those terms. 

Ɛ𝑇𝑎 

 

a) Bare soil b) With vegetation 

  
Figure E2. Numerical elasticities with respect to air temperature for a bare soil (a) and a vegetated (b) 

landcover. 

(E1) 

𝜕𝑇𝑠

𝜕𝜃
 =   

𝛤𝑎
′[ (𝑅𝐻−1)𝑒𝑎

∗ {𝜆𝑜 +
𝑟𝑜

𝑟𝑎+𝑟𝑒𝑥𝑝
 +𝑍} + ∆𝑇𝑎{𝑇𝑎𝑍−𝑅𝑛

∗ −𝑁} ]  

(𝜆𝑜+𝛤𝑎∆𝑇𝑎+
𝑟𝑜

𝑟𝑎+𝑟𝑒𝑥𝑝
 + 𝑍)2

 ( 𝑓1)               

 

+
𝛤𝑎 [− (𝑅𝐻 − 1)𝑒𝑎

∗𝑍′ +  ∆𝑇𝑎{−𝑇𝑎𝑍′ + 𝑁′}]

(𝜆𝑜 + 𝛤𝑎∆𝑇𝑎 +
𝑟𝑜

𝑟𝑎 + 𝑟𝑒𝑥𝑝
 +  𝑍)2

    (𝑓2) 

 

+

𝑁′ [𝜆𝑜  +
𝑟𝑜

𝑟𝑎 + 𝑟𝑒𝑥𝑝
 + 𝑍]

(𝜆𝑜 + 𝛤𝑎∆𝑇𝑎 +
𝑟𝑜

𝑟𝑎 + 𝑟𝑒𝑥𝑝
 +  𝑍)2

    (𝑓3) 

 

−

𝑍′ [𝑅𝑛
∗  + 𝑇𝑎 {𝜆𝑜  +

𝑟𝑜
𝑟𝑎 + 𝑟𝑒𝑥𝑝

} + 𝑁]

(𝜆𝑜 + 𝛤𝑎∆𝑇𝑎 +
𝑟𝑜

𝑟𝑎 + 𝑟𝑒𝑥𝑝
 +  𝑍)2

    (𝑓4) 
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Equation E2: analytical solution to numerical air temperature elasticity where the apostrophes on top of 

variables represent derivatives of those terms. 

 

 

 

 

 

 

 

 

 

 

 
(E2) 

𝜕𝑇𝑠

𝜕𝑇𝑎

 =   

𝜆𝑜[𝜆𝑜 + 𝑅𝑛
∗′ + 2𝛤𝑎∆𝑇𝑎  + 2

𝑟𝑜

𝑟𝑎 + 𝑟𝑒𝑥𝑝
 + (𝑅𝐻 − 1) (𝛤𝑎

′𝑒𝑎
∗

+ 𝛤𝑎𝑒𝑎
∗′) + 𝑁′  + 𝑍 −  𝑍′𝑇𝑎]  

(𝜆𝑜 + 𝛤𝑎∆𝑇𝑎 +
𝑟𝑜

𝑟𝑎 + 𝑟𝑒𝑥𝑝
 +  𝑍)2

(𝑓1) 

 

+

∆𝑇𝑎[ 𝛤𝑎 { 𝑅𝑛
∗′ + 𝛤𝑎∆𝑇𝑎  + 2

𝑟𝑜

𝑟𝑎 + 𝑟𝑒𝑥𝑝
 + (𝑅𝐻 − 1)𝑋𝑒𝑎

∗′ + 𝑁′ +  𝑍 −  𝑍′𝑇𝑎}  +  𝛤𝑎
′ {−𝑅𝑛

∗ − 𝑁 + 𝑍𝑇𝑎}] 

(𝜆𝑜 + 𝛤𝑎∆𝑇𝑎 +
𝑟𝑜

𝑟𝑎 + 𝑟𝑒𝑥𝑝
 +  𝑍)2

    (𝑓2) 

 

+

𝑟𝑜

𝑟𝑎 + 𝑟𝑒𝑥𝑝
 [𝑅𝑛

∗′ +
𝑟𝑜

𝑟𝑎 + 𝑟𝑒𝑥𝑝
 +  (𝑅𝐻 − 1)  (𝛤𝑎

′𝑒𝑎
∗

 +  𝛤𝑎𝑒𝑎
∗′) + 𝑁′ + 𝑍 − 𝑍′𝑇𝑎 ]

(𝜆𝑜 + 𝛤𝑎∆𝑇𝑎 +
𝑟𝑜

𝑟𝑎 + 𝑟𝑒𝑥𝑝
 +  𝑍)2

(𝑓3) 

 

+
𝑍 [ 𝑅𝑛

∗′  +  (𝑅𝐻 − 1)  (𝛤𝑎
′𝑒𝑎

∗
 +  𝛤𝑎𝑒𝑎

∗′) + 𝑁′ ]

(𝜆𝑜 + 𝛤𝑎∆𝑇𝑎 +
𝑟𝑜

𝑟𝑎 + 𝑟𝑒𝑥𝑝
 +  𝑍)2

(𝑓4) 

 

+
𝑍′[−(𝑅𝐻 − 1)𝛤𝑎𝑒𝑎

∗ − 𝑅𝑛∗ − 𝑁]

(𝜆𝑜 + 𝛤𝑎∆𝑇𝑎 +
𝑟𝑜

𝑟𝑎 + 𝑟𝑒𝑥𝑝
 +  𝑍)2

(𝑓5) 

 

+

 
𝑟𝑜

′

𝑟𝑎 + 𝑟𝑒𝑥𝑝
[−(𝑅𝐻 − 1)𝛤𝑎𝑒𝑎

∗ − 𝑅𝑛∗ − 𝑁]

(𝜆𝑜 + 𝛤𝑎∆𝑇𝑎 +
𝑟𝑜

𝑟𝑎 + 𝑟𝑒𝑥𝑝
 +  𝑍)2

(𝑓6) 

 

+
∆𝑇𝑎

′ [ 𝛤𝑎 {−(𝑅𝐻 − 1)𝛤𝑎𝑒𝑎
∗ − 𝑅𝑛

∗ − 𝑁} ]

(𝜆𝑜 + 𝛤𝑎∆𝑇𝑎 +
𝑟𝑜

𝑟𝑎 + 𝑟𝑒𝑥𝑝
 +  𝑍)2

    (𝑓7) 

 

+
 𝜆𝑜

′[−(𝑅𝐻 − 1)𝛤𝑎𝑒𝑎
∗ − 𝑅𝑛

∗ − 𝑁]

(𝜆𝑜 + 𝛤𝑎∆𝑇𝑎 +
𝑟𝑜

𝑟𝑎 + 𝑟𝑒𝑥𝑝
 +  𝑍)2

    (𝑓8) 
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Ɛ𝐿𝑑𝑜𝑤𝑛 

a) Bare soil b) With vegetation 

  
Figure E3. Numerical elasticities with respect to downwelling longwave radiation for a bare soil (a) and a 

vegetated (b) landcover. 

 

 

Equation E3: analytical solution to numerical downwelling longwave radiation elasticity. 

 

 

 

 

 

 

 

𝜕𝑇𝑠

𝜕𝐿𝑑𝑜𝑤𝑛
=

𝜉𝑠(1 − 𝜉𝑐)

𝜆𝑜 + 𝛤𝑎∆𝑇𝑎 +
𝑟𝑜

𝑟𝑎 + 𝑟𝑒𝑥𝑝
 +  𝑍

 
(E3) 
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Ɛ𝑆𝑑𝑜𝑤𝑛 

a) Bare soil b) With vegetation 

  
Figure E4. Numerical elasticities with respect to incoming shortwave radiation for a bare soil (a) and a 

vegetated (b) landcover. 

 

 

Equation E4: analytical solution to numerical incoming shortwave radiation elasticity. 

  

𝜕𝑇𝑠

𝜕𝑆𝑑𝑜𝑤𝑛
=

(1 − 𝛼𝑠)𝑒𝑥𝑝(−𝜒 ∗ 𝐿𝐴𝐼)

𝜆𝑜 + 𝛤𝑎∆𝑇𝑎 +
𝑟𝑜

𝑟𝑎 + 𝑟𝑒𝑥𝑝
 +  𝑍

 
(E4) 
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Appendix F: Verification of numerical and analytical derivatives 

Verification of numerical and analytical derivatives of surface temperatures to soil moisture, air 

temperature and radiation for a bare soil and a vegetated surface. 

a) Bare soil b) With vegetation 
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Fig F1. Comparison of analytical (solid blue) and numerical partial derivatives (dashed orange) showing exact 

match. 
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Appendix G: SSURGO soils data  

Since SSURGO datasets on soils for Missoula over the urban areas is missing (Figure B1), land 

cover classification map was used to create spatially variable maps as input maps into Ech2o. 

 

Figure G1. SSURGO missing soils data over Missoula (Web Soil Survey), classified simply as ‘Urban 

land’, soil map unit key 114.  Missing soil data over urban areas occupy a total area of 6,315.3 acres 

and about 0.5% of Missoula county. SSURGO soils map overlain on land cover and land use 

classification map, processed in QGIS. 
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Appendix H: Anthropogenic heat  

Anthropogenic heat profile for Missoula, MT calculations based on top-down methodology according to 

Sailor and Lu (2004) and Grossman-Clarke et al (2005). Data from University of Montana, Missoula campus 

and interpolated for select urban areas in study domain. 

Anthropogenic heat (QAH) governing equation: 

𝑄𝐴𝐻 = 𝑄𝑏 + 𝑄𝑣 + 𝑄𝑚 

Where QAH is total anthropogenic heat, Qb is heat emissions from buildings, Qv is heat emissions from 

vehicles and Qm is metabolic heat of humans which for this study is considered negligible. All in units of 

W/m^2.  
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Building heat, 𝑸𝒃 (
𝑾

𝒎𝟐): 

𝑄𝑏 = 𝑄𝑒
∗ + 𝑄𝑛𝑔

#  

 

𝑸𝒆
∗ : 

Where 𝑄𝑒
∗ is total building heat from electricity usage where 80% is assumed to be AC use that contributes 

most to heat emissions during the summer (Jun-Aug). 𝑄𝑛𝑔
#  is total building heat from natural gas and it is 

assumed that the typical thermal combustion efficiency is 80%. 

𝑄𝑒
∗(3ℎ𝑟𝑙𝑦)(

𝑊

𝑚2
) =  𝜌𝑝𝑜𝑝(

1

𝑚2
) ∗ 𝐸𝑐 (3ℎ𝑟𝑙𝑦)(𝑊)/3600 

Where 𝜌𝑝𝑜𝑝 is population density (m^-2): 

𝜌𝑝𝑜𝑝(m^ − 2) = population/area(m^2) 

Population, Missoula MT = 57,887 in 1998 and 68,394 in 2012 (Montana Census and Economic Information 

Center and the American Community Survey (ACS), 2012). 

Area, Missoula MT = 90,132,000 m^2 (City Limits Map as of July 5, 2019: 

https://www.ci.missoula.mt.us/468/Available-Maps ) 

𝜌𝑝𝑜𝑝(1998)= 6.4E-04 m^-2 
𝜌𝑝𝑜𝑝(2012)= 7.5E-04 m^-2 

Assuming 80% increase in population density during daytime working hours on weekdays in Missoula, MT, 

𝜌𝑝𝑜𝑝= 1.15E-03 m^-2, 1998 and 1.36E-03 m^-2, 2012. 

𝐸𝑐is per capita consumption of electricity (Watts): 15min data obtained from Brian Kerns, Engineer at 

University of Missoula. This data was summed to get 3-hourly time periods and extrapolated over entire City 

of Missoula, assuming similar consumption profiles. 

https://www.ci.missoula.mt.us/468/Available-Maps
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𝑸𝒏𝒈
# : 

𝑄𝑛𝑔
# (3ℎ𝑟𝑙𝑦)(

𝑊

𝑚2
) = 𝜌𝑝𝑜𝑝(

1

𝑚2
) ∗ 𝐹(3ℎ𝑟𝑙𝑦) ∗ 𝑁𝐺(𝑊) 

Where 𝜌𝑝𝑜𝑝 is population density in persons/m^2 and NG is natural gas in Watts. 

F is 3-hourly fractional usage profile after Sailor & Lu, 2004 and is assumed same as vehicular fraction. 

NG is 3-hrly natural gas usage in watts. 
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Vehicle heat, 𝑸𝒗(
𝑾

𝒎𝟐): 

𝑄𝑣(3ℎ𝑟𝑙𝑦)(
𝑊

𝑚2
) =  𝜌𝑝𝑜𝑝(

1

𝑚2
) ∗ 𝐹(3ℎ𝑟𝑙𝑦) ∗ 𝐸𝑣(

𝐽

𝑚
) ∗

𝐷𝑉𝐷𝑐(
𝑚

𝑑𝑎𝑦
)

3600𝑠𝑒𝑐
∗ 3 

Where Ev is energy release per vehicle per meter of travel (J/m): 

𝐸𝑣(
𝐽

𝑚
) =

𝑁𝐻𝐶(
𝐽

𝑘𝑔
) ∗ 𝜌𝑓𝑢𝑒𝑙 (

𝑘𝑔
𝐿

)

𝐹𝐸(
𝑚
𝐿

)
 

 

NHC is the net heat of combustion of gasoline (J/kg), 𝜌𝑓𝑢𝑒𝑙  is the nominal fuel density (kg/L), and FE is the 

mean fuel economy (m/L). If one assumes a mean fuel economy of 8500 m/L (8.5 km/L), typical heat of 

combustion of 45x10^6 J/kg, and a nominal fuel density of 0.75 kg/L, Ev takes on a value of 3970 J/m of 

vehicle travel (Sailor & Lu, 2004).  

DVDc is per capita daily vehicle distance travelled in Missoula (m/day/person):  

𝐷𝑉𝐷𝑐 (
𝑚𝑒𝑡𝑒𝑟/𝑑𝑎𝑦

𝑝𝑒𝑟𝑠𝑜𝑛
) = (

𝐷𝑉𝑀𝑇(𝑚𝑖𝑙𝑒/𝑑𝑎𝑦)

𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛
) ∗ 1609.34 

Where DVMT is daily vehicle miles driven in Missoula, obtained from Montana Department of 
Transportation, Cities Report, 2018. Total urban + rural daily distance driven is 1,078,989 miles for Missoula 

City. Given Missoula population of 57,887 for 1998 and 68,394 for 2012  (US Census Bureau, 2018), DVDc 
turns out to be 29997.4 m/day/person for 1998 and 25389.0 m/day/person for 2012. 
 
F is 3-hourly fractional traffic profile after Sailor & Lu, 2004. 
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