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Measurement of the annihilation decay rate of 2 3S1 positronium
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Abstract –We report a measurement of the annihilation decay rate of 2 3S1 positronium (Ps)
atoms, Γexp(2 3S1). Ground state atoms optically excited to radiatively metastable 2 3S1 states
were quenched via Stark mixing by the application of a time-delayed electric field. Rapid radiative
decay of the Stark-mixed states to the ground state, followed by self-annihilation, was observed via
the annihilation radiation time spectrum, and used to determine the number of excited state atoms
remaining at different times, and hence the decay rate. We obtain Γexp(2 3S1) = 843 ± 72 kHz,
in broad agreement with the Zeeman-shifted theoretical value of 890 kHz.

Introduction. – Immediately after Martin Deutsch
first created Positronium (Ps) atoms in the laboratory
in 1951 [1] he was able to measure the annihilation de-
cay rate of the 1 3S1 triplet ground state [2]. At the
time there were three extant calculations for this rate,
suggesting values ranging from 1-7 MHz, and the mea-
sured value of 6.8±0.7 MHz was sufficient to demon-
strate that the calculation of Ore and Powell [3] was cor-
rect. Since then several measurements of Ps annihila-
tion decay rates for both singlet [4] and triplet [5] ground
states have been performed [6]. A long-standing disagree-
ment between theory and measurements for the triplet
rate [7] has been resolved [8, 9], and the current exper-
imental value for the triplet ground state decay rate is
Γexp(1 3S1) = 7.0401± 0.0007 MHz [10].

Ps annihilation requires spatial overlap between the
electron and positron wavefunctions, ψ(r). Since these
wavefunctions are hydrogenic, this overlap |ψ(0)|2 is zero
for states in which the orbital angular momentum quan-
tum number ` 6= 0 [11], and, for all practical purposes,
one can assume that only ` = 0 (S) states decay by an-
nihilation [12]. Ps annihilation rates also depend on the
spin configuration, because the number of gamma-ray pho-
tons (N) emitted in the process must satisfy charge con-
jugation invariance, which results in the selection rule [13]
(−1)`+S = (−1)N , where S refers to the Ps spin quantum
number. Accordingly, and taking into account energy and
momentum conservation, two and three-photon emission
are the dominant Ps annihilation decay modes for singlet
and triplet states, respectively. The lowest order annihi-

lation rates are

Γ0(1S0) =
α5mec

2

2h̄n3
=

8.0325 GHz

n3
, (1)

and

Γ0(3S1) =
2

9π
(π2 − 9)

α6mec
2

h̄n3
=

7.2112 MHz

n3
, (2)

where Γ0(1S0) is the lowest order singlet decay rate [14]
that can be obtained from the Dirac annihilation cross
section [15], and Γ0(3S1) is the lowest order triplet de-
cay rate first calculated by Ore and Powell [3]. Higher
order QED corrections have been calculated [6] which,
for the triplet case, yield a Ps decay rate of Γth(1 3S1) =
7.039971± 0.000011 MHz.

For pure S states, both radiative and annihilation de-
cay rates scale with n−3, and most excited Ps states will
decay radiatively to lower lying states before annihilating.
For example, 3 3S1 atoms will decay to 2 3PJ states with
a mean radiative lifetime τrad ≈ 300 ns, whereas the mean
3 3S1 annihilation lifetime τann ≈ 4 µs. The only excited
states for which direct self-annihilation is a significant de-
cay mechanism are the radiatively metastable 2 1S0 and
2 3S1 states [16], for which fluorescence decay is forbidden
by electric dipole selection rules.

While the decay rates of the Ps ground states are well
established experimentally [10], the excited state annihi-
lation rates have not previously been measured. Here we
report the first measurement of the annihilation rate of
2 3S1 atoms.
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Experimental methods. – The positron beam, Ps
production, laser excitation, and measurement meth-
ods used in this work are similar to those discussed
elsewhere [17, 18]. A pulsed beam containing ∼ 106

positrons/pulse with a Gaussian spatial (temporal) profile
of approximately 2 mm (3 ns) (FWHM) was generated
using a two-stage Surko-type buffer gas trap [19]. This
beam was guided by an axial magnetic field (Bz = 50 G)
and implanted into a mesoporous silica target [20] with an
impact energy of 3.5 keV; Ps atoms created in the silica
with energies of several eV were able to cool via collisions
with internal surfaces and were emitted into vacuum with
the zero-point energy of the confining voids, which, in the
present case, is on the order of 50 meV [21].

Ps atoms were emitted from the silica target into vac-
uum within 5 ns of the positron implantation [22] and
were subsequently irradiated with light from a pulsed ul-
traviolet (UV) dye laser, tuned to drive 1 3S1 → 2 3PJ

transitions (λUV = 243.02 nm). For some measurements
a second infrared (IR) dye laser (λIR = 730−760 nm) was
also used to excite n = 2 atoms to Rydberg states, or to
photoionize them [23]. The UV and IR laser beam widths
were ≈ 3 and 6 mm, respectively so that all atoms excited
by the UV laser were addressed by the IR laser.

The velocity distributions of Ps atoms emitted from sil-
ica targets are in general quite broad [21,24] which means
that slower Ps profiles can be obtained by velocity selec-
tion techniques [25–27]. The most straightforward way to
accomplish this is to delay the excitation laser pulse with
respect to the incident positron pulse. Using a 20 ns delay
with respect to the optimal excitation time we obtain ex-
cited Ps atoms with rms velocities in the x, y, and z direc-
tions of approximately 15, 50, and 85 km/s, respectively.
This laser delay reduced the signal by approximately 40%.
For excited state atoms vrms

x was defined by the Doppler
selection of the 100 GHz UV excitation laser [22], vrms

y ,
was defined by collimation by the electrodes, and vrms

z

has been measured via Time of Flight (TOF) distribu-
tions in a Rydberg guiding experiment using the same
silica film [28]. The velocity selection of excited atoms is
dominated by the UV laser properties, and both Rydberg
and metastable 2 3S1 atoms will have almost identical dis-
tributions [29].

Ps atoms in the 2 3S1 state were produced using a single-
photon excitation technique [30] wherein ground state
1 3S1 atoms were optically excited to Stark mixed 2 3S′1
states in an electric field Fex = 2.7 kV/cm, defined by the
voltages applied to the target electrode VT =-3.5kV and
the grid electrode VG =-400V, where the separation be-
tween these electrodes was 1.15 cm (see Fig. 1). NB: the
-400V grid voltage was required to prevent backscattered
positrons from interacting with the quenching electrodes
and generating spurious timing signals. The target and
grid voltages were turned off immediately after the UV
laser pulse using a fast high voltage switch (90-10% turn
off time = 60 ns), allowing some of the 2 3S′1 atoms to adi-
abatically evolve into pure 2 3S1 atoms, which were then
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Fig. 1: (a) Schematic representation of the positronium pro-
duction chamber, including the Ps excitation region (between
the target electrode T and grid electrode G) and the quench-
ing region (between electrodes E1 and E2), (b) top view of the
quenching electrodes and laser-selected Ps trajectories. The
target electrode bias VT = -3.5 kV is switched off after Ps
atoms have been excited by the laser pulse to n = 2 states.
The grid electrode bias VG, was -400V for 2 3S1 production,
and is set to be the same as VT for Rydberg production.

able to fly into the quenching region, between electrodes
E1 and E2, as shown schematically in Fig. 1.

Ps annihilation radiation was observed using a single-
shot technique [31] employing a γ-ray detector composed
of a lutetium-yttrium oxyorthosilicate (LYSO) scintilla-
tor coupled to photomultiplier tube (PMT) [32]. This
detector was connected to an oscilloscope used to record
V (t), the time-dependent detector anode voltage following
a positron pulse, from which lifetime spectra were gener-
ated. The detector had an active area of 45 cm2, and
was placed approximately 35 cm from the Ps excitation
region as indicated in Fig. 2. Examples of lifetime spectra
obtained from this detector are shown in Fig. 3 (a).

The number of 2 3S1 atoms present as a function of
time was determined by applying a time-delayed quench-
ing electric field. This field resulted in 2 3S1 states becom-
ing Stark mixed [12, 33, 34] and, just as the P character
of these 2 3S′1 states allows then to be populated via di-
rect single-photon excitation from the ground state [30],
so too does it provide a radiative decay pathway to the
ground state. The 1 3S1 ground state atoms will decay via
three-photon self-annihilation at ≈ 7 MHz.
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Fig. 2: Schematic representation of the Ps production cham-
ber and the LYSO detector position, where d ≈35 cm.

The slower, laser-selected, Ps speeds in the x direction
made it possible to use quenching electrodes with a sep-
aration of 8.5 cm. This is an essential element of the ex-
periment as it is currently configured because it simul-
taneously allows for long flight paths within a structure
that can generate electric fields sufficient to quench 2 3S1

atoms, or to field ionize Rydberg atoms, without using ex-
cessively high voltages. The electric field was generated by
applying -4kV to electrode E1 and +4kV to electrode E2
(see Fig. 1), generating a central field of ≈ 0.94 kV/cm.
The electric field strength was not perfectly uniform across
the entire volume in which 2 3S1 quenching is performed,
but was sufficient to reduce the 2 3S′1 lifetime to less than
20 ns [30].

Additional measurements were performed using long-
lived Rydberg atoms [35] as a control for variations in
the detection efficiency and loss mechanisms other than
spontaneous radiative decay. In order to maintain the
positron beam impact energy, but also to produce Ry-
dberg atoms in zero electric field, the target and grid
biases VT and VG (see Fig. 1) were switched off after
the positron implantation. Rydberg atoms with princi-
pal quantum number n = 23 were produced in a two-step
excitation process [23]. The limited spectral resolution
of this process did not allow precise selection of individ-
ual Stark states [29], but the laser width was such that
the excitation was centered around states with relatively
low Stark shifts (i.e., k = 0 states [36]). These states are
expected to ionize at experimentally relevant rates in elec-
tric fields of ≈ 0.6 kV/cm [37]. Thus, the Rydberg atoms
were fully ionized in the same electric fields used to quench
2 3S1 atoms. In the ionization process, liberated positrons
were accelerated into the negatively charged electrode E1,
leading mostly to annihilation [38], and generating a γ-
ray pulse with an amplitude proportional to the number
of ionized atoms. In both the quenching and ionization
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Fig. 3: (a) Example of single shot lifetime spectra recorded
with and without Ps laser excitation, (b) difference spectra
(laser on - laser off), showing a 2 3S1 signal, and (c) difference
spectra showing a series of quenching peaks induced by turn-
ing on the quenching field at different times. The background
signal in (b) is the case with no laser light present. The back-
ground signal in (c) is the 2 3S1 signal shown in (b). The data
in (c) are the average of all lifetime measurements.

processes, the application of an electric field causes anni-
hilation of long-lived atoms, and changes the time profile
of the resulting annihilation radiation.

Single shot lifetime data are typically represented as
the difference between “signal” and “background” spec-
tra, where the background condition depends on what is
being measured [17]. For example, Fig. 3 (b) shows differ-
ence spectra representing the production of 2 3S1 atoms,
where the background spectra were recorded with no laser
light present. In this case the long lifetime of 2 3S1 atoms
compared to the 1 3S1 states results in an increased anni-
hilation signal at later times. When the quenching field
is applied the annihilation signal exhibits a corresponding
peak caused by the field-induced increase in the population
of shorter-lived ground state atoms, as shown in Fig. 3 (c).

The present measurement is based on periodically sam-
pling the remaining population of 2 3S1 atoms via quench-
ing. However, in addition to spontaneous decay events, the
observed number of remaining atoms could be modified by
two other processes, namely (1) atom collisions with the
vacuum chamber walls or electrodes, and (2) variations in
the γ-ray detection efficiency that depend on where the an-
nihilation event takes place. The former arise because the
atoms have a broad distribution of velocities, and some
are able to collide with material objects before sponta-
neous emission can take place.
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The second loss mechanism occurs because annihilation
events take place in different locations, spread out over a
relatively large area, owing to the long lifetimes and high
speeds of the atoms, and the solid angle subtended by the
detector relative to these positions is not constant. The
relevant annihilation region has an area on the order of
100 cm2 in the y−z plane, (with a less significant displace-
ment in the x direction). To achieve complete coverage of
the long-lived Ps atoms would require a detector, with a
solid angle subtending an area as large as the annihilation
region. This could not be achieved using our standard
scintillator-PMT based systems [32]. Smaller detectors
will exhibit a detection efficiency that depends on where
the annihilation events occur. This effect can be reduced
if the detector is located far away, which is why the LYSO
detector used in this work was placed ≈ 35 cm from the Ps
formation region (see Fig. 2). Although this mitigates the
position dependent detection efficiency, there is no detec-
tor position that can fully eliminate this problem without
an unacceptable reduction in the count rate. The position
of the LYSO detector was such that the average (geomet-
ric) detection efficiency was ≈ 1%, which nevertheless still
leads to variations in the effective solid angle of more than
10% over the entire annihilation region.

Both collisional losses and variations in the detection
efficiency were directly measured using highly-excited Ry-
dberg atoms, for which the annihilation process can es-
sentially be switched off. Ps atoms excited to states with
principal quantum number n = 23 exhibit negligible self-
annihilation, and with a fluorescence lifetime of more than
50 µs [35] also experience negligible radiative decay on the
µs time scale of the measurements. Thus, these atoms
can be used to isolate non-radiative loss mechanisms, ei-
ther real (via collisions), or apparent (via variations in the
detection efficiency).

Measurements of time-dependent electric field ioniza-
tion of Rydberg atoms are shown in Fig. 4. These data
were smoothed, using the Hamming method [39], with a
60 ns wide window, and then used to determine ARyd(t),
the (normalized) Rydberg peak amplitudes obtained at
different quenching times. It is evident that the first two
peaks are lower in amplitude, and have longer tails, than
the later peaks. The reason for this is that some of the
slower atoms take longer than 300 ns to pass through the
grid electrode and therefore are not quenched when the
field is applied. This effect is exacerbated by the fact that
there is a region of lower electric field strength just after
the grid electrode. This means that at early times the
ionization of some atoms will be delayed relative to the
time at which the fields are switched on, giving rise to
a peak with a lower amplitude, but a longer tail. These
data indicate that ionization peaks measured at times be-
fore ≈ 486 ns will be missing some (unknown) fraction of
atoms that are either not ionized, or are ionized at later
times. Similarly, some 2 3S1 atoms will also not be fully
quenched at these times, and are therefore not included
in fits to lifetime spectra (this constitutes the first two
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Fig. 4: (a) Rydberg electric field ionization data, normalized
to the amplitude maximum of the third peak (at 486 ns), and
(b) the normalized Rydberg peak amplitudes ARyd(t) and cor-
responding time-shifted correction factors, CRyd(t′), derived
from a linear fit (dashed line) to the data, as described in the
text. The shaded bar represents the CRyd error obtained from
the fit.

measured points).

The 2 3S1 quenching data were adjusted using the mea-
sured Rydberg data. In order to do this the different time
scales of the ionization and quenching processes had to
be taken into account. Rydberg atoms in the appropriate
electric fields were ionized essentially instantaneously [37],
whereas 2 3S1 atoms first decay to the ground state, and
then annihilate (at a rate of 7 MHz). This means that,
before they finally annihilate, 2 3S1 atoms will have moved
relative to the corresponding ionized Rydberg atoms, and
hence the solid angle and collision correction needed for
these decay events will be slightly different. The quenching
peak amplitudes Ameas(t

′) [see Fig. 3 (c)] were evaluated
at time t′, and the offset time T = t′ − t was determined
by finding the time of each quenching peak maximum tmax

relative to the corresponding Rydberg peak tRyd, and tak-
ing the average for all (N − 2) peaks used. That is,

T =
1

(N − 2)

N∑
i=3

(tmax
i − tRyd

i ). (3)

This time difference was accounted for by performing a
linear fit to the Rydberg amplitude data to obtain the cor-
responding normalized Rydberg amplitude values ARyd(t′)
at the appropriate times (i.e., at t′). The time-shifted Ry-
dberg correction factors CRyd(t′) = 1−ARyd(t′) obtained
in this way are shown in Fig. 4 (b), where the error band
comes from the fit error.
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Results and Discussion. – The goal of the exper-
iments described here was to measure the annihilation
decay rate of radiatively metastable 2 3S1 Ps. This was
achieved by optically exciting atoms to this level, and then
periodically probing the population using a time-delayed
quenching electric field. Lifetime spectra were generated
by measuring the amplitudes of the field-induced annihi-
lation peaks as indicated in Fig. 5 (a). This figure shows
quenching data similar to those shown in Fig. 3 (c), with
a Hamming smoothing procedure [39] (using a 60 ns wide
window) applied to the difference spectra used to obtain
the peak amplitudes Ameas(t

′). These amplitudes were
used to generate uncorrected lifetime spectra, as shown
in Fig. 5 (b). The quenching data were adjusted using
the Rydberg data to obtain corrected amplitudes Acorr(t

′),
such that

Acorr(t
′) = Ameas(t

′) +Amax
meas × CRyd(t′), (4)

where Amax
meas is the amplitude of the first peak used in

the fitting (i.e., at t = 526 ns in Fig. 5 (b)). This proce-
dure gives the correction for the solid angle and collision
variations, but does not account for the self-annihilation
component of the correction fraction. However, trajec-
tory simulations similar to those used previously [28] that
include self-annihilation indicate that fewer than 5% of
atoms are lost in this way, and that this introduces errors
that are much smaller than the statistical errors already
present in the correction factor. The corrected amplitude
values were also used to generate lifetime spectra, as shown
in Fig. 5 (b). For this particular run (number 6), an ex-
ponential fit to the uncorrected spectrum yields a lifetime
of 712 ± 87 ns, which becomes 1107 ± 204 ns after the
correction is applied.

A total of six separate measurements, similar to that
shown in Fig. 5, were performed, with a total data acquisi-
tion time of 166 hours. The individual decay rates (where
the decay rate is simply the inverse of the lifetime) ob-
tained are shown in Fig. 6, as well as their weighted aver-
age. Each run has also been corrected according to the Ry-
dberg data; the final average decay rate obtained from the
entire corrected data set is Γexp(2 3S1) = 843 ± 72 kHz.

This experiment by its nature suffers from low atom
numbers and low detection efficiency, and hence the un-
certainty is dominated by statistics, and systematic effects
are negligible. The main systematic is Zeeman mixing
between the 2 3S1 and 2 1S0 levels with MJ = 0. This in-
creases the mean 2 3S1 decay rate from 880 to 890 kHz [12],
which remains well within the statistical uncertainty of the
measurement. Atoms that are not traveling perpendicu-
lar to the magnetic field will experience motional electric
fields that lead to quenching of the 2 3S1 states [40, 41].
However, this effect is weak, and simulations taking into
account the Ps velocity distributions [28] indicate a reduc-
tion in the lifetime on the order of 0.1%.

Our measurement of the 2 3S1 Ps decay rate is consistent
with the expected 890 kHz from theory, but the ≈ 9 % pre-
cision is insufficient to test QED corrections to the lowest
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Fig. 5: (a) Quenching peaks with smoothing and (b) corre-
sponding lifetime spectrum with and without the Rydberg cor-
rection for run number 6. The vertical dashed lines in (a) rep-
resent the times at which the peak amplitudes are evaluated,
and the dashed lines in (b) are exponential fits to the data
from which the lifetime is obtained. For clarity only alternate
quenching peaks are shown in (a). The first two (gray) points
in (b) were not included in the exponential fit, as discussed in
the text.

order decay rate calculation of Ore and Powell [3]. Nev-
ertheless, it is the first time that the annihilation decay
rate of an excited state of Ps has been measured, and we
expect to be able to reduce the experimental uncertainties
in future work.

The present measurement can be improved in several
ways, most of which would be facilitated by using a source
of colder Ps. Slower atoms would be beneficial because
they can be excited more efficiently (using the single pho-
ton method), and allow for longer flight times without
affecting detection efficiency. This would improve the
statistics, and remove or reduce the need to correct for
non-radiative losses. Unfortunately, no viable alternative
options currently exist [18]. Thermal desorption sources
can be employed (e.g., [42]), but, with the laser delayed Ps
profiles, these are essentially equivalent to the Ps source
used in this work. Colder Ps can be obtained from oxygen
treated surfaces [43], but the stability of these surfaces in
the presence of UV laser radiation makes this approach
undesirable [44]. In the absence of colder atoms, more ex-
treme velocity selection may improve the experiment, but
would require more efficient γ-ray detection. This would
be possible if a large detector array were employed; for a
modular system with many small detector segments that

p-5



R. E. Sheldon, T. J. Babij, B. A. Devlin-Hill, L. Gurung, D. B. Cassidy

1 2 3 4 5 6
Run Number

0

500

1000

1500

2000

D
ec

ay
 R

at
e 

(k
H

z)

Average Corrected Rate = 843 ± 72 kHz

Theory
Average (Acorr)
Ameas
Acorr

Fig. 6: Decay rates measured in all six runs, with and without
the Rydberg correction. The solid horizontal line at 890 kHz
is the Zeeman shifted theoretical 2 3S1 decay rate. The dashed
horizontal line is the weighted average of all corrected data,
and the shaded band around the average is the error.

record individual decay events [45], which would remove
the need to correct for solid angle variations, and improve
the overall detection efficiency.

Alternative 2 3S1 production methods may be consid-
ered; a two-photon Doppler-free excitation scheme [46]
could be used, which would be up to five times more ef-
ficient [47], but this would not be compatible with an
electrode structure designed for a narrow transverse ve-
locity component. Single photon production via the 3 3P
level is also possible [48], and may be ≈30% more effi-
cient than the present method if stimulated emission is
employed [49], although this would require more complex
laser systems.

Conclusions. – We have performed the first mea-
surement of the annihilation decay rate of 2 3S1 positro-
nium. We obtain Γexp(2 3S1) = 843 ± 72 kHz, which
is consistent with the (Zeeman shifted) theoretical value
of 890 kHz [6]. The corresponding (Zeeman shifted) de-
cay rate obtained from the lowest order calculation (see
Eq 2) is ≈ 913 kHz [3], and the present measurement is
therefore unable to test any QED corrections; a factor
of 5 improvement in the precision would make it possi-
ble to test the first order QED corrections. By employing
colder Ps atoms and more efficient detection, we estimate
that a measurement using a similar methodology to that
described here could reach the 1% level. By using a differ-
ent detection scheme, with better time resolution than is
possible with LYSO scintillators, this may become compa-
rable to the precision achieved in ground state decay rate
measurements, namely 100 ppm [10]. In that case a re-
vised evaluation of the theoretical excited state decay rate
may be needed, as some of the higher order corrections
do not scale with n3, meaning that Γth(1 3S1) cannot be
directly scaled to find Γth(2 3S1) with high precision.
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