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Abstract: The objective of this paper is to study algebraic properties of neutrosophic matrices, where 

a necessary and sufficient condition for the invertibility of a square neutrosophic matrix is presented 

by defining the neutrosophic determinant. On the other hand, this work introduces the concept of 

neutrosophic Eigen values and vectors with an easy algorithm to compute them. Also, this article 

finds a necessary and sufficient condition for the diagonalization of a neutrosophic matrix. 

Keywords: Neutrosophic matrix, neutrosophic Eigen value, neutrosophic determinant, 

neutrosophic inverse,  diagonalization of neutrosophic matrices 

1. Introduction 

Neutrosophy is a general form of logic founded by Smarandache to deal with indeterminacy in all 

fields of knowledge science. We find many applications in, decision making [2,3,23], optimization 

theory [1], topology [7], medical studies [26,27], energy studies [25], and number theory [16], 

Recently, there is an increasing interesting in algebraic applications of neutrosophy such as 

neutrosophic modules [11,17], spaces [4,18], rings [14,16], and their generalizations [5,6,19].  

After the emergence of the neutrosophic logic at 1995 there were a lot of applications to handle the 

indeterminacy notion. It is common for anyone to say that an unknown data is indeterminate than 
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saying it is not exist as well in mathematics. Because when that the unknown data is not exist to a 

common mind it means that this data is absent does not exist. However, indeterminacy is suitable, 

for we can say to any layman, "We cannot determine what you ask for", but we cannot say, "your 

inquiry is not exist". Therefore, when we are in a moderate position as we cannot perceive ∅ for un 

known data, so we felt it is appropriate under these circumstances to introduce the notion of 

indeterminacy I where 𝐼2  =  𝐼 . Using this indeterminacy, we construct some notion regarding 

neutrosophic matrices, which can be used in neutrosophic models. Researchers have already defined 

the concept of neutrosophic matrices and have used them in Neutrosophic Cognitive Maps model 

and in the Neutrosophic Relational Equations models, which are analogous to Fuzzy Cognitive Map 

and Fuzzy Relational Equations models respectively. 

In [21], Kandasamy et al, proposed for the first time the notion of bi-matrices. Also, a minimal study 

of their properties can be found in [8,12,13]. 

In this essay and for the first time sheds the light on the notion of determinant of a neutrosophic 

matrix, and we find the form of its inverse and illustrate them with examples. Also, we introduce 

easy algorithms to find Eigen values and vectors for neutrosophic matrices, with a direct application 

into the problem of diagonalization. 

Neutrosophic matrices are useful in the study of indeterminacy and they have many important 

properties in algebra, from this point of view we introduce this work. 

All matrices through this paper are defined over a neutrosophic field 𝐹(𝐼). 

2. Preliminaries 

Definition 2.1 [24]:  Let 𝑋 be a non-empty fixed set. A neutrosophic set 𝐴 is an object having the 

form {𝑥, (𝜇𝐴(𝑥), 𝛿𝐴(𝑥), 𝛾𝐴(𝑥)): 𝑥 ∈ 𝑋} , where 𝜇𝐴(𝑥) , 𝛿𝐴(𝑥)  𝑎𝑛𝑑 𝛾𝐴(𝑥) represent the degree of 

membership, the degree of indeterminacy, and the degree of non-membership respectively of each 

element 𝑥 ∈  𝑋 to the set 𝐴 . 

Definition 2.2 [10]: Let 𝐾 be a field, the neutrosophic file generated by 〈𝐾 ∪ 𝐼〉 which is denoted by 

𝐾(𝐼) = 〈𝐾 ∪ 𝐼〉. 

Definition 2.3 [9]: Classical neutrosophic number has the form 𝑎 + 𝑏𝐼  where 𝑎, 𝑏 are real or 

complex numbers and 𝐼 is the indeterminacy such that 0 ∙ 𝐼 = 0 and 𝐼2 = 𝐼 which results that  

𝐼𝑛 = 𝐼 for all positive integers 𝑛. 
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Definition 2.4 (Neutrosophic matrix) [16]. Let 𝑀𝑚×𝑛 =  {( 𝑎𝑖𝑗) ∶  𝑎𝑖𝑗 ∈ 𝐾(𝐼)} , where 𝐾 (𝐼) is a 

neutrosophic field. We call to be the neutrosophic matrix. 

3. Main discussion 

Definition 3.1:  

Let 𝑀 = 𝐴 + 𝐵𝐼 a neutrosophic 𝑛square matrix, where 𝐴 and 𝐵 are two 𝑛 squares matrices, then 

𝑀  is called an invertible neutrosophic 𝑛  square matrix, if and only if there exists an 𝑛  square 

matrix 𝑆 = 𝑆1 + 𝑆2𝐼 , where 𝑆1 and 𝑆2 are two 𝑛 square matrices such that 

𝑆 ∙ 𝑀 = 𝑀 ∙ 𝑆 = 𝑈𝑛×𝑛, where 𝑈𝑛×𝑛 denotes the 𝑛 × 𝑛 identity matrix. 

Definition 3.2:  

Let 𝑀 = 𝐴 + 𝐵𝐼 be a neutrosophic 𝑛 square matrix. The determinant of M is defined as 

𝑑𝑒𝑡𝑀 = 𝑑𝑒𝑡𝐴 + 𝐼[𝑑𝑒𝑡(𝐴 + 𝐵) − 𝑑𝑒𝑡𝐴]. 

Theorem 3.3: 

Let 𝑀 = 𝐴 + 𝐵𝐼 a neutrosophic square 𝑛 × 𝑛 matrix, where 𝐴 , 𝐵 are two squares 𝑛 × 𝑛 matrices, 

then 𝑀 is invertible if and only if𝐴 and 𝐴 + 𝐵 are invertible matrices and  

𝑀−1 = 𝐴−1 + 𝐼[(𝐴 + 𝐵)−1 − 𝐴−1]. 

Proof: 

If 𝐴 and 𝐴 + 𝐵 are invertible matrices, then (𝐴 + 𝐵)−1, 𝐴−1 are existed, and  

𝑀−1 = 𝐴−1 + 𝐼[(𝐴 + 𝐵)−1 − 𝐴−1] exists too. Now to prove  𝑀−1is the inverse of 𝑀, 

𝑀𝑀−1 = (𝐴 + 𝐵𝐼) ∙ (𝐴−1 + 𝐼[(𝐴 + 𝐵)−1 − 𝐴−1]) 

= 𝐴𝐴−1 + 𝐼[𝐴(𝐴 + 𝐵)−1 − 𝐴𝐴−1 + 𝐵 ∙ 𝐴−1 + 𝐵(𝐴 + 𝐵)−1 − 𝐵𝐴−1] 

                 = 𝑈𝑛×𝑛 + 𝐼[(𝐴 + 𝐵)(𝐴 + 𝐵)−1 − 𝑈𝑛×𝑛] 

                 = 𝑈𝑛×𝑛 + 𝐼[𝑈𝑛×𝑛 − 𝑈𝑛×𝑛] = 𝑈𝑛×𝑛 = 𝑀−1𝑀. 

conversely, we suppose that 𝑀  is invertible, thus there is a matrix 𝑆 = 𝑆1 + 𝑆2𝐼, with the property 

𝑀 ∙ 𝑆 = 𝑆 ∙ 𝑀 = 𝑈𝑛×𝑛 . 

𝑀𝑆 = (𝐴 + 𝐵𝐼)(𝑆1 + 𝑆2𝐼) = 𝐴𝑆1 + 𝐼[(𝐴 + 𝐵)(𝑆1 + 𝑆2) − 𝐴𝑆1] = 𝑈𝑛×𝑛 + 0𝑛×𝑛=𝑆𝑀. Hence, we get: 

(a)𝑆1𝐴 = 𝐴𝑆1 = 𝑈𝑛×𝑛, 𝑡ℎ𝑢𝑠 𝐴 𝑖𝑠 𝑖𝑛𝑣𝑒𝑟𝑡𝑖𝑏𝑙𝑒 𝑎𝑛𝑑 𝐴−1 = 𝑆1. 

(b)(𝐴 + 𝐵)(𝑆1 + 𝑆2) − 𝐴𝑆1 = (𝑆1 + 𝑆2)(𝐴 + 𝐵) − 𝑆1𝐴 = 𝑂𝑛×𝑛 , thus, 

(𝑆1 + 𝑆2)(𝐴 + 𝐵) = (𝐴 + 𝐵)(𝑆1 + 𝑆2) = 𝐴𝑆1 = 𝑈𝑛×𝑛  . This implies that (𝐴 + 𝐵) is invertible. 
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Theorem 3.4: 

𝑀 is invertible matrix if and only if 𝑑𝑒𝑡𝑀 ≠ 0. 

Proof: 

From Theorem 3.3 we find that 𝑀 is invertible matrix if and only if 𝐴 + 𝐵, 𝐴 are two invertible 

matrices, hence  𝑑𝑒𝑡[𝐴 + 𝐵] ≠ 0, 𝑑𝑒𝑡𝐴 ≠ 0 which means  

𝑑𝑒𝑡𝑀 = 𝑑𝑒𝑡𝐴 + 𝐼[det (𝐴 + 𝐵) − 𝑑𝑒𝑡𝐴] ≠ 0. 

Example 3.5: 

Consider the following neutrosophic matrix  

𝑀 = 𝐴 + 𝐵𝐼 = (
1 −1 + 𝐼
𝐼 2 + 𝐼

)   . Where 𝐴 = (
1 −1
0 2

)  , 𝐵 = (
0 1
1 1

). 

(a)𝑑𝑒𝑡𝐴 = 2, 𝐴 + 𝐵 = (
1 0
1 3

) , det(𝐴 + 𝐵) = 3, 𝑑𝑒𝑡𝑀 = 2 + 𝐼[3 − 2] = 2 + 𝐼 ≠ 0, ℎ𝑒𝑛𝑐𝑒 𝑀 𝑖𝑠 𝑖𝑛𝑣𝑒𝑟𝑡𝑖𝑏𝑙𝑒. 

(b) We have 𝐴−1 = (
1

1

2

0
1

2

) , (𝐴 + 𝐵)−1 = (
1 0

−
1

3

1

3

) , 𝑡ℎ𝑢𝑠 𝑀−1 = (𝐴−1) + 𝐼[(𝐴 + 𝐵)−1 − 𝐴−1] 

= (
1

1

2

0
1

2

) + 𝐼 (
0 −

1

2

−
1

3
−

1

6

) = (
1

1

2
−

1

2
𝐼

−
1

3
𝐼

1

2
−

1

6
𝐼
). 

(c) We can compute 𝑀𝑀−1 = (
1 0
0 1

) = 𝑈2×2. 

Theorem 3.6: 

Let 𝑀 = 𝐴 + 𝐵𝐼 be a neutrosophic 𝑛 square matrix, were 𝐴 and 𝐵 are two 𝑛 square matrices, then 

3.6.1) 𝑀𝑟 = 𝐴𝑟 + 𝐼[(𝐴 + 𝐵)𝑟 − 𝐴𝑟]. 

3.6.2)𝑀 𝑖𝑠 𝑛𝑖𝑙𝑝𝑜𝑡𝑒𝑛𝑡 𝑖𝑓 𝑎𝑛𝑑 𝑜𝑛𝑙𝑦 𝑖𝑓 𝐴, 𝐴 + 𝐵 𝑎𝑟𝑒 𝑛𝑖𝑙𝑝𝑜𝑡𝑒𝑛𝑡. 

3.6.3)𝑀 𝑖𝑠𝑖 𝑑𝑒𝑚𝑝𝑜𝑡𝑒𝑛𝑡 𝑖𝑓 𝑎𝑛𝑑 𝑜𝑛𝑙𝑦 𝑖𝑓 𝐴, 𝐴 + 𝐵 𝑎𝑟𝑒 𝑖𝑑𝑒𝑚𝑝𝑜𝑡𝑒𝑛𝑡. 

Proof: 

(3.6.1) By using mathematical induction, it easy to see 𝑃(𝑟 = 1) is true.  

Suppose𝑃(𝑘), then we must prove 𝑃(𝑘 + 1) is true like the following 

𝑀𝑘+1 = 𝑀𝑘 ∙ 𝑀 = (𝐴𝑘 + 𝐼[(𝐴 + 𝐵)𝑘 − 𝐴𝑘]) ∙ (𝐴 + 𝐼𝐵) 

= 𝐴𝑘+1 + 𝐼[(𝐴𝑘 ∙ 𝐵 + (𝐴 + 𝐵)𝑘 ∙ 𝐴 + (𝐴 + 𝐵)𝑘 ∙ 𝐵 − 𝐴𝑘 ∙ 𝐴 − 𝐴𝑘 ∙ 𝐵)] 

= 𝐴𝑘+1 + 𝐼[(𝐴 + 𝐵)𝑘 ∙ (𝐴 + 𝐵) − 𝐴𝑘+1] 

= 𝐴𝑘+1 + 𝐼[(𝐴 + 𝐵)𝑘+1 − 𝐴𝑘+1]. 
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(2) 𝑀is nilpotent 𝑖𝑓 𝑎𝑛𝑑 𝑜𝑛𝑙𝑦 𝑖𝑓 ∃ 𝑟 ∈ 𝑁+;  𝑀𝑟 = 0, this is equivalent to 

𝐴𝑟 + 𝐼[(𝐴 + 𝐵)𝑟 − 𝐴𝑟] = 0, thus 

𝐴𝑟 = (𝐴 + 𝐵)𝑟 = 0. Which is equivalent to 

𝐴, 𝐴 + 𝐵 are nilpotent. 

(3) The proof is similar to (2). 

Theorem 3.7: 

Let 𝑀 = 𝐴 + 𝐵𝐼 and 𝑁 = 𝐶 + 𝐷𝐼 be two neutrosophic 𝑛 square matrices, then 

(3.7.1) 𝑑𝑒𝑡(𝑀 ∙ 𝑁) = 𝑑𝑒𝑡𝑀 ∙ 𝑑𝑒𝑡𝑁. 

(3.7.2) det(𝑀−1) = (𝑑𝑒𝑡𝑀)−1. 

(3.7.3) 𝑑𝑒𝑡𝑀 =1 if and only if 𝑑𝑒𝑡𝐴 = 𝑑𝑒𝑡(𝐴 + 𝐵) = 1. 

Proof: 

(a) 𝑀 ∙ 𝑁 = 𝐴 ∙ 𝐶 + 𝐼[𝐵 ∙ 𝐶 + 𝐵 ∙ 𝐷 + 𝐴 ∙ 𝐷] 

= 𝐴 ∙ 𝐶 + 𝐼[(𝐴 + 𝐵)(𝐶 + 𝐷) − 𝐴 ∙ 𝐶]. 

det(𝑀 ∙ 𝑁) = det(𝐴 ∙ 𝐶) + 𝐼[det((𝐴 + 𝐵)(𝐶 + 𝐷)) − det(𝐴 ∙ 𝐶)], 

= det 𝐴 ∙ det 𝐶 + 𝐼[det(𝐴 + 𝐵) ∙ det(𝐶 + 𝐷) − det(𝐴 ∙ 𝐶)], 

= det 𝐴 ∙ det 𝐶 + 𝐼[det(𝐴 + 𝐵) ∙ det(𝐶 + 𝐷) − det 𝐴 ∙ det 𝐶], 

= (det 𝐴 + 𝐼[det(𝐴 + 𝐵) − det 𝐴]) ∙ (det 𝐶 + 𝐼[det(𝐶 + 𝐷) − det 𝐶]), 

= det 𝑀 ∙ det 𝑁. 

(b) We have 

det(𝑀𝑀−1) = det(𝑈𝑛×𝑛) = 1, 𝑡ℎ𝑢𝑠 𝑑𝑒𝑡𝑀. det(𝑀−1) = 1, 𝑠𝑜 𝑡ℎ𝑎𝑡  det(𝑀−1) = (𝑑𝑒𝑡𝑀)−1. 

(c) 𝑑𝑒𝑡𝑀 = 1 is equivalent to det 𝐴 + 𝐼[det(𝐴 + 𝐵) − det 𝐴] = 1, thus it is equivalent to 

𝑑𝑒𝑡𝐴 = 𝑑𝑒𝑡(𝐴 + 𝐵) = 1. 

Remark: The result in the section (c) can be generalized easily to the following fact: 

𝑑𝑒𝑡𝑀 = 𝑑𝑒𝑡𝐴 if and only if 𝑑𝑒𝑡𝐴 = 𝑑𝑒𝑡(𝐴 + 𝐵). 

Definition 3.8:  

Let 𝑀 = 𝐴 + 𝐵𝐼 be a neutrosophic 𝑛 square matrix, where 𝐴 and 𝐵 are two 𝑛 squarematrices. 𝑀 

is satisfying the orthogonality property if and only if 𝑀 ∙ 𝑀𝑇 = 𝑈𝑛×𝑛. 

Theorem 3.9: 
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Let 𝑀 = 𝐴 + 𝐵𝐼 a neutrosophic 𝑛 square matrix, then 

(a) 𝑀 𝑖𝑠 orthogonal  𝑖𝑓 𝑎𝑛𝑑 𝑜𝑛𝑙𝑦 𝑖𝑓 𝐴, 𝐵 are two orthogonal  matrices . 

(b) 𝐼𝑓 𝑀 𝑖𝑠 orthogonal, then  𝑑𝑒𝑡𝑀 ∈ {1, −1, −1 + 2𝐼, 1 − 2𝐼}. 

Proof: 

(a) 𝑀 𝑖𝑠 orthogonal neutrosophic matrix 𝑖𝑓 𝑎𝑛𝑑 𝑜𝑛𝑙𝑦 𝑖𝑓 𝑀𝑇 = 𝑀−1, this is equivalent to 

𝐴𝑇 + 𝐵𝑇𝐼 = 𝐴−1 + 𝐼[(𝐴 + 𝐵)−1 − 𝐴−1], thus 

𝐴−1 = 𝐴𝑇 , (𝐴 + 𝐵)−1 − 𝐴−1 = 𝐵𝑇   . This is equivalent to 

𝐴−1 = 𝐴𝑇𝑎𝑛𝑑 (𝐴 + 𝐵)−1 = 𝐵𝑇 + 𝐴−1 = 𝐵𝑇 + 𝐴𝑇 = (𝐴 + 𝐵)𝑇. Thus the proof is complete. 

(b) If M is orthogonal, we get that 𝑑𝑒𝑡(𝑀 ∙ 𝑀𝑇) = 𝑑𝑒𝑡(𝑈𝑛×𝑛) = 1. This implies 

𝑑𝑒𝑡𝑀 ∙ 𝑑𝑒𝑡𝑀𝑇 = 1, 

(det 𝑀)2 = 1, hence 

𝑑𝑒𝑡𝑀 ∈ {1, −1, −1 + 2𝐼, 1 − 2𝐼}. 

Definition 3.10: 

Let 𝑀 = 𝐴 + 𝐵𝐼 be a square neutrosophic matrix, we say that M is diagonalizable if and only if there 

is an invertible neutrosophic matrix 𝑆 = 𝐶 + 𝐷𝐼  such that 𝑆−1𝑀𝑆 = 𝐷 . Where 𝐷  is a diagonal 

neutrosophic matrix( 𝑖. 𝑒.  𝑑𝑖𝑗 = 0  ∀𝑖 ≠ 𝑗, 𝑎𝑛𝑑 𝑑𝑖𝑗 ≠ 0   ∀𝑖 = 𝑗). 

Theorem 3.11: 

Let 𝑀 = 𝐴 + 𝐵𝐼  be any square neutrosophic matrix. Then M is diagonalizable if and only if 𝐴, 𝐴 +

𝐵 are diagonalizable. 

Proof: 

Consider a diagonalizable neutrosophic matrix M, then there exists an invertible matrix S such that 

𝑆−1𝑀𝑆 = 𝐾(𝑘𝑖𝑗)(3.11,1). 

Now, to compute the entries elements 𝑘𝑖𝑗 , solve (3.1.11) as follows: 

[𝐶−1 + 𝐼[(𝐶 + 𝐷)−1 − 𝐶−1]](𝐴 + 𝐵𝐼)(𝐶 + 𝐷𝐼) = [𝐶−1 + 𝐼[(𝐶 + 𝐷)−1 − 𝐶−1]][𝐴𝐶 + 𝐼[(𝐴 + 𝐵)(𝐶 + 𝐷) −

𝐴𝐶]] = 𝐶−1𝐴𝐶 + 𝐼[(𝐶 + 𝐷)−1(𝐴 + 𝐵)(𝐶 + 𝐷) − 𝐶−1𝐴𝐶] = 𝐷1 + (𝐷2 − 𝐷1)𝐼 = 𝐾 . Where 𝐾  is a 

diagonal matrix, thus 𝐷1, 𝐷2  are diagonal, and 𝐴, 𝐴 + 𝐵 are diagonalizable. Conversely, assume 

that 𝐴, 𝐴 + 𝐵 are diagonalizable, then there are 𝐶, 𝐷, where  𝐶−1𝐴𝐶 = 𝐷1, 𝐷−1(𝐴 + 𝐵)𝐷 = 𝐷2 . Put 

𝑆 = 𝐶 + (𝐷 − 𝐶)𝐼. 
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Now we compute 𝑆−1𝑀𝑆 = [𝐶−1 + 𝐼[𝐷−1 − 𝐶−1]](𝐴 + 𝐵𝐼)(𝐶 + (𝐷 − 𝐶)𝐼) 

= [𝐶−1 + 𝐼[𝐷−1 − 𝐶−1]][𝐴𝐶 + 𝐼[(𝐴 + 𝐵)(𝐷) − 𝐴𝐶]] = 𝐶−1𝐴𝐶 + 𝐼[𝐷−1(𝐴 + 𝐵)𝐷 − 𝐶−1𝐴𝐶] 

= 𝐷1 + (𝐷2 − 𝐷1)𝐼 = 𝐾. Thus,𝑀 is diagonalizable, that is because 𝐷1, 𝐷2 are diagonal matrices. 

Remark 3.12: 

If 𝐶 is the diagonalization matrix of 𝐴, and 𝐷 is the diagonalization matrix of 𝐴 + 𝐵, then 

𝑆 = 𝐶 + (𝐷 − 𝐶)𝐼is the diagonalization matrix of 𝑀 = 𝐴 + 𝐵𝐼. 

Example 3.13: 

Consider the neutrosophic matrix defined in Example 3.5, we have: 

(a) 𝐴 is a diagonalizable matrix. Its diagonalization matrix is 𝐶 = (
1 1
0 −1

) , the corresponding 

diagonal matrix is 𝐷1 = (
1 0
0 2

), we can see that 𝐶−1𝐴𝐶 = 𝐷1. Also, the diagonalization matrix of 

𝐴 + 𝐵 is 𝐷 = (
1 0

−
1

2
1), the corresponding diagonal matrix is 𝐷2 = (

1 0
0 3

). It is easy to check that 

𝐷−1(𝐴 + 𝐵)𝐷 = 𝐷2  . 

(b) Since 𝐴, 𝐴 + 𝐵 are diagonalizable, then M is diagonalizable. The neutrosophic diagonalization 

matrix of M is 𝑆 = 𝐶 + (𝐷 − 𝐶)𝐼 = (
1 1 − 𝐼

−
1

2
𝐼 −1 + 2𝐼). The corresponding diagonal matrix is 

𝐿 = 𝐷1 + 𝐼[𝐷2 − 𝐷1] = (
1 0
0 2 + 𝐼

). 

(c) It is easy to see that 𝑆−1 = 𝐶−1 + 𝐼[𝐷−1 − 𝐶−1] = (
1 1 − 𝐼

1

2
𝐼 −1 + 2𝐼). 

(d) We can compute 𝑆−1𝑀𝑆 = (
1 1 − 𝐼

1

2
𝐼 −1 + 2𝐼) (

1 −1 + 𝐼
𝐼 2 + 𝐼

) (
1 1 − 𝐼

−
1

2
𝐼 −1 + 2𝐼)   =(

1 0
0 2 + 𝐼

) = 𝐿. 

Definition 3.14: 

Let 𝑀 = 𝐴 + 𝐵𝐼 be a 𝑛square neutrosophic matrix over the neutrosophic field 𝐹(𝐼), we say that 

𝑍 = 𝑋 + 𝑌𝐼 is a neutrosophic Eigen vector if and only if 𝑀𝑍 = (𝑎 + 𝑏𝐼)𝑍. The neutrosophic number 

𝑎 + 𝑏𝐼 is called the Eigen value of the eigen vector 𝑍. 

Theorem 3.15: 

Let 𝑀 = 𝐴 + 𝐵𝐼 be a 𝑛 square neutrosophic matrix, then 𝑎 + 𝑏𝐼 is an eigen value of 𝑀 if and only 

if 𝑎 is an eigen value of 𝐴, and 𝑎 + 𝑏 is an eigen value of 𝐴 + 𝐵. As well as, the eigen vector of 𝑀is 

𝑍 = 𝑋 + 𝑌𝐼 if and only if 𝑋 is the corresponding eigen vector of 𝐴, and 𝑋 + 𝑌 is the corresponding 

eigen vector of 𝐴 + 𝐵. 
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Proof: 

We suppose that 𝑍 = 𝑋 + 𝑌𝐼 is an eigen vector of 𝑀 with the corresponding eigen value 𝑎 + 𝑏𝐼, 

hence 𝑀𝑍 = (𝑎 + 𝑏𝐼)𝑍, this implies 

(𝐴 + 𝐵𝐼)(𝑋 + 𝑌𝐼) = (𝑎 + 𝑏𝐼)(𝑋 + 𝑌𝐼), 𝑡ℎ𝑢𝑠 𝐴𝑋 + 𝐼[(𝐴 + 𝐵)(𝑋 + 𝑌) − 𝐴𝑋] = 𝑎𝑋 + 𝐼[(𝑎 + 𝑏)(𝑋 + 𝑌) −

𝑎𝑋]. We get: 

𝐴𝑋 = 𝑎𝑋, (𝐴 + 𝐵)(𝑋 + 𝑌) = (𝑎 + 𝑏)(𝑋 + 𝑌), so that 𝑋  is an eigen vector of 𝐴, 𝑋 + 𝑌  is an eigen 

vector of 𝐴 + 𝐵. The corresponding eigen value of 𝑋 is 𝑎, and the corresponding eigen value of 

𝑋 + 𝑌 is 𝑎 + 𝑏. 

For the converse, we assume that 𝑋 is an eigen vector of 𝐴 with 𝑎 as the corresponding eigen 

value, and 𝑋 + 𝑌 is an eigen vector of 𝐴 + 𝐵 with 𝑎 + 𝑏 as the corresponding eigen value, so that 

we get 𝐴𝑋 = 𝑎𝑋, (𝐴 + 𝐵)(𝑋 + 𝑌) = (𝑎 + 𝑏)(𝑋 + 𝑌). 

Let us compute  

𝑀𝑍 = (𝐴 + 𝐵𝐼)(𝑋 + 𝑌𝐼) = 𝐴𝑋 + 𝐼[(𝐴 + 𝐵)(𝑋 + 𝑌) − 𝐴𝑋] 

= 𝑎𝑋 + 𝐼[(𝑎 + 𝑏)(𝑋 + 𝑌) − 𝑎𝑋] = (𝑎 + 𝑏𝐼)(𝑋 + 𝑌𝐼) = (𝑎 + 𝑏𝐼)𝑍. Thus 𝑍 = 𝑋 + 𝑌𝐼 is an eigen vector 

of M with 𝑎 + 𝑏𝐼 as a neutrosophic eigen value. 

Theorem 3.16: 

The eigen values of a neutrosophic matrix 𝑀 = 𝐴 + 𝐵𝐼  can be computed by solving the 

neutrosophic equation 𝑑𝑒𝑡(𝑀 − (𝑎 + 𝑏𝐼) 𝑈𝑛×𝑛) = 0. 

Proof: 

We have 𝑑𝑒𝑡(𝑀 − (𝑎 + 𝑏𝐼)𝑈𝑛×𝑛) = det([𝐴 − 𝑎𝑈𝑛×𝑛] + 𝐼[𝐵 − 𝑏𝑈𝑛×𝑛]) 

= det ([𝐴 − 𝑎𝑈𝑛×𝑛] + 𝐼[det((𝐴 + 𝐵) − (𝑎 + 𝑏)𝑈𝑛×𝑛) − det[𝐴 − 𝑎𝑈𝑛×𝑛]]. Thus, the equation  

𝑑𝑒𝑡(𝑀 − (𝑎 + 𝑏𝐼) 𝑈𝑛×𝑛) = 0 is equivalent to  

det ([𝐴 − 𝑎𝑈𝑛×𝑛] = 0 (3,16,1), 𝑎𝑛𝑑 [det ((𝐴 + 𝐵) − (𝑎 + 𝑏)𝑈𝑛×𝑛) − det[𝐴 − 𝑎𝑈𝑛×𝑛] = 0   (3.16.2). 

From equation (3,16,1),  we get 𝑎 as eigen value of 𝐴, and from  (3.16.2) we get 

[det((𝐴 + 𝐵) − (𝑎 + 𝑏)𝑈𝑛×𝑛) = det[𝐴 − 𝑎𝑈𝑛×𝑛] = 0, thus𝑎 + 𝑏 is an eigen value of 𝐴 + 𝐵. 

Example 3.17: 

Consider 𝑀 the neutrosophic matrix defined in Example 3.5, we have 
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(a) The eigen values of the matrix A are {1,2}, and {1,3} for the matrix 𝐴 + 𝐵. This implies that the 

eigen values of the neutrosophic matrix 𝑀 are 

{1 + (3 − 1)𝐼, 1 + (1 − 1)𝐼, 2 + (3 − 2)𝐼, 2 + (1 − 2)𝐼} = {1 + 2𝐼, 1,2 + 𝐼, 2 − 𝐼}. 

(b) If we solved the equation det (𝑀 − (𝑎 + 𝑏𝐼)𝑈𝑛×𝑛)=0 has been solved, the same values will be 

gotten. 

(c) The eigen vectors of A are {(1,0), (1, −1)},the eigen vectors of 𝐴 + 𝐵 are {(1, −1/2), (0,1)}. Thus, 

the neutrosophic eigen vectors of M are 

{(1,0) + 𝐼[(0,1) − (1,0)], (1,0) + 𝐼 [(1, −
1

2
) − (1,0)] , (1, −1) + 𝐼[(0,1) − (1, −1)], (1, −1) +

𝐼 [(1, −
1

2
) − (1, −1)]} = {(1,0) + 𝐼(−1,1), (1,0) + 𝐼(0, −1/2), (1, −1) + 𝐼(−1,2), (1, −1) + 𝐼(0,1/2)} =

{(1 − 𝐼, 𝐼), (1, −1/2 𝐼), (1 − 𝐼, −1 + 2𝐼), (1, −1 + 1/2 𝐼)} . 

To determine the neutrosophic eigen vectors using Theorem 3.15. let  𝑋 be an eigen vector of 

𝐴, 𝑎𝑛𝑑 𝑌 be an eigen vector of 𝐴 + 𝐵, hence 𝑋 + [(𝑌) − 𝑋]𝐼 = 𝑋 + (𝑌 − 𝑋)𝐼 is an Eigen vector of 𝑀 =

𝐴 + 𝐵𝐼. 

Conclusion 

In this article, we have determined necessary and sufficient conditions for the invertibility and 

diagonalization of neutrosophic matrices. Also, we have found an easy algorithm to compute the 

inverse of a neutrosophic matrix and its Eigen values and vectors. 

As a future research direction, we aim to find the representation of neutrosophic matrices by linear 

transformations in neutrosophic vector spaces. 

Acknowledgment: The contribution of authors are roughly equal. 

Funding: This research received no external funding. 

Conflicts of Interest: The authors declare no conflict of interest.  

References 

[1] Abdel-Basset, M., Mohamed, R., Zaied, A. E. N. H., Gamal, A., & Smarandache, F. (2020). Solving the supply 

chain problem using the best-worst method based on a novel Plithogenic model. In Optimization Theory Based 

on Neutrosophic and Plithogenic Sets (pp. 1-19). Academic Press. 



Neutrosophic Sets and Systems, Vol. 40, 2021 10  

 

 

Mohammad Abobala, Ahmed Hatip, Necati Olgun,4Said Broumi, Ahmad A.Salama and Huda E.Khaled, The Algebraic 

Creativity in The Neutrosophic Square Matrices 

[2] Abdel-Basset, M., Gunasekaran, M., Abduallah G., and Victor, C., "A Novel Intelligent Medical Decision 

Support Model Based on Soft Computing and IoT", IEEE Internet of Things Journal , 2019. 

[3] Abdel-Basset, M., Gamal, A., Son, L. H., & Smarandache, F., "A Bipolar Neutrosophic Multi Criteria Decision 

Making Framework for Professional Selection", Applied Sciences, 10(4), 1202, 2020. 

[4] Abobala, M., "AH-Subspaces in Neutrosophic Vector Spaces", International Journal of Neutrosophic Science, 

Vol. 6 , pp. 80-86, 2020 

[5] Abobala, M., " Classical Homomorphisms Between n-refined Neutrosophic Rings", International Journal of 

Neutrosophic Science", Vol. 7, pp. 74-78 , 2020. 

[6] Abobala, M., "A Study of AH-Substructures in n-Refined Neutrosophic Vector Spaces", International Journal 

of Neutrosophic Science", Vol. 9, pp.74-85, 2020. 

[7]Alhamido, R., "On Neutrosophic Crisp Supra Bi-Topological Spaces", International Journal of Neutrosophic 

Science, Vol. 3, pp.11-14 , 2020. 

[8]Dhar, M., Broumi, S., and, Smarandache F., "A Note on Square Neutrosophic Fuzzy Matrices", Neutrosophic 

Sets and Systems'', Vol. 3, pp. 37-41 2014. 

[9]  Smarandache, F., Introduction to Neutrosophic Statistics, USA: Sitech & Education Publishing, 2014.  

[10]  Smarandache, F., "Neutrosophic Set a Generalization of the Intuitionistic Fuzzy Sets," Inter. J. Pure Appl. 

Math., pp. 287-297, 2005.  

[11] Abobala, M., and Hatip, A., "AH-Substructures In Strong Refined Neutrosophic Modules", International 

Journal of Neutrosophic Science, Vol. 9, pp. 110-116, 2020. 

[12]Kandasamy V, Smarandache F., and Kandasamy I., Special Fuzzy Matrices for Social Scientists . Printed in 

the United States of America,2007, book, 99 pages. 

[13] Khaled, H., and Younus, A., and Mohammad, A., " The Rectangle Neutrosophic Fuzzy Matrices", Faculty of 

Education Journal Vol. 15, 2019. (Arabic version). 

[14]M. Ali, F. Smarandache, M. Shabir and L. Vladareanu, "Generalization of Neutrosophic Rings and 

Neutrosophic Fields," Neutrosophic Sets and Systems, vol. 5, pp. 9-14, 2014. 

[15]Sankari, H., and Abobala, M., " Solving Three Conjectures About Neutrosophic Quadruple Vector Spaces", 

Neutrosophic Sets and Systems, Vol. 38, 2020. 

[16] Sankari, H., and Abobala, M., "Neutrosophic Linear Diophantine Equations With two Variables", 

Neutrosophic Sets and Systems, Vol. 38, 2020. 



Neutrosophic Sets and Systems, Vol. 40, 2021 11  

 

 

Mohammad Abobala, Ahmed Hatip, Necati Olgun,4Said Broumi, Ahmad A.Salama and Huda E.Khaled, The Algebraic 

Creativity in The Neutrosophic Square Matrices 

[17] Sankari, H., and Abobala, M., "n-Refined Neutrosophic Modules", Neutrosophic Sets and Systems, Vol. 36 , 

2020. 

[18] Smarandache F., and Abobala, M., " n-Refined Neutrosophic Vector Spaces", International Journal of 

Neutrosophic Science, Vol. 7, pp. 47-54, 2020. 

[19] Smarandache, F., and Abobala, M., "n-Refined neutrosophic Rings", International Journal of Neutrosophic 

Science, Vol. 7, pp. , 2020. 

[20]Thomas, M. G., " Convergence of Powers of a Fuzzy Matrix", J. Math. Annal. Appl. 57 , pp. 476-480, 1977. 

[21] W. B. Vasantha Kandasamy Florentin Smarandache K. Ilanthenral, INTRODUCTION TO BIMATRICES, 

HIXIS, 2005. 

[22]W. B. V. Kandasamy and F. Smarandache,” Fuzzy Relational Maps and Neutrosophic Relational Maps”, 

HEXIS Church Rock,p 302. 

[23] Abdel-Basset, M., Saleh, M., Gamal, A., Smarandache, F., 2019. An approach of TOPSIS technique for 

developing supplier selection with group decision making under type-2 neutrosophic number. Appl. Soft 

Comput. J. 77. https://doi.org/10.1016/j.asoc.2019.01.035 

[24] Abdel-Basset, M., Gamal, A., Chakrabortty, R.K., Ryan, M., 2021. A new hybrid multi-criteria 

decision-making approach for location selection of sustainable offshore wind energy stations: A case study. J. 

Clean. Prod. 280. https://doi.org/10.1016/j.jclepro.2020.124462 

[25] Abdel-Basset, Mohamed, Gamal, A., Chakrabortty, R.K., Ryan, M.J., 2020. Evaluation of sustainable 

hydrogen production options using an advanced hybrid MCDM approach: A case study. Int. J. Hydrogen 

Energy. https://doi.org/https://doi.org/10.1016/j.ijhydene.2020.10.232 

[26] Abdel-Basset, Mohamed, Manogaran, G., Gamal, A., Smarandache, F., 2019. A Group Decision Making 

Framework Based on Neutrosophic TOPSIS Approach for Smart Medical Device Selection. J. Med. Syst. 

43. https://doi.org/10.1007/s10916-019-1156-1. 

[27] Abdel-Basset, Mohamed, Gamal, A., Manogaran, G., Son, L.H., Long, H.V., 2020. A novel group decision 

making model based on neutrosophic sets for heart disease diagnosis. Multimed. Tools Appl. 79, 

9977–10002. https://doi.org/10.1007/s11042-019-07742-7. 

 

 

 Received: Sep 20, 2020.  Accepted: Feb 1, 2021 

 

https://doi.org/10.1016/j.asoc.2019.01.035
https://doi.org/10.1016/j.jclepro.2020.124462
https://doi.org/https:/doi.org/10.1016/j.ijhydene.2020.10.232
https://doi.org/10.1007/s10916-019-1156-1

