
https://doi.org/10.1007/s10846-021-01318-0

Dynamic SpectrumManagement with Network Function
Virtualization for UAV Communication

Zhengjia Xu1 · Ivan Petrunin1 · Antonios Tsourdos1

Received: 11 June 2020 / Accepted: 6 January 2021
© The Author(s) 2021

Abstract
Rapid increases in unmanned aerial vehicles (UAVs) applications are attributed to severe spectrum collision issues, especially
when UAVs operate in spectrum scarce environments, such as urban areas. Dynamic air-to-ground (A2G) link solutions
can mitigate this issue by utilizing programmable communication hardware in the air and real-time assignment of spectrum
resources to achieve high-throughput and low-latency connectivity between UAVs and operators. To mitigate the high-
computation issue among ground control station (GCS) networks and provide a broad communication coverage for large
number of UAVs, we propose an advanced UAV A2G communication solution integrated with the dynamic spectrum
management (DSM) and network function virtualization (NFV) technology to serve urban operations. The edge-cutting UAV
communication technologies are surveyed. The proposed scheme is discussed in terms of the high-level system architecture,
virtual network architecture, specific virtual functions (SVFs), and affiliated operation support databases. Some major
research challenges are highlighted and the possible directions of future research are identified.

Keywords Aeronautical cognitive communication · Air-to-ground communication · Virtual network · UAV
communication · Network function virtualization · Urban communication

1 Introduction

Unmanned aerial vehicles (UAVs) have drawn tremendous
attention in recent decades due to their advantages in high
mobility and convenient deployment; however, the inherent
high-dynamic characteristic [23] in UAVs brings additional
challenges in the information exchange between UAVs
and users, specifically demanding a low-latency and high-
throughput wireless air-to-ground (A2G) link. The commu-
nication schemes in A2G links typically employ a static
link, such as aircraft communications addressing and report-
ing (ACARS), global system for mobile communication
(GSM), and L band digital aeronautical communications
systems (L-DACS) [31], with predetermined spectrum
resources, which may result in a scarcity of bandwidth in
cases of high-throughput communication during short-term
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periods [66]. In some operations with extreme spectrum
scarcity, such as the urban environment, communication
links are easily interfered with by other users, and suffi-
cient bandwidth is lacking. Apart from investigating more
efficient links, other considerations are highlighted when
operating in the urban area: (1) the strong scalability with
a number of UAVs, (2) enabling the deployment of terres-
trial infrastructures with broad coverage purpose, (3) miti-
gating the computation loads, (4) heterogeneous communi-
cation technologies, (5) and least modification to the cur-
rent resolutions. Regarding that most UAV communication
researches only work on the device to device solution, those
work do not address the above considerations thoroughly,
which drives needs of investigating the high-level UAV
communication design with edge-cutting technologies.

Several projects has been held to enhance the aeronau-
tical link quality by introducing more flexibility in the
communication. In the design phase B of the satellite com-
munication for air traffic management (Iris) project held
by the European Space Agency, an asynchronous code-
division multiple-access (A-CDMA)-based return link, i.e.,
A2G, and an adaptive forward link, i.e., ground-to-air
(G2A) synthesized with changeable coding and modulation
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techniques, are being held to maximize the utilization of
the aeronautical communication spectrum [30]. The inte-
gration of multiple data links into one platform is another
challenge to enable the seamless connectivity. SANDRA
project held by the German aerospace center (DLR) inves-
tigates the integration of data links, radios, and antennas,
such as very high frequency data link mode 2 (VDL2),
and L-Band and aeronautical mobile airport communica-
tion system (AeroMACS) data links. The SANDRA project
developed a new aeronautical telecommunication network/
open systems interconnection (ATN/OSI) over VDL2/IP
(AeroMACS, SwiftBroadband (SBB)) stack and tested it
with flight trials [57].

However, the above projects are designed for aircraft
operations without concerning the large UAV numbers and
the scarcity of using spectral resources in UAVs. The UAV
communication links also demand a simplified resolution
with the least modification to the current technologies so
as to improve the link flexibility and reliability. More-
over, the scarcity of spectrum resources in UAV operations
and lacking the unified UAV communication scheme also
drive the need of an integrated communication proposition
to alleviate the above issues. The authors in [65] sum-
marized detailed challenges in the design phase of UAV
communication solutions where some wireless communi-
cation challenges were highlighted, such as the extension
of coverage area, the reliable network connectivity and the
topology control among UAV networks. The authors in
[27] investigated a survey of UAV communication from the
link perspective to meet standard requirements of synchro-
nization, safety, security, and scalability, where the feasible
wireless technology and adaption of protocols for aerial
networks were highlighted.

In an attempt to manage the spectrum resources in the
urban area, the resource allocation based dynamic spec-
trum management (DSM) scheme is promising to introduce
more flexibility in the link solutions among UAVs. Enabled
with DSM, the spectrum resources can be improved effi-
ciently by way of generating the optimized communication
schemes to be accustomed to the changeable RF environ-
ment. Some functions are enabled with the DSM, such
as the collaborative communication [13], regulated com-
munication behavior [94], and frequency hopping [83].
However, with the centralized DSM schemes [94], the con-
struction of terrestrial infrastructures is one challenge given
the temporal and spatial characteristic of spectrum resources
for different areas, and high computation when process-
ing and allocating spectrum resources. Moreover, for the
urban operation, the integration of heterogeneous infras-
tructure type is important, which is not considered in most
publications.

As a fundamental technology proposed by European
telecommunications standards institute (ETSI) in 2012 and
used for the 5G developments, network function virtualiza-
tion (NFV) technology enables the feasible establishment
and integration of infrastructures by decoupling and split-
ting the entire system functionality of the physical networks
into the virtual functions so as to form virtual networks
(VNs) [38]. Enabled with the isolated feature of NFV, the
hardware deployment issues, such as limitations in the pro-
cessors, storage, and switches are mitigated from the deve-
lopment perspective. The virtual functions (VFs) are exe-
cuted on the virtualized platforms simultaneously to lever-
age the performance and running cost. The software devel-
opers program the system functions by requesting the
hardware resources, where the hardware resources can be
regarded as black boxes. The hardware implementation
becomes convenient and the compatibility concern among
heterogeneous hardware platforms is addressed by the uni-
fied protocol in NFV. Several benefits are highlighted, for
instance, having a strong scalability and capability in embra-
cing the heterogeneous hardware, the efficient management
of computational resources, reduction in capital expenses,
reduction in operating expenses and convenient migration
to additional systems. Based on NFV, network slicing,
edge computing and software defined network (SDN) are
achievable to provide more specific services.

Oriented from the dynamic spectrum sharing structures
[13, 83, 94], this paper proposes to integrate the NFV with
the GCSs deployment where the central allocation scheme
is employed to serve the UAV operations. The GCSs are
formed as VNs. The spectrum resources are processed and
managed in VNs. The functions, such as spectrum process-
ing and allocation, and the resource storage in the GCS
networks, are also virtualized to facilitate the convenient
deployment of GCSs. The contribution of this paper is the
integration of DSM and NFV in a general-purpose UAV
communication networking to form a unified architecture.
Facilitated by the proposed scheme, computation loads in
GCSs and UAVs are mitigated. Moreover, the heteroge-
neous UAV platforms can be embraced conveniently, and
other systems are easily interfaced through the application
layer directly.

2 RelatedWork

The emergence of cognitive radio (CR) [50] is promising
for achieving the flexible communication by using program-
mable hardware, such as the software-defined radio (SDR).
Several parameters are configurable during the transmission
in an attempt to maximize spectrum resource utilization and
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maintain quality of service (QoS). Functions of the spec-
trum resource sharing and dynamic scheduling of commu-
nication schemes are commonly considered in the cognitive
communication. In CR, two types of users are categorized
in accordance with having licenses: primary users (PUs) and
secondary users (SUs). SUs are allowed to access channels
or frequencies opportunistically when PUs of this channel
are idle, where such vacant opportunities are called white
spaces, spectrum holes or spectrum opportunities [19, 28].

When applying the CR technology for the UAV applica-
tions, extensive works have been done. The authors in [59,
60] discussed typical challenges and solutions when using
the CR concept in the UAV communication, for instance
the agile link leading to the link losses, distinguished RF
environment in different locations, and the UAV mobility
leading to propagation effects. The authors in [62] reviewed
some design issues, research challenges and promising tech-
nologies following the OSI protocol stack for the CR-
enabled UAV communication. The authors in [30] reviewed
CR-enabled aeronautical communication and presented an
overview of standards that new systems should be compliant
with.

Oriented from the CR concept, the opportunistic spec-
trum access (OSA) is a more specialized technology aimed
at improving the spectrum utilization ratio by sharing spec-
trum resources opportunistically among users. The authors
in [71] presented a multi-level system framework with an
opportunistic communication scheme in which the time,
frequency and spatial stream of the wireless environment
were significantly improved. The authors in [8] described
a policy-based radio for UAVs in which the radio can con-
sider spectrum opportunities and perform dynamic spectrum
access (DSA). The authors in [67] presented a navigation
data-assisted OSA scheme for heterogeneous UAV net-
works by flexibly scheduling the spectrum subbands. The
authors in [45] presented an OSA scheme based on an effi-
cient spectrum sensing algorithm and discussed the deter-
mination of spectrum processing time and priority control
with the proposed algorithm. However, the above solutions
assume to have high-performance processors onboard to
implement the real-time spectrum detection [5] (although
the size, weight and power (SWaP) limitation can be mit-
igated through the cooperative sensing [5], such as the
work done in [58]), decision-making, and may have the
contention issue when UAVs are deployed in a distributed
manner.

In addition to providing low-cost methodologies to
relieve onboard computational loads, the spectrum resource
allocation structure [77] is another resolution to address
the limited on-board computation issue. In a wireless sen-
sor network (WSN), a centralized approach was presented

to leverage computation for cooperative spectrum sensing
with SUs that may use heterogeneous detectors [13]. In
aeronautical communications, the authors in [94] presented
a framework in which spectrum resources are originally
allocated to nodes to ensure resource utilization efficiency.
We previously investigated a cognitive-enabled DSM com-
munication scheme for the UAV A2G link where both spec-
trum awareness and decision making are performed terres-
trially and uploaded to the airborne system [83]. However,
the above works did not consider the limitation in process-
ing and storing large quantities of spectrum data, especially
when monitoring the spectrum over a wide bandwidth.

In recent years, NFV-related research for UAV applica-
tions has attracted enormous attentions in many applica-
tions. To enable a UAV-assisted information collection
network, a softwarization NFV and SDN-based architecture
was proposed in [63], where UAVs were combined with
WSNs to form a cooperative resource sensing system. A
UAV-cloud platform was discussed in [46], where UAVs
and services were modeled in a general spectrum allocation
based architecture. A UAV system architecture using fog
computing capabilities to support Internet of Things (IoT)
applications was presented in [51]. To apply NFV in UAV
deployment, a UAV scheduling policy was investigated in
[76] by having an NFV paradigm to allocate UAVs based
on energy consumption. [52] explored and performed preli-
minary experiments on NFV for enabling the flexible
and cost-effective deployment of UAVs with multimission
types. The authors in [79] used an NFV-SDN for monitoring
UAV-network services, specifically the anomaly detection
through SDN traps.

Summaries of the dynamic A2G communication sche-
mes are highlighted in Table 1. The few existing works
related to sharing spectrum resources with UAVs, especially
with the interweave method, allow UAVs to access spectrum
resources opportunistically [66]. Recently, the concept of
using the centralized spectrum allocation scheme for the
UAV communication is proposed in [9], which is similar
with our previous work in [83]. However, both works do not
consider the actual deployment of GCSs, as well as huge
computation loads in GCSs. Other similar networks, such
as VNF- or WNF-enabled radio access network (RANs),
are currently being investigated among other application
scenarios, for instance, cellular communication in [54] and
automotive vehicles in [53]. However, the above works
did not consider the typical UAV communication scenario,
which drives the needs of proposing an exclusive UAV
communication solution for the urban area.

The rest of this paper is organized as follows: Section 3
introduces state-of-art communication networks. Section 4
presents the proposed communication network for UAV
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Table 1 Summarized drawbacks and challenges in the published works

References Main contribution Application Efficient
spectrum usage

SWaP Efficient ground
network

[59, 60] Formulate a dynamic scheme
with programmable hardware

UAV A2G N N N/A

[8, 71] Address spectrum scarcity prob-
lem by opportunistic access to
links

UAV A2G Y N N/A

[45, 67] Address spectrum scarcity with
OSA considering computational
loads

UAV A2G Y Y N/A

[13, 83, 94] Present spectrum allocation
enabled approaches with
detectors to end users

WSN, Aeronautical, UAV A2G Y Y N

[46, 51, 52, 63, 76, 79] Present UAV and NFV com-
bined networks among diverse
applications

UAV-cloud, FANETs N/A Y Y

[38, 53, 54] Present communication link solu-
tions with VNs

Cellular Y N/A Y

A2G links. Section 5 highlights research challenges in
the implementation of the proposed network. Section 6
concludes this paper.

3 Architectures of State-of-the-Art
Communication Networks

This section presents the published cognitive communica-
tion networks for UAV A2G links, where the cognitive
concept is discussed in particular. The typical NFV net-
work in cellular networks is also briefly discussed, given the
employment in the proposed network.

3.1 Cognitive Radio

In the case of CR, three typical wireless design paradigms
are unified according to the coordination relations between
PUs and SUs, i.e., interweave paradigm, underlay paradigm,
and overlay paradigm [20].

The basic concept of the interweave paradigm is charac-
terized as one opportunistic communication scheme using
DSA methods [20], where SUs perform transmission when
PUs are vacant. Such vacant opportunity is commonly
defined in the frequency and time domain or from the spa-
tial and temporal perspective. One major characteristic of
interweave communication diagrams envisions low inter-
ference towards existing users, where only the knowledge
base of users’ patterns is needed and can be identified using
spectrum sensing technologies.

The underlay paradigm allows both PUs and SUs
to communicate simultaneously only if the interference
caused by SUs is below a desired value to PU receivers

[20]. Therefore, the underlay paradigm requires omniscient
knowledge of PU locations and relies on a precise propaga-
tion model to calculate the SU transmission power before-
hand. A thorough system that integrates every user together
and manages spectrum among users is necessary in the
underlay paradigm, whilst it is not achievable in the
industrial scientific medical (ISM) band because users in
ISM have not been registered in any systems for now.

The overlay paradigm assumes that SUs are omniscient
on PUs’ codebooks and messages [20]; thus, SUs perform
as transceivers following the procedure of packing SU
messages into the same profile as PUs and broadcast
the combined messages to both SU receivers and PU
receivers.

In practice, the underlay and overlay paradigms require
a pre-knowledge or estimation of PUs’ information, such
as the message contents, transmission power, and receivers’
locations; thus, the interweave paradigm is mostly consid-
ered especially in DSM.

According to our previous work [83], a general procedure
of interweave-based cognitive communication is illustrated
in Fig. 1. Two abstract components are defined from the
cognitive concept, i.e., cognitive detector (CD) and control
agency (CA). The global objective of CDs is to perform
spectrum awareness, along with additional functions of
sensing a radio frequency (RF) environment, identifying
RF patterns, and extracting characteristics in the RF. Some
technologies are commonly utilized when constructing
CDs, such as the spectrum sensing methods reviewed
in [88], identification of spectrum opportunities [14], or
utilization of radio environment maps (REMs) [55]. In
accordance with the prediction of the PUs’ traffic model,
two groups of detectors are then categorized, i.e., reactive
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Fig. 1 General procedure of
interweave paradigm-based
cognitive communication

detector and proactive detector [78], based on reactive
sensing and proactive sensing approaches, respectively.

The typical CA manages the utilization of spectrum
resources from detectors, specifically providing services
of intelligent decision making, failure detection and
recovery, communication management, priority control,
communication load balance among resources.

3.2 Cognitive Communication for A2G Links

By applying CR concepts into A2G communication, two
typical communication frameworks are highlighted in Fig. 2
referring to [62] considering spectrum sensing deployment.
In both presented frameworks, CDs are characterized to
monitor the interested spectrum frequency, while UAVs
function as a CA to retrieve the spectrum data and share
with other UAVs to obtain a global vision [62]. Based
on obtaining the entire spectrum environment information,
the spectrum utilization schemes are then generated by
predicting and analyzing idle frequencies or blank spectrum
opportunities.

• In the cluster-based spectrum sensing-based communi-
cation framework (see Fig. 2a), CDs are organized into
clusters composed of member nodes and cluster heads.
CDs of member nodes execute the spectrum aware-
ness function and deliver the spectrum data to CDs of
the cluster head, consequently transferring to UAVs for
further processing and sharing.

Some distinguished requirements or challenges when
implementing this framework are (1) high-throughput
upload links attributed to large amounts of spectrum sensing
information, (2) high computational processors in CDs and
UAVs to execute spectrum sensing and spectrum analysis,
respectively, and (3) high-throughput air-to-air links when
exchanging spectrum information among UAVs.

• In an attempt to reduce the algorithm complexity and
enhance the sensing performance [5], a cooperative
spectrum sensing-based communication framework is
illustrated in Fig. 2b. The spectrum information is

collected collaboratively through CDs and passed to
UAVs via uplinks. Individual CDs broadcast spectrum
information without having a specific transmitter link
cluster head.

Some distinguished requirements or challenges when
implementing this framework are (1) high-throughput
upload links attributed to large amounts of spectrum sensing
information, (2) high computational processors in UAVs to
analyze the spectrum information, and (3) high-throughput
air-to-air links when exchanging spectrum information
among UAVs.

3.3 Network Function Virtualization

Virtualization technology enables the isolation of hardware
realization and software applications, where users run
an emulated environment on their hardware formulated
with multiple virtual machines (VMs) to access physical
resources. Specifically, the NFV concept separates NFs
from dedicated and heterogeneous hardware appliances
consolidated through standard information technology
platforms, for instance, servers, switches, and storage [26].
The developers concentrate on developing virtual functions
(VFs). The coordination of storage and processing among
VFs are addressed in an orchestration to enable an efficient
utilization of terrestrial computation resources. A typical
NFV framework is illustrated in Fig. 3, where the physical
hardware, virtual components, VNFs, operation support
system (OSS), and hypervisor are commonly included.

The physical layer consists of computing hardware, sto-
rage hardware, and network hardware to form the compu-
tation resources, and allow virtual functions to access and
manage the resources by mapping the hardware to a vir-
tualization format. The virtualization layer, along with its
virtual resources, consists of virtual computing, virtual stor-
age, and VNs abstract hardware resources and provides
requested resources to VNFs for execution. The routine,
VNs management, and VNs access are controlled by an
orchestrator in the hypervisor through this layer. The VNs
management aims at controlling NFV life-cycle operations
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Fig. 2 Typical cognitive
communications with terrestrial
spectrum awareness to enable
A2G links

and consists of the instantiation, decomposition and deploy-
ment [25], update, query, scaling, and termination. More-
over, given the decoupling physical hardware with VNFs,

where a virtual infrastructure manager is used for regu-
lating procedures, allocating and managing resources, and
detecting or recovering faults in processing.

Fig. 3 NFV framework entities
in a cellular network
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Other components, such as the element management
system, service, VNF and infrastructure description, and
business support system, are well explained in [26].

Three virtual platforms are categorized according to
the service offering levels: software as a service (SaaS),
platform as a service (PaaS) and infrastructure as a service
(IaaS)) models. With a software customization concept,
SaaS offers integrated applications running on VNs to
customers via application programming interfaces (APIs).
Paas provides the running environment for the customers.
Iaas offers the fundamental services in the infrastructures,
such as the storage and computation. Some distinct features
of SaaS are highlighted, such as release in constructing
service users, flexibility and convenience in deployment and
professional support [43]. Considering the above remarks,
the NFV-enabled SaaS model is preferred for proposing the
communication network.

4 DSM and NFV Enabled A2G
Communication

To alleviate drawbacks in typical cognitive communication
(see Fig. 2) and address other challenges in the UAV com-
munication frameworks in Table 1, a novel edge-cutting
communication scheme, i.e., a DSM and NFV based com-
munication, is presented in this section. Some discus-
sions are presented, such as the communication procedure,
demonstrative use cases, deployment structures of spectrum
managers, and affiliate database construction.

The proposed communication is integrated with the
cognitive communication concept for the full exploitation
of spectrum resource purposes, where CDs are fused to be

aware of a global spectral environment. Additionally, a VN
is presented and characterized as a CA to process large
quantities of spectrum data. The communication schemes
are generated in the VN according to the real-time spectrum
environment and are uploaded to UAVs individually. UAVs
are equipped with programmable transmitters and broadcast
feedback data to CDs through transmitters and terrestrial
antennas.

The conceptual urban operation with the proposed DSM
and NFV communication is illustrated in Fig. 4. The
global spectral environments are analyzed in VNs through
infrastructures to discover the vacant spectrum resources.
Therefore, the spectrum awareness function in the typi-
cal communication systems is offloaded to the terrestrial
stations to mitigate the onboard processing. The commu-
nication schemes are generated in VNs and forwarded to
UAVs through a fixed link, i.e. satellite communication (Sat-
Com) due to its world-coverage capability. The forward
link consists of command & control (C2) messages and
the communication scheme. After UAVs retrieve the infor-
mation, a dynamic backhaul transmission is implemented
following the uploaded information with the DSM scheme
in Section 3.1.

A specific use case of package delivery with the
DSM and NFV solution is presented in Fig. 5. As is
shown, when UAV flying across areas with complicated RF
environments, corresponding best link schemes (frequency,
modulation, transmission power, etc.) are allocated to
UAV so as to improve the reliability for the operation.
Moreover, the UAV communications are regulated by such
scheme. The spectrum scarcity issue in the static links are
mitigated through the dynamic shifting of frequency and
technology. The centralized spectrum management structure

Fig. 4 The urban operation with
the DSM and NFV
communication networks
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Fig. 5 DSM and NFV based
communication for the package
delivery

also addresses the issue of RF collision among internal UAV
networks.

The proposed DSM and NFV can be developed
by modifying current communications. A system model
demonstrated with the Internet of Things (IoT) network
[3] and the on-board CR communication design [69] is
presented in Fig. 6. As the cloud or VNF based IoT has
been extensively studied, the terrestrial deployment refers
to IoT as the prototype. The sensors are the wideband
spectrum sensor in this case, and are enabled with multiple
input multiple output (MIMO) technology for detecting
RF environment in interest. The VNs are constructed with
typical hardware deployments. The virtual functions are
discussed in the following section. The users in this case are
the UAV operators, which deliver C2 messages to VNs, and
receive communication messages from VNs.

In a typical UAV control system, some modules are
consisted, such as the cognitive communication, flight

control, positioning, power supply, sensor fusion, mission
execution, and flight management. With the typical CR
based UAV design in [69], the cognitive communication
module requires to be modified by removing some functions
marked in red and adding additional function marked in
blue following Fig. 7. Some advanced functions, such
as the spectrum selection, spectrum routine, and collision
avoidance are mitigated to the VNs in the proposed
architecture. However, the communication scheme, i.e. the
spectrum access sequence should be received from GCSs
additionally.

The details of constructing VNs with general-purpose
conceptions are discussed in the following section.

4.1 SaaS Deployment

As is presented in Section 3.3, this paper deploys the SaaS
structure as the prototype for interfacing with users and

Fig. 6 IoT and CR based
communication model enabled
with virtualization technology
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Fig. 7 Hardware deployment
with CR architecture. (The
offloaded functions are marked
as red boxes. The additional
function is marked as the blue
box)

systems. An SaaS based UAV communication structure is
illustrated in Fig. 8.

Distinct from the user equipment (UE) in [38], operators
in the VN are defined for the purpose of controlling
UAVs and receiving feedback data from UAVs. Specifically,
operators send C2 messages to the VN and retrieve feedback
data from the network.

Similar to the remote radio head (RRH) or remote radio
unit (RRU) in [38], cognitive transmitters (CTs) occupy the
VN for accessing the assigned outcomes, i.e., the generated
communication schemes. CTs also enable a large number
of antennas in their coverage area and operate as trans-
mitters for delivering messages to UAVs via fixed uplink
solutions.

Facilitated by the VN, the computation loads among CDs
are also released where the main function is to retrieve raw
spectrum data over a broadband frequency from a number
of antennas. After handling the data briefly, for instance,
downsampling, filtering, packing or demodulation, the
processed data are then passed to VN to form a global
picture of spectrum environment. It is noted that the
sensed data not merely include the information of the RF
environment but may also contain the feedback information
from UAVs.

Providing that heterogeneous CD types may exist in prac-
tice, the level of heterogeneity is typically accommodated
in cooperative spectrum sensing schemes [5] to enable the
coexistence of various SU networks. Facilitated with NFV,
the handling with heterogeneity can be achieved in the VFs
with sufficient computation resources and executed in a cen-
tral way to obtain an accurate decision. Typical cooperative
sensing methods [5] can also be implemented as VFs.

Some other units composed in the VN are highlighted;
for instance, a switch [26] is required for message exchange
between the VN and other units, and integration of baseband
units (BBUs) is required to realize defined functions, and
BBU pool units are built up as local cluster heads in Fig. 2a
to manage computational loads and storage based on the
global spectrum environment. The connectivity between
BBUs and CDs can be fully or partially decentralized to
reduce the burden on the transport networks [24].

From the high-level system perspective, the most
distinctive feature with typical NFV architectures, such as
the one presented in Fig. 3 or the architectures in cellular
communications [24], is the changeable network end-users
according to the workflow direction.

In the forward workflow, i.e., delivering control messages
to UAVs, CTs are end-users of the VN due to the

Fig. 8 Virtualized system
architecture for spectrum
resource management in UAV
A2G communication
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acquisition of the assigned spectrum outcomes. In the
backward workflow, i.e., retrieving feedback massages from
UAVs, operators become end-users due to the acquisition of
information via the network.

4.2 Virtual Network Architecture

A fundamental SaaS-enabled VN architecture is highlighted
in Fig. 9, where the architecture is organized with a flexible
infrastructure layer, support platform, basic applications
layer, and applications layer. Three VN utilities, i.e., opera-
tors, CDs and CAs, demonstrate access to the proposed
network via web services, providing efficient bandwidth of
Internet access with web browsers. Distinct from typical
architectures such as the SDN-based WNV framework
in [38, 53], some customized applications are marked as
‘green’ to distinguish differences.

A number of resources are virtualized and combined
through a support platform layer, where physical resources
commonly include processors to supply computational
power, servers for storage and middleware to provide other
functions, e.g., firewalls [79]. Other software resources are
orchestrated by this support platform, where the resour-
ces include the operating systems (OSs) and network cons-
tructions. Facilitated by the additional virtualization plane,
the above resources are isolated from the hardware and
become flexible to fulfill unique customizations.

A basic application layer is required to formulate the
fundamental functions of the VN, e.g., operation and
maintenance, access control, and security control.

• Operation and maintenance applications generally mon-
itor the utilization conditions among VMs and bal-
ance computational resources to confront an optimal

condition in operations. Specifically, the optimiza-
tion, scheduling [89], dispatching, service oriented, and
knowledge management functions are typically consid-
ered in resource allocation, as well as fault detection,
load balancing [49], state estimation, and high availabil-
ity in the monitoring phase [87].

• Access control provides admission to certain activities
or end-users relying on predefined permissions and
privileges. The access control application in this work
generally regulates the access behavior from operators
to the requested data, while the access among internal
activities, such as the connectivity between processor
and storage, is also included in this application.
Three categories of access control models are typically
grouped according to whom owns the authorization:
discretionary access control (DAC), mandatory access
control (MAC), and role-based access control (RBAC)
models [47].

• Security is always one challenge in the VN, providing
its high dependence on software engineering and remote
access to physical infrastructures. Some secure aspects
are summarized, such as data security, abuse of cloud
services, malicious insider and cyberattacks [85]. There
are a number of solutions to improve network security,
such as the identification of access methods, reliable
access control, modern virtual private networks (VPNs),
and authentication credentials (ACs). A thorough re-
view of cloud service security is discussed in [68].

On the basis of the introduced applications, the high-
level applications are customized according to our particular
needs of UAV services, and the fundamental applications
are highlighted, such as registration and authorization, web
server hosting, and specific virtual functions (SVFs). The

Fig. 9 Network architecture for
the SaaS platform
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former two applications perform similar functions as the
user authentication and web interfaces in [38], while the
SVFs are discussed in the following section.

• The registration and authorization application serves
to ensure confidential access of operators, CTs and
CDs to the VN without security threats. Providing
multiple potential end-users, its corresponding utility
in a multitenant SaaS platform can be referred to,
which allows multiple organizations to be served
by accommodating their unique requirements through
configuration at the same time [2].

• Distinct from non-VNF enabled web hosting models,
the web server hosting in the VN represents that the
acquisition of data is performed over an abstract ser-
ver, even though the data are stored in heterogeneous
servers. Therefore, a high-level controller is required for
creating web hosting services, balancing services and
assigning web server hosting to customers.

4.3 Specific Virtual Functions

In this section, we focus on the detailed discussion on the
SVFs to meet the minimum construction of the network
considering unique UAV features. Furthermore, the forward
workflow chart and backward workflow chart based on the
VFs are presented in Fig. 10 to explain logical relationships
among VFs.

The resource process and storage function aim at retrie-
ving the spectrum data from CDs. Apart from the storage
objective, the collected spectrum resources demand to be
identified to obtain spectrum opportunities and packed with
labels such as time label [61] and geographic information
label [18] for the further allocation. Considering the data
pass between the process and storage, an efficient pass-by-
reference data flow scheme then can be referred to [16]
because of the virtual storage feature in VN and main
advantages of low throughput and latency in transferring
large quantities of data.

In the proposed architecture, the operators communicate
with UAVs through the VN, thus a command process and
storage function is needed to establish the connectivity,
specifically to provide APIs [26] to operators and save
C2 messages from operators. Those C2 messages control
the high-level operations and are deterministic with some
examples of information requests, upload waypoints,
operation at a certain condition, return home, etc.

For the purpose of real-time assignment of spectrum
resources [77] and mitigation of onboard computational
loads, the communication scheduling function is virtualized
as one primary service to generate dynamic communica-
tion schemes. Embedded with programmable transmitters
in UAVs such as lightweight SDR [17], the recommended

transmitter configurations, such as modulation type, tone
number, and communication frequency, can be optimized
according to the collected spectrum environment and then
packed into headers with the requested C2 data. By imple-
menting a time-synchronized protocol such as the IEEE
802.1ASrev [10] standard in the UAV platform, the com-
munication scheme labeled with time information, specif-
ically the start time of transmission and the end time of
transmission, can also be integrated into the data pack-
age as gate control lists (GCLs) [18] for implementing an
opportunistic communication solution. Additionally, with
sufficient computational power provided by the VN, more
considerations can be introduced for producing the com-
munication schemes, for instance, the heterogeneous QoS
requirements among various links [84], communication
delay compensation based on real-time flight conditions
[44], link enhancement and recovery mechanism [73].

A message extraction is prominent for discovering UAV
signals in broad bandwidths and decoding feedback data
from received signals. Assisted by the knowledge of com-
munication schemes, the extraction can be addressed with
UAV estimation of arrival messages. Providing various data
types, for instance, the detector data (e.g., messages, images,
video, etc.), health data (e.g., remaining power, mechani-
cal/electrical failure) or other specific types [83], it is pos-
sible to receive multiple data segments when the commu-
nication scheme is offered with short duration of spectrum
opportunities. Consequently, the functionality of combining
multiple data segments into one is formulated [21].

The flight-condition monitoring function facilitates the
alleviation of side effects [23] resulted from mobile and
dynamic conditions of UAV operation scenarios. Some
propagation effects, such as the Doppler effect, multipath
effect, and fading effect can be compensated in the mod-
ulation assisted with this function. In addition, nontypical
flight conditions may also influence communication per-
formance [31], e.g., low remaining power and abnormal
altitude, which can be compensated for or handled with on
the ground.

The mobile characteristic and flexible data links may
introduce more risks, such as loss of connection in the
uplink, loss of connection in the feedback link, incomplete
data segments, and high package error ratio, comparing with
static link solutions. Hence, a function of failure discovery
and recovery is needed to maintain the link quality and
enable the integrity of feedback data. Moreover, correspon-
ding failure recovery measurements [44, 73] are executed in
this function to mitigate the discussed negative effects.

It worth to be mentioned that assisted with VNF, the
VN can be easily extended with more applications or
integrated with other systems, such as network topology
maintenance among groups of CDs, CTs and BBUs [1],
communication scheduling, coordination and cooperation
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Fig. 10 Architecture and
workflow in the VN

[72], energy spectrum allocation based task allocation
[46], and anomaly detection system to maintain network
operations [79].

It is noted that facilitated by the operation and
maintenance function discussed in the basic application
layer, the computational resources among the VFs can be
dynamically adjusted to optimal conditions according to
the computational status and demands among VFs. For
example, when operators send commands to the network,
the communication scheduling function is assigned with
more computational resources in order to gather information
from other functions and generate communication schemes
for multiple UAVs. In the idle condition, which means
no orders to be given, more computational resources are
assigned to the spectrum process function to analyze and
estimate spectrum patterns. Similarly, the failure discovery
and recovery function, flight-condition monitoring function,
and spectrum process and storage function request for
computational power only when receiving information
from UAVs. Therefore, by having such VFs and dynamic
management, the NFs are well assembled and operate in
optimal conditions.

4.4 Operation Support Database

Providing the existence of UAS traffic management (UTM)
systems [52] or other mature systems, some information
can be obtained directly from different database. For
the implementation of the VN, some information are
needed, such as the UAV location, operational conditions
of antennas and preregistered UAV information, thus the
UAV geographic database, antenna information database
and UAV mission database are highlighted in this section
separately.

UAV geographic database is used for recording and up-
dating the location of individual UAVs, where the discov-
ery of UAVs commonly follows an active or passive way.
The active discovery method represents UAVs broadcasting
locations to ground stations periodically, especially by using
automatic dependent surveillance-broadcast (ADS-B) mes-
sages. The passive method indicates that UAVs are moni-
tored with additional methods, such as acoustic signature
identification [7], optics identification [42], radar-based
detection [12], and radio frequency (RF) signal detection
[17].
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Antenna information database matters especially in the
heterogeneous networks (HetNets) and beyond visual line-
of-sight (BVLoS) operations, providing the storage of
antenna deployment [80] and running conditions. This data-
base stores the available antennas and enables the connec-
tivity from the physical layer perspective and also relates
to the coverage map [80] of services for supporting UAV
operations in this case.

Similar to the airline flight plans [6], the UAV mission
database registers flight plans before each operation, inclu-
ding operation number, ID of UAV, start time, end time,
destination, start location, operation type, estimated flight
path, speed, and altitude [33]. The UAV geographic data-
base and mission database are fused together to enable app-
lications, e.g., scheduling the flight path to maintain an opti-
mal communication connectivity [90], and reducing nega-
tive side effects as explained in the failure discovery and
recovery function.

5 Open Issues or Future Directions

According to the proposed DSM and NFV communication,
some research challenges and promising directions are
highlighted in this section.

5.1 Intelligent Spectrum Awareness and Analysis
Technology

The proposed system architecture relies on two critical
functions of spectrum awareness: the recognition of
the spectrum environment and the identification of the
UAV feedback signal. The cognitive receiver specifically
enabled with heterogeneous antennas in wideband sensing
frequency is commonly recognized to be challenging for
simultaneously processing the explosive growth of spectrum
data with multiple data types.

To improve cognition in detectors, facilitated by the
powerful decision-making capability in deep learning, the
integration of deep learning into conventional spectrum
awareness methods can be prominent in enhancing the
intelligence in any detectors or receivers, as well as
improving the end-to-end capability for the reduction in
human intervention. Some studies have been performed
in the identification of signals by using deep learning
approaches. For instance, one study [36] presented an
approach for extracting features in the frequency and
time domains for blind detection based on the fusion of
convolutional neural networks (CNNs) and long short-term
memory (LSTM) networks. In [86], a CNN-based module
was used to extract Morse signals in a blind wideband
sensing scenario. Nevertheless, there are some gaps

between current solutions to form integrated and intelli-
gent detectors.

5.2 Edge Computing Enabled A2G Communication

In an attempt to release the growth of traffic data and
balance cloud computing and edge devices, edge computing
or multiaccess edge computing (MEC) paradigms are a
promising approach for the near future and can offer an
ultra-low-latency environment with high bandwidth [24].

Currently, most studies on edge computing in UAV appli-
cations are investigating UAV-assisted mobile communica-
tion networks. For instance, the authors in [32] presented
a UAV-aided cloud computing system, where UAVs are
endowed with computing capabilities to offer computation
offloading opportunities to mobile end users. The authors in
[11] discussed an edge computing empowered radio access
network (EC-RAN), where UAVs are mounted with free-
space optical (FSO) in fronthaul and backhaul (FnB) links to
assist terrestrial wireless communication. To this end, a spe-
cific edge computing assisted UAV communication network
is demanded due to the closer distance between utilities and
benefits of high-throughput and low-latency services for the
UAV A2G links.

5.3 Efficient Resource Allocation Strategy

Two use cases of resource allocation strategy exist in the
proposed system architecture, i.e., resource allocation in
assigning spectrum data and resource allocation in assigning
computation among the VNs.

Spectrum resource allocation functions determine the
best portions of the spectrum for occupation in accordance
with sufficient spectrum resources, where some typical
algorithms are graph theory, linear programming, fuzzy
logic, game theory and evolutionary algorithms [77]. Given
the time-varying feature in spectrum resources, along with
its large data size, the algorithm developed with a distributed
deployment then becomes meaningful, for instance, an
auction-based theory [29], game theory [15] and local
bargaining approach [93]. Additionally, the context-aware
allocation solution [40] is achievable by having such a
spectrum omniscient network.

Similarly, the resource allocation in VNs is also an open
issue for optimizing network efficiency, where a number
of state-of-the-art methods have been developed, such as
a computation energy-aware resource allocation method
aiming for managing scientific workflow executions [82],
a game-theory-based allocation method [56], a cooperative
communication and computational resource allocation algo-
rithm [48], and a service level agreement-based resource
provisioning algorithm in [81].
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5.4 Vertical Handover and Time Sensitive Networks

The typical vertical handover or handoff solution controls
access to HetNets under the always best connected (ABC)
concept following general stages of handover decision,
radio link transfer, and channel assignment [4]. The hand-
over decision relates to the selection of access time and the
target point of attachment. Radio link transfer is responsible
for the formation of a link to the new point of attachment.
Channel assignment controls the allocation of channel
resources [84].

In the proposed DSM and NFV based system architec-
ture, the high-level resource allocation policy is performed
in the cloud, while the low-level execution procedure to
access the network is critical, specifically the selection of
proper switching time and policy while maintaining the
current QoS among links; thus, the vertical handover deci-
sion can be referred to. Some typical decision strategies
are the decision function (DF), user-centric (UC), multi-
ple attribute decision (MAD), and fuzzy logic and neural
network (FL/NN)-based strategies [35]. Moreover, some
advanced control methods can be applied as the vertical han-
dover solutions if the PU traffic pattern can be modeled,
such as the event-triggered control strategy in [34], the fault-
tolerant nonlinear fuzzy control method in [74], and neural
network based advanced fuzzy control method considering
the input saturation in [75].

Given two typical time-triggered (TT) networks of TT
Ethernet and time-sensitive networks (TSNs), most papers
investigate the scheduling policy [91], update mechanism
[41] and performance analysis [92] to eliminate side effects
of end-to-end latency and low jitter. However, the above
studies are mostly designed in wire connections for indus-
trial applications. For studies on TT wireless communica-
tion, TT Ethernet along with IPv6 and lightweight trans-
mission control protocol/ Internet protocol (TCP/IP) is well
tested for spacecraft [22], providing the advantages in the
deterministic traffic model. The authors in [61] employed a
TT hybrid access scheme by using time-division multiple-
access (TDMA) as the prototype based on a time-slot mech-
anism. Therefore, a time-triggered access solution specifi-
cally designed for UAV applications is also prominent for
accessing HetNet.

5.5 Software-Defined Radio Enabled Programmable
Communication

The hardware solution in a cognitive communication system
usually utilizes SDR that effectively addresses challenges
in parameter configuration in the presence of high variabil-
ity in the RF environment. SDR also provides the necessary
functionality for forming CDs that enable dynamic adjust-
ment of communication parameters, such as frequency,

modulation type, and type of signal waveform, maintain-
ing quality of service (QoS) or quality of experience (QoE).
SDR also supports effective cross-layer design to opti-
mize communication efficiency and the implementation of
dynamic handoff between different modulation schemes or
communication technologies, such as global systems for
mobile communications (GSM), orthogonal frequency divi-
sion multiplexing (OFDM), minimum shift keying (MSK),
phase-shift keying (PSK), continuous waves (CW), Wi-
Fi, 3G/4G/5G, 802.11 b/g, and chirps [37]. CR-enabled
spectrum hopping technology to switch among various fre-
quency bands, such as high frequency (HF), very high
frequency (VHF), L-band, S-band, Ku-band, and Ka-band
[23], is also achievable with SDR solutions.

5.6 Radio Environment Map

Spectrum awareness in REMs has also recently attracted
considerable attention. Specifically, the construction, uti-
lization and recognition of REM are the main topics. Taking
advantage of REM, the system architecture can be further
simplified without consideration of the terrestrial detectors
or antennas. The future system can access to REMs, where
REMs can be constructed by telecommunication service
providers directly.

Some studies related to REM are highlighted, where most
studies aim at addressing the construction of REM and
the utilization of REM. The authors in [70] presented the
construction of a secure REM database for spectrum sharing
purposes. A kriging interpolation method was presented
in [64] for improving accuracy in acquiring REM data
where REM stores the spatial distribution of the average
received signal power. The authors in [39] investigated one
application of REM for dynamic broadband access in TV
bands in urban areas.

6 Conclusion

With the explosive growth of operator and UAV numbers,
the voluminous data, and requirements for onboard SWaP,
efficient network construction and optimal utilization of
spectrum resources, UAV A2G claims a deep rethinking
of communication network structures, specifically spectrum
allocation based communication. Driven by the above moti-
vations, we first reviewed state-of-art UAV communications
from typical cognitive communication to OSA and spectrum
allocation-based architectures. Typical enabled techniques
such as CR and NFV networks were presented, along with
CR-based A2G networks. Moreover, we proposed a novel
communication network for UAV operations based on DSM
and NFV. The high-level system network was modeled with
SaaS; the detailed construction of VN was discussed; and
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SVFs were designed to support the unique UAV applica-
tions, and the affiliate demanded database was provided.
Finally, the open issues were highlighted in the field of
implementing such spectrum-oriented UAV communication
networks, and future research directions were identified.

The proposed communication enhanced with NFV func-
tionality and DSM concept enables high efficient commu-
nication and networking between UAVs and GCSs. Some
benefits are highlighted, such as the mitigation of com-
putation and storage constraints among GCSs, lowering
operating expenses for UAVs and the infrastructure net-
works, enabling efficient deployment of GCS networks,
reducing risks of communication collisions among UAVs,
and more convenient interface to other systems.
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