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Abstract

Optimization problems under uncertainty are tradi-
tionally solved either via offline or online methods.
Offline approaches can obtain high-quality robust
solutions, but have a considerable computational
cost. Online algorithms can react to unexpected
events once they are observed, but often run under
strict time constraints, preventing the computation
of optimal solutions. Many real world problems,
however, have both offline and online elements: a
substantial amount of time and information is fre-
quently available (offline) before an online problem
is solved (e.g. energy production forecasts, or his-
torical travel times in routing problems); in other
cases both offline (i.e. strategic) and online (i.e. op-
erational) decisions need to be made. Surprisingly,
the interplay of these offline and online phases has
received little attention: like in the blind men and
the elephant tale, we risk missing the whole picture,
and the benefits that could come from integrated
offline/online optimization. In this survey we high-
light the potential shortcomings of pure methods
when applied to mixed offline/online problems, we
review the strategies that have been designed to
take advantage of this integration, and we suggest
directions for future research.

1 Introduction

Many constrained decision problems in the real world have
elements of uncertainty, e.g. customer demands or travel
times in vehicle routing, renewable production in energy sys-
tems, resource availability in production scheduling. Indeed,
the ability to deal with uncertainty is increasingly regarded as
a key requirement for the applicability of optimization meth-
ods from the Artificial Intelligence and Operations Research
domain (such as Constraint Programming, SAT Modulo The-
ories, or Mathematical Programming).

All constrained stochastic optimization problems have a
stage-based structure: at each stage some decision must be
made and then some elements of uncertainty are revealed. At
least one stage is always present, but there is no upper limit
(in which case the problem has an infinite horizon).
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The available solution methods tend to be polarized be-
tween offline and online methods. Offline approaches are
concerned with making decisions before the uncertainty is
revealed: they can obtain high quality and robust solutions,
but they have a significant computational cost. Online algo-
rithms focus on reacting to unexpected events once they are
observed, but often run under strict time constraints, making
it challenging to compute high-quality solutions.

Real world problems, however, often mix offline and online
elements. In many cases, a substantial amount of information
about the uncertainty (e.g. in the form of historical solutions,
event logs or probability distributions) is available before it is
revealed, i.e. before the online execution starts. In other cases
we must make both strategic (offline) and operational (online)
decisions: in routing problems we may choose a fixed cus-
tomer assignment and then route dynamically based on the
traffic conditions; in production scheduling we may devise an
initial plan, to be revised at run time in case of disruptions.

We observe that offline and online elements are tightly in-
tegrated, even if they are typically analyzed in isolation in the
literature. We risk being like the blind men of the tale, trying
to make sense of what an elephant is by touching each part of
the animal, and missing the whole picture.

Failing to realize that we are dealing with an elephant may
lead to undesirable side effects and missed opportunities: for
example, the solutions produced by pure offline methods may
conflict with the behavior of the approach used for making
online decisions; conversely, an online solver may struggle
with producing solutions within a reasonable time budget, not
realizing that some degree of offline preparation could greatly
simplify the issue. At the same time, offline and online as-
pects have specificities that justify the use of dedicated ap-
proaches, which may be combined effectively once a clearer
understanding of the problem has been reached. We expe-
rienced these shortcomings and observed the benefits of a
tighter integration first-hand, and we want to bring them to
the attention of the wider scientific community.

In this work, we survey pure offline and online approaches,
pointing out their strengths, together with hints of hybrid of-
fline/online aspects in the problems they tackle, and the re-
sulting drawbacks. We also attempt to give greater visibility
to the limited number of approaches that integrate both of-
fline and online aspects. We focus on constrained optimiza-
tion, with an emphasis on combinatorial problems. The goal
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is to provide a more consistent view of mixed offline/online
problems, how their different parts can be tackled, and how
a tighter integration can be achieved, with the aim to inform
future research: after all, history shows that an elephant can
be a useful ally, if properly handled.

The paper is structured as follows: in Section 2 and Sec-
tion 3 we present and analyze representative approaches, re-
spectively for pure offline and online stochastic optimization.
In Section 4 we review solution methods that achieve a tighter
degree of integration, with different degrees of clarity in the
identification of the offline and online elements. In Section 5
we provide concluding remarks and highlight some promis-
ing research directions.

2 Offline Optimization Under Uncertainty

Stochastic optimization methods have traditionally focused
on strategic planning, under relaxed time constraints. Many
such approaches focus on two-stage stochastic problems:
these require to determine a single set of decisions for stage-
1; after such decisions have been implemented, uncertain out-
comes are observed and corrective measures (so-called re-
course actions) can be applied to improve the cost or recover
feasibility. Anticipating the recourse actions is necessary to
identify the best stage-1 decisions.

Here we stress that recourse actions are simply an on-
line optimization problem in disguise. This allows us to see
from a new perspective all the techniques commonly em-
ployed to (e.g.) manage computational cost/quality trade-offs
in stochastic optimization.

The Sample Average Approximation. In most practical
cases, stochastic optimization requires to take into account
large (sometimes infinite) amounts of (possibly rare) events.
A common strategy to retain scalability with such a large
search space is the Sample Average Approximations (SAA),
which is a staple of Stochastic Programming [Shapiro, 2013].

In this approach, the probability distributions of the ran-
dom variables are approximated via a finite number of sam-
ples: this yields a collection of realizations referred to as sce-
narios. Then, a set (i.e. a copy) of deterministic decisions
is associated to each scenario, which allows to deal with ex-
pected values and chance constraints via summations and av-
erages (see e.g. [Zhang and Li, 2011]).

The SAA is a general method that greatly improves over
exact enumeration in terms of scalability, and can be applied
even where enumeration is impossible (e.g. uncertain con-
tinuous quantities). However, the technique can still be very
expensive from a computational point of view.

SAA and Two-Stage Problems. In two-stage problems, in-
stantiating the SAA approach requires to define a single set
of decision variables for stage-1, and one set of decision vari-
ables per scenario for stage-2.

In this context, the approximation has been proved to con-
verge to the true expected values exponentially fast [Kley-
wegt et al., 2002] with the number of samples. In [Charikar
et al., 2005] the authors go one step further by proving that
a polynomial number of samples suffices to obtain a (1 + ¢)
approximation. The work shows that small variations of the
SAA method are enough to obtain a bound on the sample size,
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Figure 1: Two-Stage Stochastic Programming

even when the sampled problem is solved by an approxima-
tion algorithm, to reduce the computational load.

Indeed, much of the SAA related literature has focused on
improving its efficiency. In the L-shaped method [Laporte
and Louveaux, 1993], this is done by applying classical Ben-
ders decomposition, provided that the recourse actions can be
determined by solving a Linear Program.

For example, [Schiitz er al., 2009] formulate a supply chain
design problem as a two-stage stochastic program, where the
stage-1 decisions are strategic location assignments, whereas
stage-2 involves operational decisions. The authors solve the
problem via the SAA in combination with dual decomposi-
tion by considering different sample sizes and different lev-
els of data aggregation in the second stage. In [Verweij et
al., 2003], the authors present a detailed computational study
of the application of the SAA method to tackle three classes
of stochastic routing problems, by using decomposition and
branch-and-cut to solve the second-stage estimate. A two-
stage stochastic programming model is proposed in [Zhou et
al., 2013] for the optimal design of distributed energy sys-
tems, considering a vast case study. A decomposition-based
solution strategy is used to solve the optimization problem,
with a genetic algorithm performing the search on the stage-1
variables and a Monte Carlo method dealing with uncertainty
in stage-2.

Two-Stage Approximation of Multi-Stage Problems.
The above two-stage formulations can be extended to n-stage
stochastic programs, which from a computational point of
view are even more challenging. [Shapiro, 2008] has shown
that the SAA method cannot be extended efficiently to mul-
tistage stochastic optimization problems: the number of re-
quired samples (and therefore of decision variables) must
grow exponentially with the number of stages.

A common workaround consists in removing all non-
anticipativity constraints between stages 2 to n, i.e. treating
all future stages as one big second stage. This approach is
at the core of the dual decomposition method from [CargE
and Schultz, 1999]: they propose a branch and bound al-
gorithm for multistage stochastic programs in which bound-
ing is achieved using the Lagrangian dual for the anticipatory
relaxation, and branching is performed on non-anticipativity
constraints. A generalization of the SAA method is proposed
in [Shmoys and Swamy, 2004] for a broad class of multistage
stochastic linear programs, based on the idea of treating the
distribution as a black-box.

Analysis. In the SAA scheme, recourse actions are viewed
just as a tool to obtain a more robust set of stage-1 decisions,
which are the only actual output of these algorithms. This is
a sound and powerful idea, but in a practical setting there are
a few subtle drawbacks.
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First, it is very likely that the observed outcomes will not
match any of the scenarios used offline. In practice, this will
require to run some optimization technique to obtain an ac-
tual set of recourse actions. There is no guarantee that such
technique will match that one employed by the offline method,
with some interesting side effects.

For example, let us assume that an exact solution technique
(say a single Mathematical Programming model built on the
SAA scheme) is used for offline optimization. Within the
limits of the sampling approximation, this will lead to optimal
stage-1 decisions, but also to optimal (estimated) recourse ac-
tions. In practice, however, optimal recourse actions may be
unachievable: for example, if strict time constraints exist on
the online execution, the only viable approach may be just a
greedy heuristic. This creates a discrepancy between the es-
timated recourses and the real ones, which can significantly
affect the solution quality.

The situation is even worse if an approximate method is
used to compute the estimated recourse actions (e.g. a con-
tinuous relaxation of a discrete problem), since this can make
the gap even wider. The same considerations apply to the
computational trick of collapsing future stages in multi-stage
problems: while very effective at improving scalability, such
method introduces an assumption (i.e. perfect knowledge of
the future when computing the recourse actions) that is very
hard to satisfy online, even in an approximate fashion.

3 Online Optimization

When dealing with a problem with more than one stages, op-
timizing at run time provides the opportunity to adapt the so-
lutions to unexpected events (since those can be observed):
this is at the basis of stochastic online optimization. Since
online approaches tackle multi-stage problems one stage at a
time, they are not forced to look for policies in a huge search
space, potentially reducing their computational cost.

However, online optimization approaches often need to
perform under tight time limits on the solution process. This
is the chief reason why in many practical settings online
problems are tackled with heuristics with no (or very lim-
ited) look-ahead capabilities. It is actually possible to apply
sampling-based algorithms also in an online setting: these are
often referred to as anticipatory algorithms, many of which
received excellent coverage in [Hentenryck and Bent, 2009].
These approaches can be very effective in practice, but their
computational cost must be carefully controlled so as not to
violate the time constraints.

Here, we observe that sampling is possible only if some de-
gree of information is available prior to the solution process,
i.e. offline. From this point of view, it is natural to wonder
how such offline phase could be better exploited.

Myopic vs Anticipatory Algorithms. In many practical
online problems, it is customary to consider each stage in iso-
lation [Hentenryck and Bent, 2009]: this retains the ability
to adapt to unexpected events, with a limited computational
cost. In domains such scheduling, vehicle routing or in En-
ergy Management Systems, this is done via greedy heuristics
(list scheduling, shortest arc first), or by solving polynomial
problems (e.g. Linear Programs in Energy Management Sys-
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Figure 2: An Example of Online Anticipatory Algorithm

tems for online heuristics considered in [De Filippo et al.,
2018]) or even NP-hard problems (e.g. Mixed Integer Lin-
ear Programs in the baseline from [Awasthi and Sandholm,
2009]). This kind of approach is effective at controlling the
computational cost, but it leads to myopic solution methods,
lacking any ability to anticipate the future and estimate long-
term effects of the current decisions.

Incorporating some mechanisms to estimate these effects
leads to online anticipatory algorithms. Such mechanisms
often consist in using sampling to approximate the probability
distribution of future outcomes, for a fixed number of future
stages (known as look-ahead horizon).

The simpler approaches rely directly on the Sample Aver-
age Approximation (e.g. in [Chisca et al., 2018]), while more
advanced methods are described in the next section. Antic-
ipatory algorithms enable significant improvements in terms
of quality, but this comes with a substantial computational
cost that must be carefully managed.

Efficient Anticipatory Algorithms. In general, large sam-
ple sizes or look-ahead horizons result in better estimates, but
also in more and/or bigger (possibly NP-hard) problems to be
solved. Considerable research effort has therefore focused on
improving the efficiency of these algorithms.

Sampling refers to obtaining realizations (scenarios) of the
random variables used to model the uncertainty; by solv-
ing deterministic optimization problems over multiple sce-
narios and by computing averages, it is possible to imbue
an online algorithm with some degree of anticipativity. This
leads to the EXPECTATION algorithm [Chang et al., 2000;
Hentenryck and Bent, 2009; Bent and Van Hentenryck, 2004]
which attempts to reduce the solution time by optimizing
each scenario independently, for all possible decisions; the
method then selects the decision which maximizes the ex-
pected profit. The CONSENSUS algorithm [Hentenryck and
Bent, 2009] improves over this scheme by solving a deter-
ministic problem per scenario. Every time a decision for the
current stage is picked as optimal in one of those problems
it receives a “vote”; once the process is over, the algorithm
chooses the decision with the most votes. The technique em-
ployed by CONSENSUS has some adverse effects on the so-
lution quality, which are addressed in the REGRET algorithm
[Hentenryck and Bent, 2009] by extracting more information
from each solved problem; this leads to a more reliable se-
lection of the optimal decision for the current stage. These
anticipatory algorithms are applicable only to problems with
discrete, enumerable, decisions.

There is always a trade-off between the computation cost
and the quality and robustness of the provided solution. This



Proceedings of the Twenty-Ninth International Joint Conference on Artificial Intelligence (IJCAI-20)
Survey Track

trade-off is the primary object of investigation in [Mercier
and Van Hentenryck, 2007], and can be tuned by adjusting
the number scenarios and the look-ahead horizon. In general,
the method for generating the scenarios can be adapted to the
given problem and the user goals, as described e.g. in [Kaut
and Wallace, 2003]. Some approaches like [Lin et al., 2013;
De Filippo et al., 2019] attempt to reduce the number of sce-
narios by increasing their relevance, and in particular by tak-
ing into account past observations while sampling.

In a few cases, improved scalability is achieved by replac-
ing samples with a different form of approximation for the
probability distribution. This can be done by either using a
parametric distribution (e.g. [Terekhov et al., 2014]) or ad-
hoc representations.

Analysis. The key idea in anticipatory online algorithm is
to take advantage of information about the possible future
outcomes; often, this is achieved either by relying on a col-
lection of historical samples, or by making assumption on the
probability distribution of the uncertain elements. This kind
of approach actually implies the existence of an offline phase,
where some useful information is available.

However, if this is the case, it makes sense to exploit this
phase as much as possible. For example, a substantial amount
of preparation could be done (contingency plans, tuning of
probabilistic models...) before the online solution process
starts, since time constraints in the offline phase tend to be
fairly relaxed.

Moreover, if the online problem is defined over the output
of some kind of offline optimization (e.g. routing after facil-
ity assignments, energy supply management after production
scheduling), it may be possible to improve the effectiveness
of the online algorithm by adjusting instead the offline deci-
sions. For example, more convenient energy prices could be
obtained by adjusting a pre-defined production plan.

A particularly clear example is given by rescheduling ap-
proaches: in these case, once a schedule is generated, man-
ufacturing/production operations begin, and then, at runtime,
operators may deviate from the schedule. Ideally, the initial
schedule is followed as closely as possible but small or larger
deviations to the sequence occur when unexpected events can
disrupt it (see examples in [Herrmann, 2006]). A clear need
of strategic decisions to plan the production and of correctives
runtime measures is evident but not totally exploited in terms
of integration also in these problems.

4 Integrated Offline/Online Optimization

In addition to the situations described in Section 2 and Sec-
tion 3, many real world use cases that are typically solved
via either offline or online models are in fact integrated of-
fline/online problems. For example, in Energy Management
Systems the electrical load should be planned the day ahead,
while power flow balance should be maintained hour by hour;
in many transportation systems, (e.g. Vehicle Routing Prob-
lems), customer assignments are fixed, but routes can be ad-
justed online (e.g. based on traffic conditions); in project
scheduling it is possible to plan project activities offline and
then to use online algorithms to improve the solution as the
elements of uncertainty reveal themselves; and in reservation
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systems a base reservation plan is usually devised offline, but
it then needs to be integrated with an dynamic system to cope
with unexpected disruptions.

Whenever distinct offline and online phases are present,
a tighter integration can lead to substantial improvements in
terms of both solution quality and computational costs. In this
section, we will discuss works that focus on such a research
direction.

Contingency Based Approaches. The two-stage stochas-
tic formulation can be extended to multistage stochastic pro-
grams: the resulting policy can be encoded as a tree where
nodes represent decisions (made at different stages) and arcs
correspond to all the potential uncertain outcomes. The re-
sulting policy tree can encode the responses to all possible
unexpected events: hence, in this case the online problem is
solved entirely in the offline phase and perfect integration is
achieved.

Unfortunately, this kind of approach is often computation-
ally intractable; [Shapiro, 2008] has shown that the SAA
method cannot be extended efficiently to multistage prob-
lems: the number of required samples must grow exponen-
tially with the number of stages.

Exact policy trees are computed in multi-stage stochas-
tic optimization [Birge and Louveaux, 2011]. Approximate
trees are instead considered by [Chiralaksanakul and Morton,
2004; Defourny et al., 2012], to reduce the computational
cost. By doing so, one no longer pre-computes all possi-
ble online policies; however, the quality of the offline esti-
mation is improved without the adverse effects of discarding
non-anticipativity constraints in future stages (i.e. collapsing
stages 2 to n into a single stage).

A related idea is pursued in [De Filippo et al., 2019], where
the authors take advantage of information and computation
time, available in an offline phase, to build a contingency ta-
ble. This consists of historical instances of the online prob-
lem, pre-solved via a given, sampling-based, anticipatory al-
gorithm. Such solutions are used to guide an efficient on-
line heuristic that can guarantee the satisfaction of operational
constraints. The approach nearly matches the solution qual-
ity of the anticipatory algorithm at a fraction of the online
computational cost.

The idea of preparing plans to handle the possible disrup-
tions is also at the base of conditional planning approaches,
which try to identify all possible contingencies to create a
conditional plan. The resulting huge search space, often lim-
its these methods to the contingencies that contribute the most
to a plan overall utility. The idea can be extended by taking
into account the probabilities (when known) of the possible
outcomes of each action [Onder and Pollack, 1999], often as-
suming that such outcomes will not be directly observable.

As a further example, in most practical scheduling envi-
ronments (e.g. Partial Order Scheduling) offline solutions
can be very limited and scheduling has to consider the on-
line process of responding to unexpected and evolving cir-
cumstances. Unfortunately, the lack of guidance that might
be provided by a schedule often leads to myopic, sub-optimal
decision-making. To overcome this problem, in [Policella et
al., 2007] the authors use an approach relying on less knowl-
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edge approach to generate robust schedules offline: tempo-
rally flexible schedules that possess good robustness proper-
ties to retain flexibility where problem constraints allow. The
flexibility is able to absorb unexpected events to promote both
high reactivity and solution stability as execution proceeds in
the online scheduling.

Markov Decision Processes and Dynamic Programming.
The idea of computing policy trees is related to Dynamic Pro-
gramming in Markov Decision Processes [Puterman, 2014].
In this case, the goal is determine a policy for an n-stage
stochastic problem: the policy is defined via a value function
that maps states (which encode all past history) to actions.
Such value function is obtained by repeatedly simulating ex-
ecutions, and making updates with the aim to minimize an
additive cost.

If 1) the probability distribution of the elements of uncer-
tainty is known at the beginning of the process and remains
unchanged; 2) both states and actions can be reasonably enu-
merated, then approximate dynamic programming [Powell,
2007] can be used to compute in an offline phase a policy,
which can be efficiently executed online. Again, near-perfect
integration is achieved. Unfortunately, the basic approach
is viable only for relatively small problems and simple use
cases, and hence practical methods need to trade approxima-
tion quality for improved scalability.

In [Ulmer et al., 2019] the authors tackle the Traveling
Salesman Problem with stochastic service requests, and cor-
rectly realize that extensive offline information is available in
the form of historical customer transactions. They exploit this
fact to use Approximate Dynamic Programming to yield dy-
namic routing policies: in detail, they combine offline value
function approximation based on a highly compressed state
representation (current location plus remaining time), with
online rollout algorithms (to improve adaptability). The re-
sulting approximate approach is scalable and worked well on
the considered benchmarks.

The specific case where uncertainty is exogenous, i.e. it
does not depend on the actions taken at each stage (renew-
able energy production, traffic conditions), is particularly fre-
quent in practice. For such a situation, [Hentenryck and Bent,
2009] shows that it is possible to use a fixed set of samples
during the whole optimization process, leading to more sta-
tistically reliable rankings of the possible actions. In [Mercier
and Van Hentenryck, 2008], this strategy is coupled with an
initialization of the value function via an anticipatory algo-
rithm based on the Sample Average Approximation, to accel-
erate convergence.

A similar approach is considered in [Lorenzen et al., 2017]
in a sampling-based Stochastic Model Predictive Control al-
gorithm. In this case, offline sampling enables a significant
speed up of the online computation; the authors provide also
rigorous bounds on the number of samples needed to guar-
antee chance constraint satisfaction, thus allowing them to
tighten the constraints and guarantee robust feasibility when
bounds on the uncertain variables are provided.

Deep Reinforcement Learning. In the last few years, Deep
Reinforcement Learning (DRL) has emerged as a powerful
tool for solving complex sequential decision-making prob-
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lems [Arulkumaran er al., 2017]. The approach is tied to
approximate dynamic programming and shares some of its
best properties: provided that extensive offline information
is available, with a substantial computational cost DRL en-
ables obtaining a policy that can then be efficiently deployed
online. Intuitively, the main idea in DRL is to encode either
the policy or the value function using a (Deep) Neural Net-
work, which makes it applicable to large-scale and complex
dynamic optimization problems.

DRL has been mostly developed and applied to problems
that lack a strong constraint structure, but recently there has
been some progress toward the application of DRL method to
combinatorial problems, e.g. [Liu and Zeng, 2009] and [Bello
et al., 2016]. However, these approaches remain far from the
state of the art and require access to very significant amounts
of data, whereas (e.g.) anticipatory algorithms can work with
as few as 100 samples. Overall, this seems a very promising
line of research, but further advancements are needed before
DRL can be profitably applied to practical problems of the
class considered in this paper.

Online-Aware Offline Optimization. In many application
domains, efficient suboptimal algorithms for online optimiza-
tion are already available or easy to design (e.g. greedy
heuristics or myopic declarative models). If some degree of
offline information is available, it is possible to rely on a (typ-
ically expensive) parameter tuning phase to improve the be-
havior of the online solver, maintaining its original efficiency.

For example, [Dickerson et al., 2012] consider a dynamic
matching application, (Kidney Exchange Problem), and the
need to take distributional information about possible future
outcomes. Rather than relying on the Sample Average Ap-
proximation, they propose to learn “potentials” of elements
(e.g. adjusted vertex weights) for a myopic problem. Then, at
run time, they simply run a deterministic matching algorithm
at each time period, with a modified objective that includes
the potentials.

The approaches in [Wilder er al., 2019] and [Donti et al.,
2017] work in a similar fashion: in this case the goal is im-
proving a Machine Learning model, which feed information
to an online problem. Both approaches train the ML model in
an unconventional fashion, so that it outputs values leading to
high quality online solutions, rather than accurate predictions.
In this case, the training set represents the offline informa-
tion, while the ML model can be assimilated to a particularly
flexible parameter tuner: specifically, the trained model can
identify approximately optimal parameter for a given vector
of observations. As a main downside, the training process for
these approaches can be very expensive.

In [De Filippo et al., 2018], the authors rely on an idea
from the Game Theory domain to inject knowledge of a (con-
vex) online approach into an offline solver. This is achieved
by formulating the KKT optimality conditions for the online
solver and adding them as constraints in a (offline) Mathe-
matical program. The resulting model can be used to perform
parameter tuning, but also to adjust strategic (i.e. offline) de-
cisions so that they play well with the limitations of the online
heuristic.
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5 Conclusions and Open Questions

Offline and online optimization under uncertainty have so far
been addressed in many cases in relative isolation, despite in
practice both offline and online elements are present in the
same problem. In other domains (e.g. Dynamic Program-
ming) the two phases are well integrated, but they are some-
times not clearly distinguished. We believe that the resulting
lack of clarity has generally hindered the research progress.

In this work, we have provided a cross-disciplinary survey
to highlight these issues and point them out as promising di-
rections for future research. We have tried to identified com-
mon pitfalls of pure offline/online methods, and to provide a
simple classification of integrated approaches, as a guide to
promote cross-fertilization efforts.

Our analysis brings forth many open questions and possi-
ble hybridizations. For example, many online approaches can
be seen as attempts to manage the delicate trade off between
solution quality and computational effort, either via approx-
imations or by shifting part of the computational load to the
offline phase. Based on this, it may be appealing to devise au-
tomatic methods to handle these decisions.This could be done
by relying on ideas from the algorithm selection domain: for
example one could use ML techniques to build a model of the
algorithm runtime as a function of problem-specific instance
features [Hutter er al., 2014], then rely on an optimization
approach to either select or configure an online algorithm.

For problems that feature both strategic and operational de-
cisions, a rather underinvestigated idea is that of controlling
offline decisions so that they synergize with the online solver.
To the best of our knowledge, this has been attempted only in
[De Filippo et al., 2018], which is however limited to convex
online optimizers. Using ML-based approximations may lift
this limitation and make the approach more general.

Similarly, ML predictors could conceivably replace
sampling-based estimates (e.g. build the Sample Average Ap-
proximation); provided the ML model is simple enough, this
could results in a computation gain, at the price of an offline
training phase.

As one last example, most current Deep Reinforcement
Learning approaches have trouble dealing with combinatorial
structures: this issue could be addressed by injecting knowl-
edge of the online solver in the policy itself, either by making
the solver part of the environment, or by using Differentiable
Programming to embed the online solver in the structure of
the Deep Neural Network model. The resulting hybrid ap-
proach would benefit from powerful learning algorithms, and
be well suited to deal with operational constraints.
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