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Abstract

Fish population monitoring systems based on underwater video recording are becoming more popular 
nowadays, however, manual processing and analysis of such data can be time-consuming. Therefore, 
by utilizing machine learning algorithms, the data can be processed more efficiently. In this research, 
authors investigate the possibility of convolutional neural network (CNN) implementation for fish 
species classification. The dataset used in this research consists of four fish species (Plectroglyphidodon 
dickii, Chromis chrysura, Amphiprion clarkii, and Chaetodon lunulatus), which gives a total of 12859 
fish images. For the aforementioned classification algorithm, different combinations of hyperparameters 
were examined as well as the impact of different activation functions on the classification performance. 
As a result, the best CNN classification performance was achieved when Identity activation function 
is applied to hidden layers, RMSprop is used as a solver with a learning rate of 0.001, and a learning 
rate decay of 1e-5. Accordingly, the proposed CNN model is capable of performing high-quality fish 
species classifications. 

Keywords: Machine learning, convolutional neural network, fish species classification, underwater 
video

1. Introduction

Fish population monitoring is important, and it can be considered as a challenging 
task. Nowadays, many fish species are targeted by fisheries, for that reason is crucial to 
monitor their health and status as much as possible [1]. In underwater environments, 
manual methods usually require divers for the process of species classification and fish 
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population estimation which is time-consuming [2]. In recent years fish monitoring 
approaches based on underwater video recording are becoming more popular due 
to affordable cost and high-quality video sequences. Therefore, the video-based 
fish monitoring approach is considered as non-invasive and effective according to 
Whitmarsh et al. (2017) [3]. Data collected in such a way can be processed and 
analyzed utilizing machine learning (ML) algorithms since they have been proven 
successful in image classification and pattern recognition problems [4, 5]. In addition, 
ML approaches also proven successful in solving complex problems in various fields of 
science, medicine, economy, maritime, and technology [6 – 16]. The algorithm that may 
provide satisfactory results in terms of fish species classification is convolutional neural 
network (CNN) [17]. In this algorithm within each convolutional layer, a convolution 
operation is performed by which unique feature maps are generated [18]. The data 
used in this research are publicly available and obtained from its authors’ web page [2]. 

The aim of this research is to determine the CNN model performance that can be 
achieved for fish species classification as well as to examine the impact of different 
hyperparameter combination on the classification result. Implementation of the CNN 
model for fish species classification should help experts and reduce the time required 
for manual processing and analysis of image data. 

Sajjad et al. (2019) proposed a novel CNN based multi-grade brain tumor 
classification system, and the results show that their proposed system has a better 
performance compared to existing methods [19]. Lorencin et al. (2019) present the 
CNN-based approach for marine object recognition and achieve good results [20]. 
Gao et al. (2018) present an object classification method based on CNN and image 
upsampling theory for vision and light detection and ranging fusion of autonomous 
vehicles. The experimental results show the effectiveness of the proposed method [21].

In order to train a CNN model, four clusters of fish species will be used 
since the original dataset with 23 clusters is highly unbalanced. These clusters are 
Plectroglyphidodon dickii, Chromis chrysura, Amphiprion clarkii, and Chaetodon 
lunulatus, which is resulting in a total number of 12859 fish images. The grid search 
algorithm will be performed to find the optimal combination of model hyperparameters. 
Afterward, the obtained results will be compared in order to examine the impact of 
different hyperparameter combinations on the performance measure.

2. Materials and Methods

In this section, brief descriptions of the dataset, convolutional neural network, and 
hyperparameter optimization algorithm are given along with a subsection where the 
confusion matrix as model performance measurement is presented.
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2.1. Dataset description

The original dataset consists of 23 clusters, where each one of them is presented 
by a representative fish species. This data are obtained from a live video dataset, 
which resulted in 27370 verified fish images. Each fish species is manually labeled 
which makes this dataset ideal for image classification task. The original dataset is 
publicly available from its authors’ web page [2]. Since the original dataset is highly 
imbalanced, only four clusters of fish species are used in order to create a dataset for 
this research. All four clusters have approximately the same number of images which 
makes the dataset nearly balanced. These clusters are: Plectroglyphidodon dickii, 
Chromis chrysura, Amphiprion clarkii, and Chaetodon lunulatus. The total number of 
fish images in created dataset is 12859, where 70% (9001) is used as a training set and 
the other 30% (3858) is used as a testing set. As a final step, these images are resized 
to 100 x 100 pixels. Resized images of fish species are shown in Figure 1.

Figure 1 – Sample images from the dataset. 
Each individual fish image represents one species.

2.2. Convolutional Neural Network

Convolutional neural network (CNN) is a class of feed-forward artificial neural 
network (ANN) commonly applied to analyzing images [22]. Characteristics like shared 
weights, local receptive fields and spatial sub-sampling ensure scale, distortion and 
shift-invariance of CNN models [23]. As the name suggests, this type of network uses 
a mathematical operation called convolution in order to generate a unique feature map 
for each convolutional layer, in other words, features are extracted from input images 
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with convolutional layers [24]. Each convolution layer consists of a specific kernel 
function by which certain features can be extracted [25]. In complex neural network 
architectures between adjacent layers usually exists two types of connections; locally 
connected layer and fully-connected layer [26]. Utilizing local connection, the number 
of parameters that need to be calculated is reduced since each neuron within a layer 
can only receive a small group of pixels from the input image. Fully-connected layers 
are usually placed at the end of CNN and used to classify the image into a correct label 
[27]. The output from the previous layer must be flattened into a vector before is feed 
into a fully-connected layer. In addition to the aforementioned layers, pooling layers are 
also commonly used in CNNs for feature map dimensionality reduction and to achieve 
invariance to translation [28]. Pooling layer is typically applied after the convolutional 
layer and can calculate the maximum or average value of the feature map. 

Since CNNs have been proved successful in areas of image recognition [29] and 
classification [30], it is appropriate choice when dealing with the problem of fish species 
classification. CNN architecture for fish species classification is visualized in Figure 2.

Figure 2 – CNN architecture for fish species classification (CONV1 – first convolutional 
layer with 32 feature maps, POOLING1 – first pooling layer with 32 feature maps, 
CONV2 – second convolutional layer with 64 feature maps, POOLING2 – second 
pooling layer with 64 feature maps, CONV3 – third convolutional layer with 64 feature 
maps, POOLING3 – third pooling layer with 64 feature maps, FC1 – output layer with 

one neuron for each class, four classes in total)

According to Figure 1, all input images are rescaled to 100 x 100 pixels before 
applying the first CONV layer. CONV1 layer contains a kernel size of 3 x 3, while 
CONV2 and CONV3 layers contain a kernel size of 2 x 2. POOLING1 is a 3 x 3 
maximal pooling layer, POOLING2 is a 2 x 2 maximal pooling layer and POOLING3 is 
a 2 x 2 average pooling layer. As input data propagates through CNN, feature size after 
each layer is decreasing which means that the kernel size directly affects the resulting 
size of the feature map. Feature maps sizes are CONV1 – 98 x 98, POOLING1 – 32 x 
32, CONV2 – 31 x 31, POOLING2 – 15 x 15, CONV3 – 14 x 14, POOLING4 – 7 x 7. 
The last layer takes the flattened vector of POOLING4 feature map and calculates the 
final probabilities for each class. Activation function used in output layer is Softmax.
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2.3. Hyperparameters of CNN

The influence of hyperparameters on CNN model performance is significant, 
therefore, it is necessary to implement the grid search algorithm, by which, an optimal 
combination of parameters can be determined. Such an approach requires a manually 
defined search-space of possible parameters [31]. After defining the search-space, the 
CNN model is trained and the performance result is stored for every possible parameter 
combination.

This research includes adjusting the following hyperparameters of the CNN model: 
activation function for convolutional layers, type of solver, learning rate, and learning 
rate decay. An overview of possible hyperparameters used in the model training process 
is shown in Table 1.

Table 1 – Combinations of hyperparameters used in CNN model training process

Hyperparameter Parameter value
Activation function for convolutional 
layers

ELU, ReLU, Identity, Sigmoid, Tanh, 
Swish

Solver SGD, Adam, RMSprop, Adadelta, 
Adamax

Learning rate 0.1, 0.01, 0.001, 0.0001, 0.00001
Learning rate decay 1e-5, 1e-6, 1e-7, 1e-8, 1e-9

2.4. Model Performance Evaluation

In this research, CNN models are evaluated by utilizing performance measurement 
called confusion matrix. This way, the classification performance of M-class problems 
can be visually interpreted by observing the relations between predicted values and 
the true ones [32]. For example, in the case of a two-class classification problem, four 
possible results can be derived: True Positive (TP), False Positive (FP), True Negative 
(TN), and False Negative (FN). The confusion matrix in a two-class classification 
problem is shown in Table 2.

Table 2 – Example of confusion matrix in a two-class classification problem

Predicted Class

Actual 
Class

Positive Negative
Positive TP FP
Negative FN TN

The elements in the confusion matrix are represented with nij, where i is considered 
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as a row identifier, and j is considered as a column identifier. Moreover, TP represents 
correctly classified, FP represents incorrectly classified, FN represents incorrectly 
rejected, while TN is correctly rejected [33]. In the confusion matrix, the misclassified 
elements are located out of the main diagonal nii while correctly classified ones are 
placed in the main diagonal. Furthermore, the classification accuracy (ACC) can be 
easily derived from the confusion matrix as follows:

  (1)

3. Results and discussion

The CNN model with architecture presented in Figure 2. was trained with different 
combinations of hyperparameters in order to achieve high-quality classification. 
Computations were performed using Intel i5-9400 processor along with 16 GB of 
RAM. Best result with the highest classification accuracy value is achieved when 
Identity activation function is applied to hidden layers, RMSprop is used as a solver 
with a learning rate of 0.001, and a learning rate decay of 1e-5. Moreover, a confusion 
matrix is used in order to visually interpret the classification performance of the CNN 
model as shown in Table 3. 

Table 3 – Confusion matrix in a four-class classification problem 
(n: total number of images).

CNN predicted label

n = 3858 Plectroglyphidodon 
dickii

Chromis 
chrysura

Amphiprion 
clarkia

Chaetodon 
lunulatus

Tr
ue

 la
be

l

Plectroglyphidodon 
dickii 789 15 1 0

Chromis chrysura 3 1075 0 0

Amphiprion 
clarkia 1 0 1212 2

Chaetodon 
lunulatus 0 0 1 759
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The horizontal axis of the confusion matrix represents a predicted label while 
the vertical axis represents true label. According to Eq. (1), the overall classification 
accuracy value is 99.40 %, thereby the proposed CNN model is capable of performing 
high-quality fish species classification. From Table 2., it can be concluded that within 
Plectroglyphidodon dickii class, 16 out of 805 images are misclassified which is 
approximately 0.0199 %. CNN model also misclassified 3 out of 1078 (≈ 0.0028 
%) images from Chromis chrysura class, 3 out of 1215 (≈ 0.0025 %) images from 
Amphiprion clarkia class, and 1 out of 760 (≈ 0.0013 %) from Chaetodon lunulatus 
class. The best performing model successfully classified 3835 out of 3858 images of 
fish species. 

Moreover, the ten best combinations of hyperparameters that achieve high values 
of performance measures are shown in Table 4. Additionally, the computation time 
required to train the CNN models is also measured and included in the following table.

Table 4 – Experimental results obtained with the ten best combinations of 
hyperparameters

Number of 
hyperparameter 

combination

Activation 
function Solver Learning 

rate

Learning 
rate 

decay

Accuracy 
[%]

Computation 
time [s] 

1. Identity RMSprop 0.001 1e-5 99.40 40.37
2. ELU RMSprop 0.001 1e-6 99.14 52.45
3. ELU Adamax 0.01 1e-8 98.89 52.26
4. ReLU Adamax 0.01 1e-5 98.81 45.74
5. Tanh Adam 0.001 1e-8 98.81 50.71
6. ReLU SGD 0.1 1e-7 98.50 45.95
7. Identity Adadelta 0.1 1e-6 98.39 41.58
8. ReLU Adam 0.01 1e-7 98.32 43.98
9. Tanh RMSprop 0.001 1e-7 98.19 51.57
10. Identity Adam 0.1 1e-6 97.62 41.16

CNN models that achieve a value of performance measure higher than 99 % 
use RMSprop as solver with the same learning rate of 0.001. Furthermore, when all 
results are summed up, it can be seen that all ten best combinations of hyperparameters 
achieved an accuracy value of 97.62 % or higher. 

If the CNN models are compared in terms of computation time, the model with the 
highest accuracy also has the shortest computation time of 40.37 seconds. Additionally, 
CNN models where the Identity activation function is utilized for the design of 
convolutional layers required the shortest computation time. Graphical representation 
of computation time for each hyperparameter combination is shown in Figure 3.
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Figure 3 – Computation time versus the hyperparameter combination of the model

In order to examine the impact of activation functions on classification 
performance, six CNN models were trained with different activation functions in 
convolutional layers. The CNN architecture was the same as presented in Figure 2. 
while hyperparameters, except activation functions, are the ones that achieved the 
best classification performance (solver: RMSprop, learning rate: 0.001, learning rate 
decay: 1e-5). Classification performances of six CNN models with different activation 
functions in convolutional layers are compared in Figure 4.
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Figure 4 – Accuracy value versus the activation functions for CNN model

It can be concluded that for the aforementioned CNN model configuration, the 
lowest accuracy value of 90.69 % is achieved if Sigmoid activation function is utilized 
for the design of convolutional layers. Furthermore, in the case of Tanh, Swish, and 
ReLU activation functions, the performance measure is almost the same with the 
values of 98.94 % (Tanh), 98.89 % (Swish), and 98.86 % (ReLU). Accuracy value of 
99.25 % is achieved with ELU activation function, while the highest value of 99.40 
% is achieved with Identity activation function. From the obtained results, it can be 
seen that CNN models with the appropriate selection of hyperparameters are capable 
to perform fish species classification from images of underwater environments with 
high values of performance measures. 

Sun et al. (2016) propose a framework to explicitly learn the discriminative 
features from low-resolution underwater images and obtained results are promising for 
fish recognition on underwater image datasets [34]. Deep and Dash (2019) demonstrate 
the effectiveness of the proposed hybrid Convolutional Neural Network framework 
by performing fish species classifications. Experimental results show the ability of 
the proposed framework to perform high-quality classification with high values of 
evaluation measures [35]. Salman et al. (2016) demonstrate the use of a Convolutional 
Neural Network in a hierarchical feature combination setup and achieve a correct 
classification rate of more than 90 percent [36].
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4. Conclusion

In this research, CNN was utilized in order to perform a classification of fish 
species from images obtained with an underwater camera. Obtained results show 
that it is possible to achieve a high-quality classification with CNNs, thereby, such 
approach can be used to perform fish species recognition. However, the selection of 
CNN architecture and hyperparameter combination is crucial for achieving a high 
value of performance measure. With the implementation of this algorithm, the time 
needed for manual processing and analysis of image data can be significantly reduced.

Future work includes developing an advanced automatic system for fish species 
recognition and detection as well as to train the existing models on diverse data in order 
to build more robust systems.
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