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ABSTRACT  
Research has shown that social robots carry potential to be 
used in an educational setting. The possibility to have 
multiple roles carried out by one tool does not only instigate 
curiosity but also raises concerns. Whereas practical 
challenges get tackled by rapid technological advances, the 
moral challenges often get overlooked. In this study, we 
examined the moral values related to educational robots from 
a teachers’ perspective, by first identifying concerns and 
opportunities, and subsequently linking them to (moral) 
values. We conducted focus group sessions with teachers to 
explore their perceptions regarding concerns and 
opportunities related to educational robots. Teachers voiced 
several considerations ranging from having concerns 
towards privacy to seeing opportunities in adding friendship 
and attachment a robot could emanate. 
Author Keywords 
social robots; education; ethics; human–robot interaction 
CSS Concepts 
• Social and professional topics → Codes of ethics 
INTRODUCTION 
Robots have been used in education for decades, starting with 
Papet’s Turtle robot in the early 1970’s [17]. Robots were first 
mainly used for science, technology, engineering and 
mathematics (STEM) education. Recently, a new type of 
robot has become increasingly common in the educational 
domain, in both regular as well as special education (e.g. 
education for children with Autism Spectrum Disorder), 
namely the social robot [6,12,16]. Whereas other types of 
educational robots are mainly used for STEM education and 
as tools for teaching programming skills (e.g., Lego 
Mindstorms), the social robot is used to teach children 
through social interaction [4]. Social robots can take on 
different roles such as that of a tutor or peer and are often 
equipped with human- or animal-like features such as eyes, 
gestures, sounds, and speech technology. Keepon and 
Dragonbot, which are both animal-like, and NAO, 

Wakamaru, and Robovie, which are human-like robots, are 
examples of social robots used in education.  

Social robots could have great potential for education and 
research thus far indicates they can increase learning 
performance and learning results of children [2,4,13,15,23].  

Although social robots could provide new possibilities for 
education, several studies report on moral challenges [19,20]. 
Values such as privacy, human contact and accountability are 
reported to be impacted by the social robots [19]. Hence, the 
urgency for further research into the moral considerations 
regarding educational robots is voiced throughout the robotic 
literature [3,9,19,21]. The aim of this exploratory study is to 
explore teachers’ perspectives regarding the moral concerns 
that come with social robots in education. Teachers play an 
integral role in how children learn using devices in class and 
perceive information, making them key players within 
technological implementation, such as these social robots [5]. 
In addition, teachers will interact directly with educational 
robots in their line of work. Therefore, the moral perceptions 
of teachers should be considered while building, designing 
and implementing social robots for education  

In this study, we present the results of several focus group 
sessions on teachers’ implications regarding social robots in 
education. In the following, we present related research and 
our sampling method, followed by the methodology used to 
identify the teachers’ perspectives on social robots in 
education. Subsequently, we present the results, the 
discussion and the conclusion. 
BACKGROUND 
There is some are extant literature that focuses on the 
perceptions of teachers regarding social robots in education 
[1,7,18,19]. Most of these studies give a broad view of the 
perspectives of teachers and highlight a few moral issues on 
the topic of educational robots. Serholt et al. [19] conducted 
focus group sessions with teachers from three different 
countries, discussing privacy, accountability, the role of the 
robot and the effects on children. In their study, they explore 
the teachers’ perspectives on robots in education, making 
them one of the few studies on ethical deliberation with 
empirical data regarding social robots in education. Teachers 
mentioned concerns of the possibility of extensive data 
collection, like face and voice recognition, and the robot 
being disruptive in the classroom. Furthermore, they 
mentioned issues such as robots not seeing the consequences 
of their actions, or the children becoming ‘mechanical’ 
because of the loss of human contact.  
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Recently, Smakman and Konijn [21] conducted a systematic 
review to identify the moral values which are impacted by 
social robots in education. They identified a total of 14 moral 
values which are (potentially) impacted, both positively and 
negatively, by social robots. Values that were positively 
impacted included: psychological welfare, happiness, 
applicability, freedom from bias and usability. However, 
there were more values that were negatively affected. These 
values include values such as friendship, attachment, human 
contact, deception, trust, privacy, security, safety and 
accountability.  
METHOD 
We conducted focus group sessions with a total of 18 teachers 
spread across primary schools in The Netherlands, with 10 
female teachers and 8 male teachers (M-age = 40.1; SD = 
11.6; age range 26-59). All participants provided active, 
verbal consent for participating in this study. Classes in The 
Netherlands are usually divided by age and sometimes by 
development or ability. Primary schools in The Netherlands 
have 8 levels or grades, divided by the so-called junior, 
middle and senior sections [8]. In the sample, there were 5 
junior section teachers (F=4, M=1), 8 middle section teachers 
(F=4, M=4) and 4 senior section teachers (F=2, M=2). One 
teacher was not part of a section, currently teaching in 
vocational education, but took the perspective of a primary 
school teacher. Experience in primary education varied from 
just one year being a primary teacher to 37 years. Experience 
with robots among the teachers varied with 12 teachers not 
having any experience and only a few teachers having worked 
with smaller robots, such as Bee-bots, Bomberbots, Dash & 
Dot and LEGO Mindstorms. 
Topics for Focus Group Sessions 
As a basis for the discussion in the focus group sessions, we 
used the 14 moral values related to the possible 
implementation of social robots in education [21]. Some 
values were combined to form a combined topic, such as 
‘privacy & security’ and ‘psychological welfare & happiness’ 
because these seem closely related. The 14 values (some 
merged) to be discussed were: 1) privacy & security; 2) 
applicability; 3) psychological welfare & happiness; 4) 
usability; 5) accountability; 6) human contact; 7) trust & 
deception; 8) friendship & attachment; 9) freedom from bias 
and 10) safety. We added an extra category, named 
miscellaneous, for considerations that could not be (fully) 
identified to be placed under a specific value. Table 1 shows 
all 14 values (some merged), including the miscellaneous 
category, with examples in the context of educational robots. 

Value  Example 

Privacy & Security 

Unauthorised or secondary use of data, ability 
to record the behaviour of children and move in 
the same physical space. 

Applicability 
Improve learning, help with doing homework, 
technology being inadequate. 

Psychological 
Welfare & 
Happiness 

Calming a child, personalised social supportive 
behaviour, Uncanny Valley effect, fear. 

Usability 
Beyond the classroom learning, providing 
access to resources not available before. 

Value  Example 

Accountability 
Responsibility for software, responsibility for 
safety, responsibility for costs. 

Human Contact 

Child preferring the companionship of a robot 
over that of their human peers, a robot creating 
new social interactions. 

Trust & Deception 

A child might imagine that the robot really cares 
about them, a robot being able to listen to a 
child. 

Friendship & 
Attachment 

Becoming emotionally attached to a robot, a 
robot forming a relationship with a child. 

Freedom from Bias 
Creating a learning environment which is 
tailored to children’s unique learning styles. 

Safety 
Fear of a robot hitting a child, loose or exposed 
mechanical parts on a robot. 

Miscellaneous 
Considerations or conflicts between two or 
multiple values. 

Table 1. Values related to social robots in education  

Procedure 
To identify the perspectives of teachers on all 14 values we 
discussed them in focus group sessions. In total, we 
conducted three focus group sessions, consisting of six 
participants per group.  

Teachers’ experience with robots influences their perceptions 
of robots [14]. Therefore, in order to familiarize all 
participants with social robots, we started off the sessions 
with a short, neutral presentation in which terms like ‘social 
robots’ and ‘moral values’ were explained. After that, a five-
minute video clip was displayed, presenting several 
educational robots in educational practice, covering subjects 
like language, math, and memory recall. After the video clip, 
a humanoid NAO robot [22] was physically present and 
introduced to the group. The NAO was programmed to 
introduce itself, followed by a dance and a math game for 
demonstrational purposes and to stimulate discussion. After 
this introduction, the NAO robot remained in rest-position on 
the table.  

Following the introduction, the actual discussion took place 
in which participants discussed with each other on the 
opportunities and concerns of social robots. Participants were 
motivated to write down these findings on post-it notes, both 
for their own thought as to be compared with other 
participants.  

All sessions lasted for approximately two hours and were 
recorded via microphones and a video camera (for which 
consent was also provided). The audio recordings have been 
fully transcribed. The camera was there to make it easier to 
identify speakers while transcribing. The names of the 
participants have been anonymized due to privacy reasons. 
All quotes derived from transcriptions have been translated 
from Dutch to English. 
Data Analysis 
All considerations expressed by the participants were 
categorized into each of the 14 values or the miscellaneous 
section (Table 1). Among the total of moral values, the top 



four most discussed categories of values were further 
analysed: Privacy & Security, Applicability, Psychological 
Welfare & Happiness, and Usability. To present an in-depth 
insight into these four categories of moral values, we 
combined what specifically concerned the participants, and 
what they valued. For the remaining values (i.e., not in the 
top-four), a short summary of the general view is combined 
with quotes in the following presentation of results. 
RESULTS 
In this section, we present the findings from the focus group 
sessions sorted by challenges and opportunities. When a 
quote is given, a referral to the speaker is anonymized via an 
abbreviation in the form of T (for teacher) followed by a 
number, for example, T13. 
Challenges 
Privacy & Security 
Privacy & Security were the most recurring values. 
Educational robots contain hardware and software like 
cameras which allow them to collect variations of data, like 
video, audio and results from exercises done with the robot. 
Some teachers were anxious about the use of data collected 
by the robot. They saw increased privacy regulations as an 
obstacle, with “We can’t do anything without permission” 
(T3) as a shared opinion among many. Teachers argued that 
parents always have the right to get insight into the data 
collected. However, they also agreed that the data should be 
checked by the school or teachers first. As one teacher 
mentioned, “To avoid problems, I think it would be useful if 
I, as a teacher, can see the data first before it reaches the 
parents” (T3). The same teacher continued, “Parents 
checking, fine. But for some information, I would like it if I 
can discuss it with parents first, so that parents don’t blame 
teachers for certain things like why a teacher hasn’t talked 
with a pupil about something. I would cover up myself for 
that” (T3). Another teacher agreed and added, “Parents have 
the right to check everything. But you don’t have to do that 
straight away. You can also say, ‘come back later’. I think 
you should think this through as a school, not just say ‘all 
right, here is the data’” (T4). 

Teachers also saw privacy as an issue when the robot interacts 
with multiple children. One teacher expressed, “Picture this, 
the robot is working in a small group of children, then you 
have the following problem: the privacy of another child. 
That’s not allowed either, because you can’t just try that …” 
(T4). Teachers were also concerned with parents wanting to 
have all the data collected by the robot. One teacher 
explained, “Parents are very clear: we want to be able to 
have insight into everything that’s being recorded. But we 
can’t guarantee that. How?” (T6). In terms of the data being 
used by third parties such as educational publishers or 
recipient schools, teachers generally agreed with the opinion 
of “as long as it [the data] is fully anonymized, then it’s 
possible” (T5). 
Applicability  
As a second most discussed topic, teachers expressed split 
opinions on the applicability of educational robots, 
specifically the level of education the robots can offer. One 

teacher explained, “I would like to see the added value when, 
for example, in a math exercise the solving strategy would 
emerge. The child produces an answer, but how did it get to 
the answer?” (T1). This concern was mentioned by several 
teachers, arguing the robot would not be able to teach the 
deeper levels of education. Teachers referred to the deeper 
levels as not only giving the solution to an exercise, but more 
importantly, insight into how this solution was achieved. 
Many teachers argued that these deeper levels are one of the 
most important subjects in education. The lack to teach this 
was often paired with the issue of data usage and time. As one 
teacher stated, “The fact that I would really need those 
[video]fragments to make a right/wrong analysis … Then, I 
think I won’t be needing an entire film to watch the practice 
of math exercises again. It could be valuable, but there’s just 
no time” (T9). 

Another oftenly discussed issue issue was the role of the 
robot. Several teachers mentioned not knowing what role they 
would give to the robot in the classroom. On the suggestion 
of a robot serving as an administrative tool, one teacher said, 
“Right now, I have to fill in an extensive digital form of each 
pupil. It contains so much; it even has psychological reports. 
I have to upload that, a social security number, everything. I 
don’t know if it [a robot] really adds something” (T1). 
Teachers explained that the lack of seeing the added value that 
a robot could bring to the classroom made it particularly hard 
to find a suitable role. One teacher noted, “Here as well I 
think, what does it add? It’s fun to look at it as a human, but 
can it actually do more?” (T11).  

The trouble of assigning a role to the robot was not only due 
to the lack of added value, but also repeatedly mentioned in 
collaboration with the (deficiency of the) robot’s technology. 
As one teacher said, “Right now we are assuming that this 
thing [the robot] always works and nothing goes wrong. I 
think it’s a big leap, I would like to know more about that” 
(T11). Teachers also addressed being anxious about the 
technology not working as it should, or not understanding 
how to use it.  

Psychological Welfare & Happiness 
Working with robots, especially at younger ages, was met 
with mixed reactions. One teacher said, “I think the robot is 
very reliable, it always responds in the same way. Always 
neutral. But with young kids, we learn how to work with 
emotions.” (T8). The consistency of the robot was also seen 
as a concern by possibly putting the child in a negative rut. As 
one teacher explained, “Plus the fact that the child shouldn’t 
constantly get that negative experience when it goes wrong” 
(T3). The teachers feared that the robot would not be able to 
differentiate between answers, with good being good and bad 
being bad. 

The novelty effect was considered both positively and 
negatively. The novelty effect was a concern for one teacher, 
saying “What I ask myself, right now it’s all very new. And if 
it’s new, they [the children] like it. But will habituation 
occur?” (T1). 



Usability 
The teachers considered the robot as a possible tool for 
learning beyond the classroom, specifically to be taken home. 
When asked if a robot could be brought home by the pupils, 
teachers expressed strong opinions: “It’s too expensive. We 
don’t let them take laptops home either” (T4) was a shared 
opinion. Not only the costs were an obstacle, but privacy 
played a substantial role as well. As one teacher expressed, 
“Well, I would have parents who would have problems 
[taking the robot home], considering the privacy law” (T9). 
Teachers also emphasized the fact that the robot is not plug-
and-play. One teacher said, “I think in practice you will 
always have people within your team who just can’t work with 
it or will” (T9). Some teachers suggested workshops for 
working with the robot, increasing overall experience and 
knowledge among teachers.  

When asked whether every child has the right to work with a 
robot, teachers unanimously agreed that this should be the 
case. However, age played a large role in this decision. A 
teacher said, “No, they [children] all have as much right. But 
of course, you know from your own experience that if I would 
put one of those things [robots] at home, then I would let my 
5-year-old play with it without worrying. But my 3-year-old? 
Hm, less! Not because he has less right, but because I prefer 
to keep the device [the robot] alive for a longer amount of 
time” (T6).  

Some teachers also expressed worries towards the 
deployment of the robot. Not only occurred the issue of 
finding a suitable role for the robot, but spreading out the 
content that the robot provides was considered an obstacle. 
As one teacher mentioned, “Picture this, I have a robot. I 
have roughly 30 children in my class. Are only the strong, the 
weak or the average children allowed to work with it? Or is 
everyone allowed to work with it once per 4 weeks and maybe 
10 minutes at a time? How are you going to manage that?” 
(T9). When suggested by another teacher to perhaps split the 
class with one half working with the robot and the other half 
not, another teacher expressed: “Yes then you will get parallel 
classes, one class will work with it and the other one will not. 
You have to prevent that” (T10). 
Accountability 
In response to the question who should be accountable for 
subjects like maintenance, purchase, software updates and 
security, most teachers agreed this should be the supplier or 
the school. However, when accountability was discussed in 
the context of inside the classroom, one teacher argued that 
teachers hold responsibility as well, particularly with the 
actual use, saying “But the teacher [is responsible] as well, 
he works with it [the robot] of course. See, saying that the IT 
guy is responsible is easy, but if you have 10 teachers whom 
all work with it and they all say the IT guy [is responsible] 
…” (T6). One teacher compared the accountability issue 
regarding robots with the current laptop use within their own 
school. “The kids work with it [the laptops] and they have to 
put it back in the cabinet and plug in the right adapter cable, 
et cetera. It’s one big mess. So, then you’re balancing on that 
level a bit. But if you’re talking about big maintenance and 
the programming [of the big maintenance], then I wouldn’t 

let an individual teacher do that” (T5), with several teachers 
agreeing. The teacher followed, “Practical use, yes. That’s 
what keeps you as a teacher accountable. You have to walk 
along with your class to the laptop cabinet to check if children 
are putting stuff back the right way” (T5). 
Human contact 
In the context of educational robots, human contact was still 
favoured by teachers. Tablets and laptops in classrooms were 
described by teachers as objects that already reduce human 
contact and robots not being different: “What I find worrying 
is that all digital things shift the communicational preference 
of children. At home, they’re already playing with an iPad, a 
smartphone, they’re doing all sorts of games and now they’re 
going to spend a lot of time talking to a robot. Aren’t we 
changing the communicational preference, and do you want 
them [the children] to talk more to robots than humans?” 
(T3). Moreover, teachers argued that emotional development 
is something which can’t be taught by a robot. One teacher 
explained, “Building an actual relationship with a robot … I 
wonder how good that is for your own social skills. It 
responds differently. If I look at my [pupils’] age, grades 4/5, 
then I prefer them to play with each other rather than having 
them staring at a screen, because they don’t have that 
interaction” (T9). Teachers also emphasized children having 
trouble to separating reality from fiction, especially at a 
younger age: “Then, where is the line between fiction and 
reality? For some children that’s really hard [to 
understand]” (T8). 
Trust & Deception 
Teachers showed concerns towards children forming a bond 
with a robot. A teacher mentioned, “But what if you have a 
kid from grade 8 who’s been through a lot and he tells it to a 
computer. I don’t know if that child should know…[ ], that we 
can play back everything” (T2). Teachers were anxious about 
the fact that children’s trust could be damaged when they 
would find out that their data would be used without their 
knowledge. They did, however, see age as a defining factor. 
Saying that it’s age-related, one teacher explained, “I can 
imagine you wanting to introduce it [the robot] as a friend to 
toddlers. But if you’re in class 4-5, I think you should make 
them a bit more conscious. Or maybe you can already tell it 
during the introduction” (T2). On the topic of trust & 
deception, teachers also stated that you should be honest with 
the child in terms of data collection: “A child should know 
that it [data collected by a robot] can be revisited” (T4). 
Friendship & Attachment 
The topic friendship & attachment shares many similarities 
with trust & deception. The difference between the two, 
however, lies within trust & deception often being a result of 
friendship & attachment, according to the teachers. For 
example, having a bond with a certain person can create trust. 
Children are reported to project friendship or attachment onto 
social robots [4]. A toddler, for example, would envision a 
teddy bear to be a living friend. A robot like the NAO could, 
therefore, spark a similar feeling in a child as a teddy bear 
would because it has humanoid properties. A teacher 
expressed concerns when older children would form a bond 
with a robot: “If you as 10-, 11-, 12-year-old are saying ‘the 



robot is my friend’, then I would find that somewhat 
worrying” (T3). Moreover, teachers agreed that children of 
older ages trusting a robot more and forming a relationship 
with it, would cause serious concerns. Another teacher added: 
“If a child is going to see this [the robot] as solely a 
trustworthy thing, then there might be something more 
wrong” (T3). 
Freedom from bias 
When freedom from bias was discussed, teachers considered 
the robot as a tool for easy math and language exercises. 
When more complex exercises were addressed, they argued 
that a robot would not be up for the job. Having limited 
responses, the robot would solely give a correct or wrong 
response, potentially demotivating the child. A teacher stated, 
“If it’s a student who has to work harder than others and is 
constantly being told ‘wrong, wrong, wrong’ by the robot, 
yeah, he’s definitely going to fail” (T3) with several teachers 
agreeing. 
Safety 
Safety was mostly discussed among teachers when a child or 
class would be left with a robot unsupervised. Being 
compared to laptop use in class, a teacher said, “I frequently 
put children in the hall to work with a laptop or something, 
but I let them know that I know what they are doing. So, even 
if I would send them away with a robot, I would still say ‘I 
know what you are doing’ in advance” (T10), with many 
teachers agreeing. Teachers explained they often have a good 
idea of whom they would leave unsupervised with the robot 
and who not: “You know which child you will allow doing 
that [being alone with the robot]. You also know exactly 
which child you will absolutely not allow doing that” (T5). 
When discussing the physical safety of children in presence 
of a robot, teachers did not seem very concerned. One teacher 
argued, “No, it [the robot] is safe, isn’t it? We have more 
unsafe toys at school than this” (T3). 
Miscellaneous 
In this section, we discuss quotes from teachers which could 
not (fully) be identified as or placed under a specific value. 
These quotes often overlap with other values, showing 
similarities or conflict between them. One comment made by 
a teacher was, “But keep in mind that the child knows that the 
robot will not judge or answer at all, which could be a free 
ticket to say whatever it [the child] wants” (T3), showing 
concern towards freedom from bias as well as data usage. 
Other concerns were the combined matters of privacy, 
applicability and psychological welfare, in particular 
workload of the teacher. Following on the collection of video 
footage, a teacher noted, “I can imagine that if you are going 
to revisit all the footage the robot records on one day … times 
30 students or whatever …” (T6). The same teacher 
continued, “Because who is going to check all of that [the 
data collected by the robot], and when?” (T6). 
Opportunities 
Privacy & Security 
Teachers showed interest in the data collected by the social 
robot, with many seeing opportunities to use this hardware 
and software. In response to the question if the teachers would 

like to have the data collected by these robots, a teacher 
mentioned, “yes of course [I would like the data], because it 
would give you a lot more information on what has 
happened” (T6). Many teachers saw the use of data as a 
opportunity to enhance personalised learning. As one teacher 
expressed, “I would like that [to use the data]. If a child 
makes a mistake, you could go through the data together. 
Like, where did you stall, how can you improve that. That’s 
something positive, I think” (T7). 
Applicability  
Teachers did see the robot being a prime tool for teaching 
programming to the students. With computational skills 
becoming increasingly important within education, a teacher 
stated: “And if they get it taught at a very young age, then 
programming something like a website in grade 8 would 
almost be too easy” (T7). One teacher also suggested that 
students from a senior section would be able to help students 
in lower sections with programming, saying, “If you, as 
teacher, say to less motivated older students that they can 
work with that thing [the robot] a couple of times, that you 
give them the exercise to develop a small course. Then you 
are making a combination of implementing it with young 
children. I really see that as a very functional use” (T18). 
Psychological Welfare & Happiness 
Not only increased learning gains and the effective use of the 
robot were deemed important. Teachers indicated that 
students would definitely enjoy working with a robot. As one 
teacher implied, “If I would put it [the robot] in my class, with 
those from [grade] 5 and 6, well they would really enjoy that. 
Really!” (T3). The overall excitement of working with a robot 
was also seen as an opportunity to spark new interests within 
the pupils. “For a lot of them, there is a certain interest, who 
like programming or just like computers in general. Those 
might have a stronger connection or feeling with those kinds 
of exercises” (T7) was an opinion agreed upon by many. The 
patience a robot has was also seen as something positive. One 
teacher proclaimed, “I think it calls to children and motivates 
them to do something with that robot. The robot stays patient, 
it shows no emotions. As a teacher you can show like “come 
on”. A robot doesn’t have that, so that feels very safe and 
helping for some kids” (T8).  

The novelty effect was perceived as a strength for another 
teacher, mentioning “That really holds its powers, a bit of 
motivation indeed, a bit of experience. All kids would want to 
work with that” (T6). 
Friendship & Attachment 
The potential regarding friendship and attachment was 
considered as well. Specifically mentioning special needs 
children (e.g., in the Autistic Spectrum Disorder, ADHD, 
dyslexia) who could benefit from a relationship with a robot. 
Junior section teachers saw a connection with the hand dolls 
they use during class. One teacher said, “And the hand dolls 
for toddlers, we give those magical powers too [to entertain 
the children]. Toddlers believe that, and I think you can do 
that with a robot as well. While playing, they’re discovering 
things” (T5).  



DISCUSSION 
Teachers shared many different opinions and discussed 
opportunities and concerns of social robots in primary 
education. Teachers saw opportunities in, for example, 
learning language and math, yet the concerns often 
outweighed the potential. Privacy & security were the most 
discussed moral values, followed closely by concerns 
regarding applicability, psychological welfare, and usability. 
We will first discuss our results which are consistent with 
prior research, followed by newly identified considerations 
which are not reported in existing literature.  
Consistent with prior research  
In terms of data storage, many similarities between our results 
and others were reported. Teachers agreed that data being 
stored by the robot is fine, as long as it is anonymized. Serholt 
et al. [19] also report this consideration in their research, with 
teachers also being accepting of data storage on the condition 
that it was anonymized. 

Applicability proved to hold both opportunities and concerns, 
particularly matters such as the robot’s technology and the 
role of the robot. Teachers saw opportunities in the 
consistency a robot offers, not showing emotion and not 
getting ill or tired, making it an adequate tool to execute 
repetitive tasks. This role as a repetitive task performer was 
also reported in other studies [1,7]. However, this consistency 
and lack of emotion were also considered to be a potential 
concern. A teacher noted that emotions are important during 
the early stages of primary education, with a robot not being 
able to fulfill this more high-profile task. This lack of 
emotions was seen as a concern by teachers in other research 
too [18,19]. Teachers were also divided on the workload a 
robot could add or reduce. Serholt et al. [18,19] reported in 
two studies that some teachers perceived educational robots 
to constitute an extra burden. This extra workload was 
confirmed by several teachers in our study, specifically 
saying that tasks such as revisiting the data collected by a 
robot would add workload. However, the potential of an 
educational robot replacing a teacher was quickly dismissed 
among the teachers, saying the robot was nowhere near 
eligible enough, which was also reported before [7]. 
Contrarily, Serholt et al. [19] reported that replacement was 
considered to be a fear among teachers.  

A robot executing repetitive tasks was often seen as an 
opportunity for the child to enhance learning. Teachers 
described that children enjoy the patience a robot has been 
observed before [1,19]. Teachers saw the calming nature of a 
robot as an opportunity to use this as a motivator for children. 
Ahmad et al. [1] report teachers suggesting funny roles for the 
robot to execute, in order to motivate children and keeping 
them engaged during the learning process. However, some 
teachers also expressed that robots would not be able to 
comfort a child sufficiently, since a robot does not have 
emotions. This specific concern was reported in earlier 
research by a teacher, in research conducted by Diep et al. [7], 
arguing that educational robots could not provide the same 
amount of comfort or emotional readiness when students 
would be distressed.  

The considerations regarding the ratio of robot to child in a 
class in our study are consistent with earlier research. Serholt 
et al. [18] reported that teachers state that finding the right 
balance regarding child/robot ratio was considered to be very 
challenging. This was also mentioned by the participants in 
our study, adding that big classes make it hard to picture a 
scenario in which every child gets to play with the robot for 
the same amount of time. 
Newly identified considerations  
Teachers did not only express concerns toward the use of data 
collected by the robot, but voiced advantages too. More 
specifically, some teachers in our study were enthusiastic by 
the thought of being able to use data such as face recognition, 
making the robot able to differentiate between children and 
recognising them, giving a comforting feel to the child by 
knowing its name. This opportunity has not been mentioned 
before in other research, with teachers only going as far as 
seeing possibilities to use the memory of the robot to recall 
certain things [1]. 

Another privacy-related concern which wasn’t observed 
before, was the privacy guarantee of children not directly 
working with the robot. Privacy was often discussed in terms 
of data collection and protection [19], but the privacy of other 
children in the same room with the robot was overlooked by 
teachers in earlier research.  

However, some teachers from the study of Serholt et al. [19], 
expressed concerns towards the initial storage of data. They 
mentioned having data like facial recognition and emotions 
being a big issue, and questioned if it was necessary to store 
such data at all. These concerns were not indicated by 
teachers from our study, with them only explaining that the 
use of these data would potentially add to the workload. These 
teachers also heavily implied that they should be able to check 
the data first before parents would get access to it. The fear 
that parents would not understand the data was a shared 
opinion, with some teachers also expressing the fear of being 
blamed by parents, for example, of not immediately helping 
a child. Other studies have not reported on this concern so far.  

In related research, elements of usability have been discussed. 
The effects of topics such as a robot accompanying a student 
at home have been covered by other research before [10,11]. 
However, in our study, participants showed more concerns 
towards e.g. costs, saying the robot is too expensive to be 
taken home. Teachers unanimously agreed that everyone 
should have as equal rights to work with a social robot. This 
has not been reported in earlier research  
CONCLUSION AND LIMITATIONS  
In this exploratory study, we aimed to explore teachers’ 
perspectives on the moral values related to social robots in 
education. The values privacy & security, psychological 
welfare & happiness, applicability and usability, were the 
most discussed values during the focus group sessions. This 
indicates that teachers consider these values most relevant or 
problematic when implementing social robots in education. 

We note that the lack of experience the teachers had with 
(social) robots might have influenced the results, as teachers 
often had trouble picturing different scenarios in which a 



robot like the NAO could be applied. A few teachers had 
experience with smaller robots like the Bee-bot, but 
mentioned that the NAO robot is in a different league. By 
showing a video clip and giving participants an interactive 
demonstration with a NAO robot, we hoped to shrink the gap 
between expectations and actual experience.  

We also acknowledge that our exploratory study was solely 
executed within The Netherlands. With many countries using 
different educational methods and having access to different 
technologies, we want to stimulate researchers in doing 
similar research with teachers across the globe, exploring 
their opportunities and concerns to broaden the ethical 
considerations on social robots in education. 
ACKNOWLEDGMENT 
We would like to thank all the participants who voluntarily 
agreed to take part in our research.  
 
SELECTION AND PARTICIPATION OF CHILDREN 
No children participated in this work. 

REFERENCES 
1. Muneeb Imtiaz Ahmad, Omar Mubin, and Joanne 

Orlando. 2016. Understanding Behaviours and Roles 
for Social and Adaptive Robots In Education: 
Teacher’s Perspective. In Proceedings of the fourth 
international conference on human agent interaction, 
297–304. https://doi.org/10.1145/2974804.2974829 

2. Minoo Alemi, Ali Meghdari, and Maryam Ghazisaedy. 
2014. The effect of employing humanoid robots for 
teaching English on students’ anxiety and attitude. In 
2014 Second RSI/ISM International Conference on 
Robotics and Mechatronics (ICRoM), 754–759. 
https://doi.org/10.1109/ICRoM.2014.6990994 

3. Paul Baxter, Emily Ashurst, James Kennedy, 
Emmanuel Senft, Severin Lemaignan, and Tony 
Belpaeme. 2015. The Wider Supportive Role of Social 
Robots in the Classroom for Teachers. 6. 

4. Tony Belpaeme, James Kennedy, Aditi Ramachandran, 
Brian Scassellati, and Fumihide Tanaka. 2018. Social 
robots for education: A review. Science Robotics 3, 21. 
https://doi.org/10.1126/scirobotics.aat5954 

5. Cynthia Breazeal. 2009. Role of expressive behaviour 
for robots that learn from people. Philosophical 
Transactions of the Royal Society B: Biological 
Sciences 364, 1535: 3527–3538. 
https://doi.org/10.1098/rstb.2009.0157 

6. Dave Catlin, Martin Kandlhofer, Stephanie Holmquist, 
Andrew Paul Csizmadia, John-John Cabibihan, and 
Julian Angel-Fernandez. 2018. EduRobot Taxonomy 
and Papert’s Paradigm. In Constructionism 2018 
Constructionism, Computational Thinking and 
Educational Innovation: conference proceedings, 11. 

7. Lucy Diep, John-John Cabibihan, and Gregor 
Wolbring. 2015. Social Robots: Views of special 
education teachers. 160–163. 
https://doi.org/10.1145/2838944.2838983 

8. Eurydice European Commision. 2017. Organisation of 
Primary Education. Organisation of Primary 
Education | Eurydice. Retrieved January 16, 2019 from 
https://eacea.ec.europa.eu/national-
policies/eurydice/content/organisation-primary-
education-32_en 

9. Marina Fridin and Mark Belokopytov. 2014. 
Acceptance of socially assistive humanoid robot by 
preschool and elementary school teachers. Computers 
in Human Behavior 33: 23–31. 
https://doi.org/10.1016/j.chb.2013.12.016 

10. Jeong-Hye Han, Mi-Heon Jo, Vicki Jones, and Jun-H. 
Jo. 2008. Comparative Study on the Educational Use 
of Home Robots for Children. Journal of Information 
Processing Systems 4, 4: 159–168. 
https://doi.org/10.3745/JIPS.2008.4.4.159 

11. Jeonghye Han, Miheon Jo, Sungju Park, and Sungho 
Kim. 2005. The educational use of home robots for 
children. In ROMAN 2005. IEEE International 
Workshop on Robot and Human Interactive 
Communication, 2005., 378–383. 
https://doi.org/10.1109/ROMAN.2005.1513808 

12. Claire A. G. J. Huijnen, Monique A. S. Lexis, and Luc 
P. de Witte. 2016. Matching Robot KASPAR to 
Autism Spectrum Disorder (ASD) Therapy and 
Educational Goals. International Journal of Social 
Robotics 8, 4: 445–455. 
https://doi.org/10.1007/s12369-016-0369-4 

13. James Kennedy, Paul Baxter, and Tony Belpaeme. 
2015. The Robot Who Tried Too Hard: Social 
Behaviour of a Robot Tutor Can Negatively Affect 
Child Learning. In Proceedings of the Tenth Annual 
ACM/IEEE International Conference on Human-Robot 
Interaction - HRI ’15, 67–74. 
https://doi.org/10.1145/2696454.2696457 

14. Jacqueline M. Kory Westlund, Goren Gordon, Samuel 
Spaulding, Jin Joo Lee, Luke Plummer, Marayna 
Martinez, Madhurima Das, and Cynthia Breazeal. 
2016. Lessons from teachers on performing HRI 
studies with young children in schools. In 2016 11th 
ACM/IEEE International Conference on Human-Robot 
Interaction (HRI), 383–390. 
https://doi.org/10.1109/HRI.2016.7451776 

15. Javier Movellan, Micah Eckhardt, Marjo Virnes, and 
Angelica Rodriguez. 2009. Sociable robot improves 
toddler vocabulary skills. In Proceedings of the 4th 
ACM/IEEE international conference on Human robot 
interaction - HRI ’09, 307. 
https://doi.org/10.1145/1514095.1514189 

16. Giuseppe Palestra, Ilaria Bortone, Dario Cazzato, 
Francesco Adamo, Alberto Argentiero, Nadia Agnello, 
and Cosimo Distante. 2014. Social Robots in Postural 
Education: A New Approach to Address Body 
Consciousness in ASD Children. In Social Robotics, 
Michael Beetz, Benjamin Johnston and Mary-Anne 
Williams (eds.). Springer International Publishing, 



Cham, 290–299. https://doi.org/10.1007/978-3-319-
11973-1_30 

17. S Papert and C Solomon. 1972. Twenty Things to Do 
with a Computer. Educational Technology. Retrieved 
from goo.gl/xsrWDG 

18. Sofia Serholt, Wolmet Barendregt, Iolanda Leite, 
Helen Hastie, Aidan Jones, Ana Paiva, Asimina 
Vasalou, and Ginevra Castellano. 2014. Teachers’ 
views on the use of empathic robotic tutors in the 
classroom. 955–960. 
https://doi.org/10.1109/ROMAN.2014.6926376 

19. Sofia Serholt, Wolmet Barendregt, Asimina Vasalou, 
Patrícia Alves-Oliveira, Aidan Jones, Sofia Petisca, 
and Ana Paiva. 2017. The case of classroom robots: 
teachers’ deliberations on the ethical tensions. AI & 
SOCIETY 32, 4: 613–631. 
https://doi.org/10.1007/s00146-016-0667-2 

20. Amanda J. C. Sharkey. 2016. Should we welcome 
robot teachers? Ethics and Information Technology 18, 
4: 283–297. https://doi.org/10.1007/s10676-016-9387-
z 

21. Matthijs Smakman and Elly A. Konijn. 2020. Robot 
Tutors: Welcome or Ethically Questionable? In 
Robotics in Education ‐ Current Research and 
Innovations (Advances in Intelligent Systems and 
Computing), pp 376-386. https://doi.org/10.1007/978-
3-030-26945-6_34 

22. SoftBank Robotics. NAO the humanoid and 
programmable robot. Retrieved April 24, 2020 from 
https://www.softbankrobotics.com/emea/en/nao 

23. Fumihide Tanaka and Shizuko Matsuzoe. 2012. 
Children Teach a Care-Receiving Robot to Promote 
Their Learning: Field Experiments in a Classroom for 
Vocabulary Learning. Journal of Human-Robot 
Interaction: 78–95. 
https://doi.org/10.5898/JHRI.1.1.Tanaka 

 


