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Abstract

In this paper, we present a generalization of the parameterization method, introduced by Cabré, Fontich 
and De la Llave, to center manifolds associated to non-hyperbolic fixed points of discrete dynamical sys-
tems. As a byproduct, we find a new proof for the existence and regularity of center manifolds. However, in 
contrast to the classical center manifold theorem, our parameterization method will simultaneously obtain 
the center manifold and its conjugate center dynamical system. Furthermore, we will provide bounds on the 
error between approximations of the center manifold and the actual center manifold, as well as bounds for 
the error in the conjugate dynamical system.
© 2020 Elsevier Inc. All rights reserved.

1. Introduction

Cabré, Fontich and De la Llave introduced the parameterization method for invariant mani-
folds of dynamical systems on Banach spaces in [4–6]. The goal of the parameterization method 
is to find a parameterization of the (un)stable manifold associated with an equilibrium point of 
the dynamical system. This parameterization is defined as a conjugacy between a dynamical sys-
tem on the (un)stable eigenspace and the original dynamical system on the Banach space. To find 
a unique conjugacy, the dynamical system on the (un)stable eigenspace is fixed (it is given as a 
polynomial map). Besides providing a new proof of the classical (un)stable manifold theorem, 
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the method is useful for computational existence proofs of for example homoclinic and hetero-
clinic orbits, see [3,13,18]. The method has also been used for constructing (un)stable manifolds 
of periodic orbits, see [8]. Recent computational advances include applications to delay differen-
tial equations, see [11], and partial differential equations, see [16].

The goal of this paper is to generalize the parameterization method to center manifolds. As 
explained above, the proof of the classical parameterization method fixes the dynamics on the 
(un)stable eigenspace. Having explicit dynamics on the (un)stable eigenspace a priori ensures 
that the parameterization of the manifold is unique. For center manifolds, we generally cannot 
choose the dynamics on the center eigenspace ourselves. Thus besides solving for the conjugacy, 
we also need to solve for the dynamics on the center eigenspace. To ensure a unique parameteri-
zation, we fix part of the conjugacy instead of fixing the conjugate dynamics.

To state the main theorem of this paper, we introduce some notation. Let F : X → X be a Cn

(for n ≥ 2) discrete time dynamical system on a Banach space X, with non-hyperbolic fixed point 
0. Denote F(x) = Ax + g(x), with A the Jacobian of F at 0. We assume that A has a spectral 
gap around the unit circle, and write X = Xc ⊕ Xh, where Xc is the eigenspace associated with 
the eigenvalues on the unit circle, and Xh the eigenspace associated with the eigenvalues away 

from the unit circle. We write A =
(

Ac 0
0 Ah

)
with respect to the splitting X = Xc ⊕ Xh. Our goal 

is to find a conjugacy K : Xc → X and a dynamical system R : Xc → Xc such that the diagram

X = Xc ⊕ Xh X = Xc ⊕ Xh

Xc Xc

....................................................................................................................................................................................................................................................................................................................................................................... ............
F = A + g

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.............

............

K = ι +
(

kc
kh

)
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.............
............

K = ι +
(

kc
kh

)

............................................................................................................................................................................................................................................................................................................................................................................................................................................................................... ............
R = Ac + r

commutes, where ι : Xc → Xc ⊕ Xh is the inclusion map. We impose that the conjugacy K is 

tangent to Xc at 0, i.e. DK(0) =
(

Id
0

)
, which implies that the linearization of R at 0 is given by 

Ac . We also fix part of the conjugacy K by an explicit choice of the non-linear map kc : Xc → Xc. 
Our result is the following.

Theorem (Parameterization of the center manifold). If g : X → X and kc : Xc → Xc are Cn, 
sufficiently small in the C1 norm and bounded in C2 norm, see Section 2 for the explicit bounds, 
then there exist a Cn map kh : Xc → Xh and a Cn map r : Xc → Xc such that

(A + g) ◦ K = K ◦ (Ac + r) where K = ι +
(

kc

kh

)
. (1.0.1)

Furthermore, we have explicit bounds on the C1 norms of kh and r in terms of the spectral gap 
of A and the C1 norms of g and kc. These bounds are made precise in Section 2.

Despite kh and r being Cn, we only give explicit bounds on their C1 norm. We note that as g
is at least C2, we may multiply g as usual with a cut-off function ξ such that x �→ Ax +g(x)ξ(x)

satisfies the conditions of Theorem 2.1. Then we find a local center manifold for x �→ Ax +g(x)

on the region where ξ = 1, as well as local conjugate dynamics on the center eigenspace.
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Our theorem provides a new proof of the classical center manifold theorem, see [7,12,19]. 
The classical proof of the center manifold theorem is based on the variation of constants formula. 
Our proof is more elementary. It simultaneously finds kh and r as fixed point of an operator on a 
function space, which is a contraction on an appropriately chosen subset. The freedom to choose 
kc �= 0 moreover allows us to obtain the dynamics on the center eigenspace directly in a desired 
normal form.

As we mentioned in the beginning, our work is inspired by the parameterization method for 
invariant (un)stable manifolds in [4–6], which we shall refer to as the classical parameterization 
method. The main difference between the classical and the proposed parameterization method 
is the treatment of the conjugate dynamics R. The classical parameterization method fixes a 
polynomial map R : Xu/s → Xu/s which determines the dynamical system on the (un)stable 
eigenspace, whereas our method produces a Cn map R : Xc → Xc.

It follows from [10] that one can find Taylor approximations R0 and K0 of the maps R and 
K up to any finite order. These R0 and K0, will then almost satisfy the conjugacy equation, i.e. 
F ◦ K0 − K0 ◦ R0 will be of order ‖x‖m. This will imply that the real solution of the conjugacy 
equation lies very close to R0 and K0. More precisely, we can find rigorous bounds for R − R0
and K −K0. Hence, from the Taylor approximations we can extract very detailed information of 
the true dynamical behavior on the center manifold.

Another generalization of the classical parameterization method concerning center manifolds 
can be found in [1,2]. This generalization finds certain submanifolds of the center manifold at 
parabolic fixed points. A fixed point is called parabolic if the linearization of the dynamical 
system is the identity. As in the classical parameterization method, the conjugate vector field is 
polynomial in this case, and the proof in [1,2] follows roughly the same analysis as the proof 
of the classical parameterization method. A drawback of this result is that it produces invariant 
manifolds which are only continuous at the origin. Furthermore, it imposes that the linearization 
of the dynamical system at the fixed point is the identity on the center eigenspace. Our theorem 
on the other hand produces invariant manifold which are everywhere Cn and does not impose 
that the linearization restricted to the center eigenspace is the identity.

1.0.1. Outline of the paper
Our paper consists of three parts. We start by introducing notation in the following section and 

by giving a more precise formulation of the main theorem in Section 2. As a corollary of the main 
theorem, we find an upper bound between the error of an almost solution M of (1.0.1) and the 
actual solution � of (1.0.1) in terms of how well M solves (1.0.1). Furthermore, we introduce 
a fixed point problem in Section 3. This fixed point problem will produce the conjugacy and 
conjugate dynamics of Theorem 2.1. Finally, we will prove that the fixed point problem defines 
a contraction in C1.

In the second part of our paper, which consists of Sections 4 to 6, we will obtain the smooth-
ness results of the main theorem by means of two bootstrapping arguments. The first bootstrap-
ping argument, in Section 4, shows that once we have a C1 conjugacy and conjugate dynamics, 
they are in fact both C2. The second argument, in Section 5, shows that we can inductively in-
crease the smoothness from C2 to Cn. Finally, we prove in Section 6 that our center manifold is 
unique, and we derive the estimate on � −M.

1.0.2. Future work
Our proposed method is defined for general discrete time dynamical systems. Although it is 

not proven in this paper, we are convinced that the method can be generalized to continuous time 
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dynamical systems. Furthermore, our method can be used to parameterize different manifolds 
than only the center manifold, for instance the center-(un)stable or (un)stable manifold. In the 
latter case, our method should even work if the (un)stable manifold contains infinitely many 
resonances.

1.1. Notation and conventions

We use the following notation and conventions in this paper.

– For a Banach space X =⊕n
i=1 Xi , we assume that the norm on X satisfies

‖x‖ = max
1≤i≤n

{‖xi‖i} , for x = ⊕n
i=1xi (1.1.1)

where xi ∈ Xi and ‖ · ‖i the norm on Xi . If X is equipped with another norm, we can always 
define an equivalent norm on X which satisfies (1.1.1) and leaves the norm unchanged on Xi .

– For functions f : X → Y between Banach spaces, we denote with

‖f ‖n := max
0≤m≤n

sup
x∈X

‖Dmf (x)‖

the Cn norm of f for n ≥ 0.
For X and Y Banach spaces, we denote with

Cn
b (X,Y ) := {

f : X → Y | f is Cn and ‖f ‖n < ∞}
the Banach space of all Cn bounded functions between X and Y .

– For a linear operator A : X → Y between Banach spaces, we denote with

‖A‖op := sup
‖x‖=1

‖Ax‖

the operator norm of A.
For X and Y Banach spaces, we denote with

L(X,Y ) := {
A : X → Y | A is a linear operator and ‖A‖op < ∞}

the Banach space of all bounded linear operators between X and Y .
– For a k-linear operator A : Xk → Y between Banach spaces, we denote with

‖A‖op := sup
‖xi‖≤1
1≤i≤k

‖A(x1, . . . , xk)‖

the operator norm of A.
For X and Y Banach spaces, we denote with

Lk(X,Y ) :=
{
A : Xk → Y

∣∣∣ A is a k-linear operator and ‖A‖op < ∞
}

the Banach space of all bounded k-linear operators between Xk and Y .
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– For Banach spaces X, Y and Z and f ∈ Cn
b (Y, Z) and g ∈ Cn

b (X, Y), the kth derivative of 
f ◦ g is given by

Dk[f ◦ g](x) = Dkf (g(x))(Dg(x), . . . ,Dg(x)︸ ︷︷ ︸
k times Dg(x)

) + lower derivatives of f. (1.1.2)

We can identify the kth derivative of f at g(x) with a symmetric k-linear operator between 
Y k and Z. This motivates us to define the shorthand notation

A⊗k := (A, . . . ,A)︸ ︷︷ ︸
k times A

∈ L(Xk,Y k) for A ∈ L(X,Y ).

Hence we may rewrite (1.1.2) as

Dk[f ◦ g](x) = Dkf (g(x)) (Dg(x))⊗k + lower derivatives of f,

where Dkf (g(x)) ∈ Lk(Y, Z).

2. A quantitative formulation of the parameterized center manifold theorem

We will now formulate the quantitative version of the parameterization of the center manifold 
theorem.

Theorem 2.1 (Parameterization of the center manifold). Let X be a Banach space and F : X →
X a Cn, n ≥ 2, discrete dynamical system on X such that 0 is a fixed point of F . Denote F =
A + g with A := DF(0) and let kc : Xc → Xc be chosen. Assume that

1. There exist closed A-invariant subspaces Xc, Xu and Xs such that X = Xc ⊕ Xu ⊕ Xs . We 

write A =
(

Ac 0 0
0 Au 0
0 0 As

)
where we define Ac := A

∣∣
Xc

, and similarly define Au and As .

2. The linear operators Ac and Au are invertible.
3. The norm on X is such that

‖A−1
c ‖ñ

op‖As‖op < 1 and ‖A−1
u ‖op‖Ac‖ñ

op < 1 for all 1 ≤ ñ ≤ n.

4. The non-linearities g and kc satisfy

g ∈ {h ∈ Cn
b (X,X) | h(0) = 0, Dh(0) = 0 and ‖Dh‖0 ≤ Lg

}
,

kc ∈ {h ∈ Cn
b (Xc,Xc) | h(0) = 0, Dh(0) = 0 and ‖Dh‖0 ≤ Lc

}
,

for Lg and Lc small enough; see Remark 2.4 for the explicit inequalities that Lg and Lc

should satisfy.

Then there exist a Cn conjugacy K : Xc → X and Cn discrete dynamical system R = Ac + r :
Xc → Xc such that
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(A + g) ◦ K = K ◦ (Ac + r). (2.0.1)

Furthermore, K and R have the following properties:

A) The dynamical system R = Ac + r is globally invertible, with its inverse given by T = A−1
c +

t , where

r ∈ {h ∈ Cn
b (Xc,Xc) | h(0) = 0, Dh(0) = 0 and ‖Dh‖0 ≤ Lr

}
,

t ∈ {h ∈ Cn
b (Xc,Xc) | h(0) = 0, Dh(0) = 0 and ‖Dh‖0 ≤ Lt

}
.

The constants Lr and Lt depend on Lg and Lc. See Remark 2.4 for their definition.
B) The conjugacy K is given by

K = ι +
⎛
⎝kc

ku

ks

⎞
⎠

with ι : Xc → X the inclusion map and

ku ∈ {h ∈ Cn
b (Xc,Xu) | h(0) = 0, Dh(0) = 0 and ‖Dh‖0 ≤ Lu

}
,

ks ∈ {h ∈ Cn
b (Xc,Xs) | h(0) = 0, Dh(0) = 0 and ‖Dh‖0 ≤ Ls

}
.

The constants Lu and Ls depend on Lg and Lc. See Remark 2.4 for their definition.

Remark 2.2. If A has a spectral gap around the unit circle, conditions 1 and 2 hold when we 
take Xc to be the center eigenspace, Xu to be the unstable eigenspace and Xs to be the stable 
eigenspace. Furthermore, in this case there exists a norm on X such that condition 3 holds. For 
the construction of this norm, see Proposition A.1 of [4].

In many practical situations, using for example numerics or Taylor approximations, one may 
be able to find K0 and R0 which almost solve (2.0.1), i.e. for which F ◦ K0 − K0 ◦ R0 is small. 
In other instances, the dynamical system F : X → X may be close to another dynamical system 
F0 : X → X, for which we are able to find a K0 and R0 satisfying F0 ◦K0 −K0 ◦R0 = 0 exactly. 
In both cases, we are interested in estimating the error between K0 and the true conjugacy K , 
as well as the error between R0 and the true dynamical system R. The following corollary of 
Theorem 2.1 gives bounds for these errors.

Corollary 2.3. Let n ≥ 2 and let F : X → X and kc : Xc → Xc be Cn functions which satisfy the 
conditions of Theorem 2.1. Let ε > 0, m < n and M > 0. Then there exists a constant C(M, m), 
which will be introduced in Section 6.3, such that if

1. k0 ∈
{
h ∈ Cm+1

b (Xc,Xu ⊕ Xs)

∣∣∣ h(0) = 0, Dh(0) = 0 and ‖h‖m+1 ≤ M
}

,

2. r0 ∈
{
h ∈ Cm+1

b (Xc,Xc)

∣∣∣ h(0) = 0, Dh(0) = 0,‖Dh‖0 ≤ Lr and ‖h‖m+1 ≤ M
}

,

3.

∥∥∥∥F ◦
(

ι +
(

kc

k0

))
−
(

ι +
(

kc

k0

))
◦ (Ac + r0)

∥∥∥∥ ≤ ε,

m



2138 G.J.B. van den Berg et al. / J. Differential Equations 269 (2020) 2132–2184
then we have

‖k − k0‖m ≤ C(M,m)ε and ‖r − r0‖m ≤ C(M,m)ε

for k = ku ⊕ ks : Xc → Xu ⊕ Xs and r : Xc → Xc from Theorem 2.1.

Remark 2.4. To state what it means in Theorem 2.1 for Lg and Lc to be small enough, we first 
introduce explicit formulas for Lr , Lt , Lu and Ls :

Lr := Lg + Lc

(
2‖Ac‖op + Lg

)
1 − Lc

, (2.0.2a)

Lt := ‖A−1
c ‖2

opLr

1 − ‖A−1
c ‖opLr

, (2.0.2b)

Lu := ‖A−1
u ‖op (1 + Lc)Lg

1 − Lr‖A−1
u ‖op − ‖Ac‖op‖A−1

u ‖op
, (2.0.2c)

Ls := ‖A−1
c ‖op (1 + Lc)Lg

1 − Lr‖A−1
c ‖op − ‖As‖op‖A−1

c ‖op
. (2.0.2d)

For Lr , Lt , Lu, and Ls to be positive, their denominators have to be positive. So we will first of 
all require Lg and Lc to be so small that

Lc < 1,

Lr‖A−1
c ‖op < 1,

Lr‖A−1
u ‖op + ‖Ac‖op‖A−1

u ‖op < 1,

Lr‖A−1
c ‖op + ‖As‖op‖A−1

c ‖op < 1.

Besides these conditions on Lg and Lc, the proof of Theorem 2.1 contains multiple fixed points 
arguments, with contraction constants depending on Lg and Lc. The corresponding contraction 
constants are, for 0 ≤ ñ ≤ n,

θñ,1 := Lg + Lc, (2.0.3a)

θñ,2 := ‖A−1
u ‖op

((‖Ac‖op + Lr

)ñ + Lg + Lu

)
, (2.0.3b)

θñ,3 := Lñ
−1

(‖As‖op (1 + L−1Ls) + Lg (1 + L−1 (1 + Lc))
)
. (2.0.3c)

We note that θñ,1 does not depend on ñ, but for consistency we choose to keep the index ñ. 
Furthermore, we define

L−1 := ‖A−1
c ‖op + Lt ,

which will act as a bound on ‖D(Ac + r)−1‖0. Now, if Lg and Lc are small, then we have that 
θñ,i < 1. In particular, we require Lg and Lc to be so small that indeed

θñ,1 < 1, θñ,2 < 1, θñ,3 < 1 for all ñ ≤ n.
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We will often refer to this remark by writing “(. . . ) small in the sense of Remark 2.4 for n = m.”. 
By this, we mean that θñ,i < 1 holds for all ñ ≤ m and i = 1, 2, 3.

2.1. Proof scheme of Theorem 2.1

To prove Theorem 2.1 we use four steps:

1. We define a fixed point operator and show that its fixed points are solutions to the conjugacy 
equation (2.0.1).

2. We show that the fixed point operator is a contraction with respect to the C1 norm on an 
appropriate set of C2 functions. Therefore, we find a pair of C1 functions (K, r) such that 
equation (2.0.1) holds.

3. We show that the C1 solution (K, r) of equation (2.0.1) is in fact C2.
4. Finally, we use induction to prove that K and r are Cn.

We find it easiest to split the proof in the four steps outlined above. We note that in step 2 we 
find a contraction with respect to the C1 norm in a space of C2 functions, which is the reason 
that we assume n ≥ 2 in Theorem 2.1. Furthermore, going from a C1 solution to a C2 solution 
needs different estimates than when going from a Cm solution to a Cm+1 solution for m ≥ 2, see 
for instance Lemma 4.3 and Lemma 5.6.

3. A C1 center manifold

3.1. A fixed point operator

We start by setting up a fixed point operator. For this, we consider the conjugacy equation

(A + g) ◦ K − K ◦ (Ac + r) = 0.

When we write g =
(

gc

gu

gs

)
and K = ι +

(
kc

ku

ks

)
, then we have component-wise

⎛
⎝Ac 0 0

0 Au 0
0 0 As

⎞
⎠
⎛
⎝Id+kc

ku

ks

⎞
⎠+

⎛
⎝gc ◦ K

gu ◦ K

gs ◦ K

⎞
⎠−

⎛
⎝Ac + r + kc ◦ (Ac + r)

ku ◦ (Ac + r)

ks ◦ (Ac + r)

⎞
⎠= 0.

In other words, we obtain the three equations⎧⎨
⎩

Ackc + gc ◦ K − r − kc ◦ (Ac + r) = 0,

Auku + gu ◦ K − ku ◦ (Ac + r) = 0,

Asks + gs ◦ K − ks ◦ (Ac + r) = 0.

(3.1.1)

The first equation is equivalent to

r = Ackc + gc ◦ K − kc ◦ (Ac + r).

Secondly, as Au is invertible, the second equation is equivalent to
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ku = A−1
u (Auku) = A−1

u (ku ◦ (Ac + r) − gu ◦ K) .

Finally, if we assume that Ac + r is invertible, the last equation is equivalent to

ks = Asks ◦ (Ac + r)−1 + gs ◦ K ◦ (Ac + r)−1.

We see that the system (3.1.1) is equivalent with

⎧⎪⎪⎨
⎪⎪⎩

r = Ackc + gc ◦ K − kc ◦ (Ac + r),

ku = A−1
u ku ◦ (Ac + r) − A−1

u gu ◦ K,

ks = Asks ◦ (Ac + r)−1 + gs ◦ K ◦ (Ac + r)−1.

(3.1.2)

Thus 
(

r
ku

ks

)
is a fixed point of the operator �, defined by

� :
⎛
⎝ r

ku

ks

⎞
⎠ �→

⎛
⎝Ackc + gc ◦ K − kc ◦ (Ac + r)

A−1
u ku ◦ (Ac + r) − A−1

u gu ◦ K

Asks ◦ (Ac + r)−1 + gs ◦ K ◦ (Ac + r)−1

⎞
⎠ . (3.1.3)

The following proposition summarizes this derivation.

Proposition 3.1. Let K = ι +
(

kc

ku

ks

)
: Xc → X and Ac + r : Xc → Xc. If Ac + r is globally 

invertible, then the following are equivalent:

i) The dynamical system F is conjugate to Ac + r by K .

ii) The function 
(

r
ku

ks

)
: Xc → X satisfies the system (3.1.2).

iii) The function 
(

r
ku

ks

)
: Xc → X is a fixed point of � defined in (3.1.3).

Proof. This follows from the derivation above. �
3.2. � is well-defined

One of the conditions of Proposition 3.1 is that Ac + r is globally invertible. Under a mild 
condition on the derivative of r , we show that Ac + r is a global diffeomorphism. We will state 
a more general result, as we need a more general statement in Proposition 6.3. Furthermore, we 
note that the result also follows from theorem 2.1 of [15], which states that under some growth 
condition on Ac +r and the inverse of its derivative, Ac +r is a global diffeomorphism. However, 
we will provide an alternative proof, as this proof is exemplary for the structure of the proof of 
Theorem 2.1.

Lemma 3.2. Let B ∈ L(Xc, Xc) be invertible.
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i) We have that B + ψ : Xc → Xc is a global diffeomorphism for all ψ ∈ C1
b(Xc, Xc) with 

‖Dψ‖0 < ‖B−1‖−1
op .

ii) If B +ψ : Xc → Xc is a homeomorphism and ψ ∈ C0
b(Xc, Xc), then (B +ψ)−1 = B−1 +ϕ

with ϕ ∈ C0
b(Xc, Xc).

Proof. i) We will first show that B +ψ is globally invertible, and use its inverse to prove that it is 
in fact a diffeomorphism, which is similar to how we show the smoothness result of Theorem 2.1.

For ϕ ∈ C0
b(Xc, Xc), we have (B + ψ) ◦ (B−1 + ϕ) = Id if and only if

ϕ = −B−1
(
ψ ◦

(
B−1 + ϕ

))
=: 
(ϕ). (3.2.1)

Our first goal is to show that 
 is a contraction on C0
b(Xc, Xc).

As ψ is C1 with bounded derivative, it is Lipschitz with Lipschitz constant equal to the norm 
of its derivative. Thus for ϕ, ϕ̃ ∈ C0

b(Xc, Xc) we have

‖
(ϕ) − 
(ϕ̃)‖0 ≤ ‖B−1‖op‖Dψ‖0‖ϕ − ϕ̃‖0.

Thus with ‖Dψ‖0 < ‖B−1‖−1
op we have that 
 is contraction operator. Let ϕ denote the fixed 

point of 
.
If ϕ is C1, we can differentiate (3.2.1) to x, and the derivative of ϕ satisfies

Dϕ = −B−1Dψ(B−1 + ϕ)(B−1 + Dϕ). (3.2.2)

In other words, if ϕ is C1, then Dϕ is a fixed point of the operator

� : C0
b(Xc,L(Xc,Xc)) → C0

b(Xc,L(Xc,Xc)),

A �→ −B−1Dψ(B−1 + ϕ)B−1 − B−1Dψ(B−1 + ϕ)A.

We will show that � is a contraction, and that its fixed point is indeed the derivative of ϕ.
As ‖B−1Dψ(B−1 + ϕ)‖0 ≤ ‖B‖op‖Dψ‖0 < 1, we see that � is contraction, and we denote 

the fixed point of � by A. All that is left to show is that A is the derivative of ϕ. We have

ψ(B−1(x + y) + ϕ(x + y)) − ψ(B−1x − ϕ(x))

=
1∫

0

Dψ(z(s, x, y))ds(B−1y + ϕ(x + y) − ϕ(y)),

where we define z(s, x, y) := B−1x + sB−1y + sϕ(x + y) + (1 − s)ϕ(x). We find, as φ is the 
fixed point of 
,

‖ϕ(x + y) − ϕ(y) −A(x)y‖

≤ ‖B−1‖op

1∫
‖Dψ(z(s, x, y))‖opds‖(ϕ(x + y) − ϕ(x) −A(x)y)‖
0
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+ ‖B−1‖op

1∫
0

‖Dψ(z(s, x, y)) − Dψ(z(s, x,0))‖opds‖B−1y‖

+ ‖B−1‖op

1∫
0

‖Dψ(z(s, x, y)) − Dψ(z(s, x,0))‖opds‖A(x)y‖. (3.2.3)

Define θ = ‖B−1‖op
∫ 1

0 ‖Dψ(z(s, x, y))‖ds, then θ ≤ ‖B−1‖op‖Dψ‖0 < 1. Hence (3.2.3) im-
plies

‖ϕ(x + y) − ϕ(y) −A(x)y‖
‖y‖

≤ ‖B−1‖op

1 − θ

1∫
0

‖Dψ(z(s, x, y)) − Dψ(z(s, x,0))‖opds(‖B−1‖op + ‖A(x)‖op).

Furthermore, ‖Dψ‖0 is finite, hence by using the Lebesgue Dominated Convergence Theorem, 
we can interchange limits and integrals in

lim‖y‖→0

1∫
0

‖Dψ(z(s, x, y)) − Dψ(z(s, x,0))‖opds.

Using continuity of ‖Dψ(z(s, x, y))‖op in y, the limit is 0. Therefore,

lim‖y‖→0

‖ϕ(x + y) − ϕ(y) −A(x)y‖
‖y‖ = 0

and we conclude that the right inverse B−1 + ϕ of B + ψ is C1.
We still need to show that B−1 + ϕ is the inverse of B + ψ , or equivalently show that B + ψ

is injective. Let x, y ∈ Xc be such that Bx + ψ(x) = By + ψ(y), then

0 = ‖Bx + ψ(x) − By − ψ(y)‖ ≥ ‖B−1‖−1
op ‖x − y‖ − ‖Dψ‖0‖x − y‖.

As ‖B−1‖−1
op − ‖Dψ‖0 > 0, we must have ‖x − y‖ = 0, and thus x = y. With this, we have 

shown that B + ψ is injective, and thus invertible.
ii) We want to show that for all bounded continuous ψ : Xc → Xc such that B + ψ is a 

homeomorphism, ϕ := B−1 − (B + ψ)−1 is uniformly bounded. We have

sup
x∈Xc

‖ϕ(x)‖ = sup
x∈Xc

‖
(
B−1 − (B + ψ)−1

)
(x)‖

= sup
x∈Xc

‖
(
B−1 − (B + ψ)−1

)
((B + ψ) (x))‖

= sup ‖x + B−1ψ(x) − x‖

x∈Xc



G.J.B. van den Berg et al. / J. Differential Equations 269 (2020) 2132–2184 2143
≤ sup
x∈Xc

‖B−1‖op‖ψ(x)‖

= ‖B−1‖op‖ψ‖0. �
From the above lemma it follows that if r : Xc → Xc is C1 and its derivative Dr is uniformly 

bounded by ‖A−1
c ‖−1

op , then there exists a C1 bounded function t : Xc → Xc such that (Ac +
r)−1 = A−1

c + t . Furthermore, from equation (3.2.2) it follows that ‖Dt‖0 satisfies

‖Dt‖0 ≤ ‖A−1
c ‖0‖Dr‖0‖A−1

c ‖0 + ‖A−1
c ‖0‖Dr‖0‖Dt‖0.

In particular, we claim in Theorem 2.1 that the dynamical system Ac + r will be invertible with 
inverse A−1

c + t . Furthermore, we claim that we have the bounds ‖Dr‖0 ≤ Lr and ‖Dt‖0 ≤ Lt , 
with Lr and Lt defined in (2.0.2a) and (2.0.2b) respectively. Since Lr ≤ ‖A−1

c ‖−1
op , it follows 

from the lemma that if ‖Dr‖0 ≤ Lr , we have that Ac + r is invertible, and from the definition of 
Lt that ‖Dt‖0 ≤ Lt . In particular, � is well-defined if we assume ‖Dr‖0 ≤ Lr and the desired 
properties of R = Ac + r follow from the above discussion.

3.3. A first invariant set for �

We want to find an invariant set for � by putting additional bounds on ‖Dr‖0, ‖Dku‖0 and 
‖Dks‖0. To this end, we define

0 :=

⎧⎪⎪⎨
⎪⎪⎩� =

⎛
⎝ r

ku

ks

⎞
⎠ ∈ C1

b(Xc,X)

∣∣∣∣∣∣∣∣
�(0) = 0, D�(0) = 0

and

⎧⎨
⎩

‖Dr‖0 ≤ Lr

‖Dku‖0 ≤ Lu

‖Dks‖0 ≤ Ls

⎫⎪⎪⎬
⎪⎪⎭ .

Theorem 3.3. Assume that Lg and Lc are small in the sense of Remark 2.4 for n = 2. Then � is 
well-defined on 0. Furthermore, 0 is non-empty, invariant under �, and closed.

Proof. We first note that by Remark 2.4 it holds that 0 ∈ 0 as Lr , Lu and Ls are all positive. 
Furthermore, from Remark 2.4 it follows that Lr < ‖A−1

c ‖−1
op . By Section 3.2, we thus have that 

Ac + r is a global diffeomorphism for 
(

r
ku

ks

)
∈ 0, hence � is well defined on 0. Finally, it 

follows directly from the definition of 0 that 0 is closed. All that remains to prove is that 0 is 
invariant under �.

Let � =
(

r
ku

ks

)
∈ 0. Then we must prove that �(�) =

(
�1(�)

�2(�)

�3(�)

)
∈ 0. We will prove the 

resulting conditions on �(�) component-wise. We start by showing �(�)(0) = 0. We have

�1(�)(0) = Ackc(0) + gc(K(0)) − kc((Ac + r)(0)).

With � ∈ 0, we have r(0) = 0, thus (Ac + r)(0) = 0. So we get

�1(�)(0) = Ackc(0) + gc(K(0)) − kc(0).
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By Assumption 4 of Theorem 2.1 we have kc(0) = 0. Together with ku(0) = ks(0) = 0 we find 

K(0) = ι(0) +
(

kc

ku

ks

)
(0) = 0. Therefore

�1(�)(0) = gc(0).

Finally, again by Assumption 4 of Theorem 2.1, we have gc(0) = 0 and we conclude that

�1(�)(0) = 0.

Similarly, �2(�)(0) = 0 and �3(�)(0) = 0. For the latter equality, we note that Ac + r is a 
diffeomorphism and (Ac + r)(0) = 0, thus (Ac + r)−1(0) = 0. So we find that �(�)(0) = 0.

Likewise, we show that D[�(�)](0) = 0 component-wise. For example, we have

D[�1(�)](0) = AcDkc(0) + Dgc(K(0))DK(0) − Dkc((Ac + r)(0))D(Ac + r)(0)

= AcDkc(0) + Dgc(0)DK(0) − Dkc(0)(Ac + Dr)(0).

By Assumption 4 of Theorem 2.1 we have Dgc(0) = 0 and Dkc(0) = 0. So we find D[�1(�)](0)

= 0. Similarly, we find D[�2(�)](0) = 0 and D[�3(�)](0) = 0. So we see that D[�(�)](0) =
0.

For the bounds on the derivatives of the components of �(�), we use the shorthand notation 
R = Ac + r . For the first component we have

‖D[�1(�)]‖0 ≤ ‖D[Ackc]‖0 + ‖D[gc ◦ K]‖0 + ‖D[kc ◦ R]‖0. (3.3.1)

We have by Assumption 4 of Theorem 2.1

‖D[Ackc]‖0 ≤ ‖Ac‖op‖Dkc‖0 ≤ ‖Ac‖opLc. (3.3.2)

Furthermore, we may estimate

‖DK‖0 =
∥∥∥∥
(

D(Id+kc)

Dku

Dks

)∥∥∥∥
0
≤ max {1 + ‖Dkc‖0,‖Dku‖0,‖Dks‖0} .

Now note that 1 +‖Dkc‖0 ≤ 1 +Lc, ‖Dku‖0 ≤ Lu and ‖Dks‖0 ≤ Ls . From the definition of Lu

in (2.0.2c), we see that Lu ≤ 1 + Lc if

‖A−1
u ‖opLg ≤ 1 − Lr‖A−1

u ‖op − ‖Ac‖op‖A−1
u ‖op.

The latter inequality holds since Lu ≥ 0 and it is assumed that θ1,2 < 1. This holds as 0 ≤ Lu and 
θ1,2 < 1. Likewise, we can bound Ls ≤ 1 + Lc as θ1,3 < 1. Thus we find

‖DK‖0 ≤ 1 + Lc. (3.3.3)

With this estimate, we get
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‖D[gc ◦ K]‖0 ≤ ‖Dgc‖0‖DK‖0 ≤ Lg(1 + Lc). (3.3.4)

Finally, we have

‖D[kc ◦ R]‖0 ≤ ‖Dkc‖0‖DR‖0 ≤ Lc

(‖Ac‖op + Lr

)
. (3.3.5)

By combining (3.3.2), (3.3.4) and (3.3.5) we obtain from (3.3.1) that

‖D[�1(�)]‖0 ≤ (1 − Lc)Lr + LcLr = Lr.

The inequalities ‖D[�2(�)]‖0 ≤ Lu and ‖D[�3(�)]‖0 ≤ Ls follow from similar calculations.
Thus we see that � leaves 0 invariant. �

3.4. A second invariant set for �

We would now like to prove that � : 0 → 0 is a contraction with respect to the C1 norm, i.e. 
we must show that ‖�(�) − �(�̃)‖1 ≤ c‖� − �̃‖1 for all �, �̃ ∈ 0 and some c < 1. We will 
need to restrict to a subset of 0 to obtain such a bound. To motivate our choice of the subset, let 
us look more carefully at the second component of � and focus on the bound on its derivative. 
For instance, one obtains an estimate of the form

‖D�2(�) − D�2(�̃)‖0 ≤ ‖A−1
u ‖op‖D[ku ◦ (Ac + r)] − D[k̃u ◦ (Ac + r̃)]‖0

+ ‖A−1
u ‖op‖D[gu ◦ K] − D[gu ◦ K̃]‖0.

If we now estimate the second factor of the first term, we obtain

‖D[ku ◦ (Ac + r)] − D[k̃u ◦ (Ac + r̃)]‖0 ≤ ‖D[ku ◦ (Ac + r)] − D[ku ◦ (Ac + r̃)]‖0

+ ‖D[ku ◦ (Ac + r̃)] − D[k̃u ◦ (Ac + r̃)]‖0.

We can bound the first term in the right hand side by

‖D[ku ◦ (Ac + r)] − D[ku ◦ (Ac + r̃)]‖0 ≤ ‖Dku(Ac + r) − Dku(Ac + r̃)‖0‖Ac‖op

+ ‖Dku(Ac + r)Dr − Dku(Ac + r̃)Dr̃‖0.

But, to estimate ‖Dku(Ac + r) − Dku(Ac + r̃)‖0 in terms of ‖r − r̃‖1 we would need a uniform 

bound on the Lipschitz constant of Dku for 
(

r
ku

ks

)
∈ 0.

Therefore, we will restrict � to a subset of 0 consisting of once differentiable functions 
with uniform bound on the Lipschitz constant of the derivative. In fact, we will restrict � to a 
subset of twice differentiable functions with uniform bound on the supremum norm of the second 
derivative. We make this choice rather than working with C1 function with a Lipschitz bound on 
the derivative, because we later want to show that r , ku and ks are Cn. We thus define for δ > 0
the space of C2 functions



2146 G.J.B. van den Berg et al. / J. Differential Equations 269 (2020) 2132–2184
1(δ) := 0 ∩
⎧⎨
⎩
⎛
⎝ r

ku

ks

⎞
⎠ ∈ C2

b(Xc,X)

∣∣∣∣∣∣
‖D2r‖0 ≤ δ

‖D2ku‖0 ≤ δ

‖D2ks‖0 ≤ δ

⎫⎬
⎭ . (3.4.1)

In Theorem 2.1, we assume that kc and g have bounded second derivative. If we take ‖D2kc‖0 ≤
ε and ‖D2g‖0 ≤ ε for some positive ε, then we will be able to construct an explicit δ(ε) such 
that 1(δ(ε)) is invariant under �.

Proposition 3.4. Let ε > 0 and assume that ‖D2g‖0, ‖D2kc‖0 ≤ ε. Furthermore, assume that 
Lg and Lc are small in the sense of Remark 2.4 for n = 2. Then there exists a δ(ε) > 0, which 
we explicitly define in (3.4.12), such that 1(δ(ε)) is invariant under �. Furthermore, δ(ε) ↓ 0
as ε ↓ 0.

Proof. Let ε > 0. We want to find δ(ε) > 0 such that 1(δ(ε)) is invariant under �. Let � =(
r
ku

ks

)
∈ 1(δ), and introduce the shorthand notation R = (Ac + r) and T = (Ac + r)−1. We have 

to show that ‖D2[�i(�)]‖0 ≤ δ for i = 1, 2, 3.
We estimate the first component by

‖D2�1(�)‖0 ≤ ‖D2[Ackc]‖0 + ‖D2[gc ◦ K]‖0 + ‖D2[kc ◦ R]‖0. (3.4.2)

We estimate the terms separately. First,

‖D2[Ackc]‖0 = ‖AcD
2kc‖0 ≤ ‖Ac‖op‖D2kc‖0 ≤ ‖Ac‖opε. (3.4.3)

Second, as ‖D2K‖0 ≤ max{‖D2kc‖0, ‖D2ku‖0, ‖D2ks‖0} ≤ max{ε, δ} ≤ ε + δ, where we 
choose the rough estimate of ε + δ in order to write δ(ε) explicitly in (3.4.12), we find

‖D2[gc ◦ K]‖0 ≤ ‖D2gc(K)(DK,DK)‖0 + ‖Dgc(K)D2K‖0

≤ ‖D2gc‖0‖DK‖2
0 + ‖Dgc‖0‖D2K‖0

≤ (1 + Lc)
2ε + Lgε + Lgδ. (3.4.4)

Finally, we have

‖D2[kc ◦ R]‖0 ≤ ‖D2kc(R)(DR,DR)‖0 + ‖Dkc(R)D2r‖0

≤ (‖Ac‖op + Lr)
2ε + Lcδ. (3.4.5)

So inequality (3.4.2) together with estimates (3.4.3), (3.4.4) and (3.4.5) gives

‖D2�1(�)‖0 ≤ (
Lg + Lc

)
δ +

(
‖Ac‖op + (1 + Lc)

2 + Lg + (‖Ac‖op + Lr)
2
)

ε

= θ2,1δ + C1(ε), (3.4.6)

where C1(ε) :=
(‖Ac‖op + (1 + Lc)

2 + Lg + (‖Ac‖op + Lr)
2
)
ε.
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Likewise, we estimate the second component by

‖D2[�2(�)]‖0 ≤ ‖A−1
u ‖op(‖D2[gu ◦ K]‖0 + ‖D2[ku ◦ R]‖0). (3.4.7)

As before, we estimate the terms separately to find

‖D2[gu ◦ K]‖0 ≤ ‖D2gu‖0‖DK‖2
0 + ‖Dgu‖0‖D2K‖0

≤ (1 + Lc)
2ε + Lgε + Lgδ,

‖D2[ku ◦ R]‖0 ≤ ‖D2ku‖0‖R‖2
0 + ‖Dku‖0‖D2r‖0

≤ (‖Ac‖op + Lr)
2δ + Luδ.

Hence, inequality (3.4.7) becomes

‖D2[�2(�)]‖0 ≤ ‖A−1
u ‖op((‖Ac‖op + Lr)

2 + Lu + Lg)δ + ‖A−1
u ‖op((1 + Lc)

2 + Lg)ε

= θ2,2δ + C2(ε), (3.4.8)

where C2(ε) := ‖A−1
u ‖op((1 + Lc)

2 + Lg)ε.
Finally, we estimate the third component by

‖D2[�3(�)]‖0 ≤ ‖As‖op‖D2[ks ◦ T ]‖0 + ‖D2[gs ◦ K ◦ T ]‖0. (3.4.9)

Before we estimate the different parts of the right hand side of (3.4.9), we estimate ‖D2T ‖0 by 
applying the chain rule twice to the right hand side of 0 = D2 Id = D2[R ◦ T ].

0 = D2[R ◦ T ] = D2R(T )(DT ,DT ) + DR(T )D2T .

We let DR(T )−1 = DT act on the left to obtain the upper bound

‖D2T ‖0 = ‖ − DT D2R(T )(DT ,DT )‖0 ≤ L3
−1δ. (3.4.10)

We now find the following estimates for the terms in (3.4.9):

‖D2[ks ◦ T ]‖0 ≤ ‖D2ks‖0‖DT ‖2
0 + ‖Dks‖0‖D2T ‖0

≤ L2−1δ + LsL
3
−1δ,

‖D2[gs ◦ K ◦ T ]‖0 ≤ ‖D2gs‖0(‖DK‖0‖DT ‖0)
2 + ‖Dgs‖0‖D2K‖0‖DT ‖2

0

+ ‖Dgs‖0‖DK‖0‖D2T ‖0

≤ L2−1(1 + Lc)
2ε + L2−1Lgδ + L2−1Lgε + L3

−1Lg(1 + Lc)δ.

Inequality (3.4.9) thus becomes
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‖D3[�2(�)]‖0 ≤ L2−1(‖As‖op(1 + L−1Ls) + Lg(1 + L−1(1 + Lc)))δ

+ L2−1((1 + Lc)
2 + Lg)ε

= θ2,3δ + C3(ε), (3.4.11)

where C3(ε) := L2−1((1 + Lc)
2 + Lg)ε.

If we show that δ(ε) > 0 can be chosen such that

θ2,iδ(ε) + Ci(ε) ≤ δ(ε)

then we can estimate inequalities (3.4.6), (3.4.8) and (3.4.11) by δ(ε) which shows that 1(δ(ε))

is invariant under �. By assumption, we have θ2,i < 1 for i = 1, 2, 3. Therefore we can define

δ(ε) := max
i=1,2,3

{
Ci(ε)

1 − θ2,i

}
> 0. (3.4.12)

This gives for i = 1, 2, 3

θ2,iδ(ε) + Ci(ε) = θ2,iδ(ε) + (1 − θ2,i )
Ci(ε)

1 − θ2,1
≤ θ2,iδ(ε) + (1 − θ2,i )δ(ε) = δ(ε).

Furthermore, we have by construction that δ(ε) ↓ 0 when ε ↓ 0, since Ci(ε) ↓ 0 as ε ↓ 0 for 
i = 1, 2, 3. �
3.5. Estimates for compositions

We already mentioned before Proposition 3.4 that we have to estimate expressions such as 
‖D[ku ◦ (Ac + r)] − D[k̃u ◦ (Ac + r̃)]‖0 in terms of ‖ku − k̃u‖1 and ‖r − r̃‖1 to show that � is 
a contraction with respect to the C1 norm. Furthermore, we briefly showed part of the steps we 
would take to achieve the desired estimate. However, to show that � is a contraction with respect 
to the C1 norm, we must also estimate expressions such as ku ◦ (Ac + r) − k̃u ◦ (Ac + r̃) in 
terms of ‖ku − k̃u‖1 and ‖r − r̃‖1. We will therefore provide a general result which allows use to 
bound both ‖ku ◦ (Ac + r) − k̃u ◦ (Ac + r̃)‖0 and ‖D[ku ◦ (Ac + r)] −D[k̃u ◦ (Ac + r̃)]‖0, and the 
corresponding expressions in the first and third component of �(�) − �(�̃). As we did in the 
definition of 1, we prefer to work with twice differentiable functions instead of differentiable 
functions with Lipschitz first derivative.

Lemma 3.5. Let X, Y and Z be Banach spaces.

i) For f1 ∈ C0
b(Y, Z), g1 ∈ C1

b(Y, Z), f2, g2 ∈ C0
b(X, Y) we have the C0-estimate

‖f1 ◦ f2 − g1 ◦ g2‖0 ≤ ‖f1 − g1‖0 + ‖Dg1‖0‖f2 − g2‖0.

ii) For f1, g1 ∈ C2
b(Y, Z), f2, g2 ∈ C1

b(X, Y) we have the C1-estimate

‖D[f1 ◦ f2] − D[g1 ◦ g2]‖0 ≤ ‖Dg2‖0

(
‖D2g1‖0‖f2 − g2‖0 + ‖Df1 − Dg1‖0

)
+ ‖Df1‖0‖Df2 − Dg2‖0.
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Proof. i) We find by the Mean Value Theorem

‖f1 ◦ f2 − g1 ◦ g2‖0 ≤ ‖f1 ◦ f2 − g1 ◦ f2‖0 + ‖g1 ◦ f2 − g1 ◦ g2‖0

≤ ‖f1 ◦ f2 − g1 ◦ f2‖0 +
∥∥∥∥∥∥

1∫
0

Dg1(tf2 + (1 − t)g2)dt (f2 − g2)

∥∥∥∥∥∥
0

≤ ‖f1 − g1‖0 + ‖Dg1‖0‖f2 − g2‖0.

ii) We use the chain rule and triangle inequality to find

‖D[f1 ◦ f2] − D[g1 ◦ g2]‖0 = ‖Df1(f2)Df2 − Dg1(g2)Dg2‖0

≤ ‖Df1(f2) (Df2 − Dg2)‖0 + ‖ (Df1(f2) − Dg1(g2))Dg2‖0.

We estimate the first term using the submultiplicativity of the supremum norm:

‖Df1(f2) (Df2 − Dg2)‖0 ≤ ‖Df1‖0‖Df2 − Dg2‖0.

For the second term, we again use submultiplicativity of the norm and estimate the factor 
Df1(f2) − Dg1(g2) with part i) of this lemma:

‖(Df1(f2) − Dg1(g2))Dg2‖0 ≤
(
‖Df1 − Dg1‖0 + ‖D2g1‖0‖f2 − g2‖0

)
‖Dg2‖0. �

When we estimate the third component of �(�) −�(�̃) with the previous lemma, we get an 
estimate involving ‖(Ac + r)−1 − (Ac − r̃)−1‖i instead of ‖r − r̃‖i for i = 0, 1. So if we want to 
use the previous lemma to estimate �(�) − �(�̃) by ‖� − �̃‖1, then we must find an estimate 
for ‖(Ac + r)−1 − (Ac + r̃)−1‖0 and ‖D(Ac + r)−1 − D(Ac + r̃)−1‖0 in terms of ‖r − r̃‖0 and 
‖Dr − Dr̃‖0.

Lemma 3.6. Let r1, r2 ∈ C2
b(Xc, Xc) be such that Ac + ri is a diffeomorphism with D(Ac +

ri)
−1 ∈ C1

b(Xc, L(Xc, Xc)) for i = 1, 2.

i) We have the C0-estimate

‖(Ac + r1)
−1 − (Ac + r2)

−1‖0 ≤ ‖D(Ac + r1)
−1‖0‖r1 − r2‖0.

ii) We have the C1-estimate

‖D(Ac + r1)
−1 − D(Ac + r2)

−1‖0

≤ ‖D(Ac + r1)
−1‖0‖D(Ac + r2)

−1‖0

(
‖Dr1 − Dr2‖0

+ ‖D2r2‖0‖D(Ac + r1)
−1‖0‖r1 − r2‖0

)
.
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Proof. i) We denote Ri = Ac + ri for i = 1, 2. Lemma 3.5i) implies that

‖R−1
1 − R−1

2 ‖0 = ‖R−1
1 ◦ R2 ◦ R−1

2 − R−1
1 ◦ R1 ◦ R−1

2 ‖0

≤ ‖DR−1
1 ‖0‖R2 ◦ R−1

2 − R1 ◦ R−1
2 ‖0

= ‖DR−1
1 ‖0‖r1 − r2‖0.

ii) For the C1-estimate we denote Ti = DR−1
i ∈ C1

b(Xc, L(Xc, Xc)) for i = 1, 2. Let x ∈ Xc, 
then we know that Ti(x) ∈ L(Xc, Xc) is invertible for i = 1, 2 by the Inverse Function Theorem. 
We find

‖T1(x) − T2(x)‖op = ‖T2(x)
(
T2(x)−1 − T1(x)−1

)
T1(x)‖op

≤ ‖T1(x)‖op‖T2(x)‖op‖T2(x)−1 − T1(x)−1‖op. (3.5.1)

Furthermore, the Inverse Function Theorem allows us to rewrite

Ti(x)−1 =
(
DR−1

i (x)
)−1 = DRi(R

−1
i (x)) = Ac + Dri(R

−1
i (x)).

Taking the supremum over x ∈ Xc gives

‖T −1
1 − T −1

2 ‖0 ≤ ‖Dr1

(
R−1

1

)
− Dr2

(
R−1

2

)
‖0.

By using Lemma 3.5i) we find

‖T −1
1 − T −1

2 ‖0 ≤ ‖Dr1 − Dr2‖0 + ‖D2r2‖0‖R−1
1 − R−1

2 ‖0.

Then we use part i) of this lemma applied to ‖R−1
1 − R−1

2 ‖0 to obtain

‖T −1
1 − T −1

2 ‖0 ≤ ‖Dr1 − Dr2‖0 + ‖D2r2‖0‖D(Ac + r1)
−1‖0‖r1 − r2‖0.

The result now follows from taking the supremum of x ∈ Xc in inequality (3.5.1) and using the 
above estimate to bound supx∈Xc

‖T2(x)−1 − T1(x)−1‖op. �
To bound �(�) − �(�̃) by ‖� − �̃‖1, we can use Lemma 3.5 for the first two components. 

For the third component, we can use the same lemma together with Lemma 3.6 for the desired 
bound. However, while the first and second component consists of a single composition, the third 
component contains a double composition.

Lemma 3.7. Let r, ̃r ∈ C2
b(Xc, Xc) such that ‖Dr‖0, ‖Dr̃‖0 ≤ Lr and assume that Lr ≤

‖A−1
c ‖−1

op . Furthermore, let X and Y be Banach spaces with functions h ∈ C2
b(Y, X) and 

f1, f2 ∈ C2(Xc, Y).
b
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i) We have the C0-estimate

‖h ◦ f1 ◦ (Ac + r)−1 − h ◦ f2 ◦ (Ac + r̃)−1‖0

≤ ‖Dh‖0 (‖f1 − f2‖0 + L−1‖Df2‖0‖r − r̃‖0) .

ii) If ‖D2r̃‖0 ≤ δ(ε) for some ε > 0, then we have the C1-estimate

‖D[h ◦ f1 ◦ (Ac + r)−1] − D[h ◦ f2 ◦ (Ac + r̃)−1]‖0

≤ L−1

(
‖Dh‖0 + ‖D2h‖0‖Df2‖0

)
‖f1 − f2‖1

+ L2−1

(
‖D2h‖0‖Df2‖2

0 + ‖Dh‖0‖D2f2‖0

)
‖r − r̃‖1

+ L2−1‖Dh‖0‖Df1‖0 (1 + L−1δ(ε))‖r − r̃‖1.

Proof. i) For the C0-estimate, we first use Lemma 3.5i) twice:

‖h ◦
(
f1 ◦ (Ac + r)−1

)
− h ◦

(
f2 ◦ (Ac + r̃)−1

)
‖0

≤ ‖h − h‖0 + ‖Dh‖0‖f1 ◦ (Ac + r)−1 − f2 ◦ (Ac + r̃)−1‖0

≤ ‖Dh‖0

(
‖f1 − f2‖0 + ‖Df2‖0‖(Ac + r)−1 − (Ac + r̃)−1‖0

)
.

Then we use Lemma 3.6i) to estimate (Ac + r)−1 − (Ac + r̃)−1:

‖h◦
(
f1 ◦ (Ac + r)−1

)
− h ◦

(
f2 ◦ (Ac + r̃)−1

)
‖0

≤ ‖Dh‖0

(
‖f1 − f2‖0 + ‖Df2‖0‖D(Ac + r)−1‖0‖r − r̃‖0

)
.

Recall from Remark 2.4 that Lr < ‖A−1
c ‖−1

op implies that ‖D(Ac + r)−1‖0 ≤ L−1, which proves 
the first estimate.

ii) To prove the C1-estimate, we follow the same steps using Lemma 3.5ii) and Lemma 3.6ii)
instead of Lemma 3.5i) and Lemma 3.6i) respectively. We then use the estimates ‖D2r̃‖0 ≤ δ(ε), 
‖Dif1 −Dif2‖0 ≤ ‖f1 −f2‖1 and ‖Dir −Dir̃‖0 ≤ ‖r − r̃‖1 for i = 1, 2. From this, the desired 
estimate follows. �
Remark 3.8. The assumptions on r and f1 can be weakened in part i). We only need the assump-
tions that Ac + r is a homeomorphism and f1 is continuous and bounded.

3.6. A contraction

Following our proof scheme for Theorem 2.1, which we described in Section 2.1, we want to 
show that our fixed point operator � : 1(δ(ε)) → 1(δ(ε)), which is defined in (3.1.3), has a C1

fixed point. We note that in Theorem 3.9 we will impose an upper bound on the second derivatives 
of the nonlinearities kc : Xc → Xc and g : X → X, whereas we only assume boundedness of the 
second derivatives in Theorem 2.1. However, we will see in Lemma 6.1 that we can always find 
a scaling such that the second derivative is sufficiently small.
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Theorem 3.9. Assume that Lg and Lc are small in the sense of Remark 2.4 for n = 2. There exists 
an ε0 > 0 such for all ε < ε0 it holds that if ‖D2g‖0, ‖D2kc‖0 ≤ ε, then � : 1(δ(ε)) → 1(δ(ε))

is a contraction with respect to the C1 norm.

Proof. Let ε > 0 and ‖D2g‖0, ‖D2kc‖0 ≤ ε. Let � =
(

r
ku

ks

)
, �̃ =

(
r̃

k̃u

k̃s

)
∈ 1(δ(ε)). We denote 

R = Ac + r and R̃ = Ac + r̃ .
Our proof that � is a C1-contraction is divided in three steps.

A) We prove that � is a contraction with respect to the C0 norm, independent of ε.
B) We show the existence of a constant θ1(ε) such that

‖D[�(�)] − D[�(�̃)]‖0 ≤ θ1(ε)‖� − �̃‖1.

C) We show that ε > 0 can be chosen so that θ1(ε) < 1, thus proving that � is a contraction 
with respect to the C1 norm.

Step A) We want to find θ0 < 1 such that

‖�(�) − �(�̃)‖0 ≤ θ0‖� − �̃‖0.

Recall from equation (3.1.3) that

�(�) = �

⎛
⎝ r

ku

ks

⎞
⎠=

⎛
⎝Ackc + gc ◦ K − kc ◦ (Ac + r)

A−1
u ku ◦ (Ac + r) − A−1

u gu ◦ K

Asks ◦ (Ac + r)−1 + gs ◦ K ◦ (Ac + r)−1

⎞
⎠ .

We will find the contraction constant component-wise, i.e. we will show that

‖�i(�) − �i(�̃)‖0 ≤ θ0,i‖� − �̃‖0

with θ0,i given explicitly in equation (2.0.3a) to (2.0.3c) for i = 1, 2, 3.
r-component: We start with

‖�1(�) − �1(�̃)‖0 ≤ ‖gc ◦ K − gc ◦ K̃‖0 + ‖kc ◦ R − kc ◦ R̃‖0. (3.6.1)

By using Lemma 3.5i) we find the estimate

‖gc ◦ K − gc ◦ K̃‖0 ≤ ‖Dgc‖0‖K − K̃‖0 ≤ Lg‖K − K̃‖0 ≤ Lg‖� − �̃‖0. (3.6.2)

Here we recall that ‖Dgc‖0 ≤ Lg , which follows from Assumption 4 of Theorem 2.1. Likewise, 
we estimate

‖kc ◦ R − kc ◦ R̃‖0 ≤ ‖Dkc‖0‖R − R̃‖0 = ‖Dkc‖0‖r − r̃‖0 ≤ Lc‖� − �̃‖0. (3.6.3)

Thus inequality (3.6.1) together with estimates (3.6.2) and (3.6.3) gives
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‖�1(�) − �1(�̃)‖0 ≤ (
Lg + Lc

)‖� − �̃‖0 = θ0,1‖� − �̃‖0. (3.6.4)

ku-component: Similarly, we have

‖�2(�) − �2(�̃)‖0 ≤ ‖A−1
u

(
ku ◦ R − k̃u ◦ R̃

)
‖0 + ‖A−1

u

(
gu ◦ K − gu ◦ K̃

)
‖0

≤ ‖A−1
u ‖op

(
‖ku ◦ R − k̃u ◦ R̃‖0 + ‖gu ◦ K − gu ◦ K̃‖0

)
. (3.6.5)

We again use Lemma 3.5i), which gives

‖gu ◦ K − gu ◦ K̃‖0 ≤ ‖Dgu‖0‖K − K̃‖0 ≤ Lg‖� − �̃‖0,

‖ku ◦ R − k̃u ◦ R̃‖0 ≤ ‖ku − k̃u‖0 + ‖Dk̃u‖0‖R − R̃‖0 ≤ (1 + Lu)‖� − �̃‖0.

Here we used that ‖Dk̃u‖0 ≤ Lu, which follows from the fact that 1(δ(ε)) ⊂ 0, with the latter 
space defined before Theorem 3.3. Thus inequality (3.6.5) becomes

‖�2(�) − �2(�̃)‖0 ≤ ‖A−1
u ‖op

(
1 + Lu + Lg

)‖� − �̃‖0 = θ0,2‖� − �̃‖0. (3.6.6)

ks -component: Let T = (Ac + r)−1 and T̃ = (Ac + r̃)−1, then we have

‖�3(�) − �3(�̃)‖0 ≤ ‖As ◦ ks ◦ T − Ac ◦ k̃s ◦ T̃ ‖0 + ‖gs ◦ K ◦ T − gs ◦ K̃ ◦ T̃ ‖0. (3.6.7)

We use Lemma 3.7i), where the condition Lr < ‖A−1
c ‖−1

op is satisfied by Remark 2.4, to obtain

‖As ◦ ks ◦ T − Ac ◦ k̃s ◦ T̃ ‖0 ≤ ‖Ac‖op

(
‖ks − k̃s‖0 + L−1‖Dk̃s‖0‖r − r̃‖0

)
≤ ‖Ac‖op (1 + L−1Ls)‖� − �̃‖0,

‖gs ◦ K ◦ T − gs ◦ K̃ ◦ T̃ ‖0 ≤ ‖Dgs‖0

(
‖K − K̃‖0 + L−1‖DK̃‖0‖r − r̃‖0

)
≤ Lg (1 + L−1(1 + Lc))‖� − �̃‖0.

We used ‖DK̃‖0 ≤ 1 + Lc , see (3.3.3), in the last estimate. Thus inequality (3.6.7) becomes

‖�3(�) − �3(�̃)‖0 ≤ (‖As‖op (1 + LsL−1) + Lg (1 + L−1 (1 + Lc))
)‖� − �̃‖0

= θ0,3‖� − �̃‖0. (3.6.8)

Contraction constant: We can now estimate ‖�(�) − �(�̃)‖0 with inequalities (3.6.4), 
(3.6.6) and (3.6.8). We obtain

‖�(�) − �(�̃)‖0 = max
i=1,2,3

{
‖�i(�) − �i(�̃)‖0

}
≤ max

i=1,2,3

{
θ0,i‖� − �̃‖0

}
= θ0‖� − �̃‖0. (3.6.9)
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Here we define θ0 := max
{
θ0,1, θ0,2, θ0,3

}
. Since it is assumed that Remark 2.4 holds for n = 2, 

we have θ0,i < 1 and thus θ0 < 1. This implies that � is a contraction with respect to the C0

norm.
Step B) Analogous to step A), we want to prove the component-wise inequality

‖D[�i(�)] − D[�i(�̃)]‖0 ≤ (
θ1,i + C1,i (ε)

)‖� − �̃‖1,

with θ1,i defined in (2.0.3a) to (2.0.3c) and C1,i defined below in the proof. We note that �, �̃ ∈
1(δ(ε)), so we have ‖D2r‖0, ‖D2ku‖0, ‖D2ks‖0 ≤ δ(ε).

r-component: We start with

‖D[�1(�)] − D[�1(�̃)]‖0

≤ ‖D[gc ◦ K] − D[gc ◦ K̃]‖0 + ‖D[kc ◦ R] − D[kc ◦ R̃]‖0. (3.6.10)

We infer from Lemma 3.5ii) that

‖D[gc ◦ K] − D[gc ◦ K̃]‖0 ≤ ‖DK̃‖0‖D2gc‖0‖K − K̃‖0 + ‖Dgc‖0‖DK − DK̃‖0

≤
(
‖DK̃‖0‖D2gc‖0 + ‖Dgc‖0

)
‖� − �̃‖1

≤ (
(1 + Lc) ε + Lg

)‖� − �̃‖1, (3.6.11)

where we have used (3.3.3). Likewise, we find the estimate

‖D[kc ◦ R] − D[kc ◦ R̃]‖0 ≤ ‖DR̃‖0‖D2kc‖0‖r − r̃‖0 + ‖Dkc‖0‖Dr − Dr̃‖0

≤ ((‖Ac‖op + Lr

)
ε + Lc

)‖� − �̃‖1. (3.6.12)

Thus inequality (3.6.10) together with estimates (3.6.11) and (3.6.12) gives

‖D[�1(�)] − D[�1(�̃)]‖0 ≤ (
Lg + Lc + (

1 + Lc + ‖Ac‖op + Lr

)
ε
)‖� − �̃‖1

= (
θ1,1 + C1,1(ε)

)‖� − �̃‖1, (3.6.13)

where we define C1,1(ε) :=
(
1 + Lc + ‖Ac‖op + Lr

)
ε.

ku-component: Similarly, we have

‖D[�2(�)] − D[�2(�̃)]‖0 ≤ ‖A−1
u ‖op‖D[gu ◦ K] − D[gu ◦ K̃]‖0

+ ‖A−1
u ‖op‖D[ku ◦ R] − D[k̃u ◦ R̃]‖0. (3.6.14)

Using Lemma 3.5ii) we get

‖D[gu ◦ K] − D[gu ◦ K̃]‖0 ≤ ‖DK̃‖0‖D2gu‖0‖K − K̃‖0 + ‖Dgu‖0‖DK − DK̃‖0

≤ (
(1 + Lc) ε + Lg

)‖� − �̃‖1,

‖D[ku ◦ R] − D[k̃u ◦ R̃]‖0 ≤ ‖DR̃‖0

(
‖D2k̃u‖0‖r − r̃‖0 + ‖Dku − Dk̃u‖0

)
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+ ‖Dku‖0‖Dr − Dr̃‖0

≤ ((‖Ac‖op + Lr

)
(1 + δ(ε)) + Lu

)‖� − �̃‖1.

Thus inequality (3.6.14) becomes

‖D�2(�) − D�2(�̃)‖0 ≤ (
θ1,2 + C1,2(ε)

)‖� − �̃‖1, (3.6.15)

where we define C1,2(ε) := ‖A−1
u ‖op

(
Lg(1 + Lc)ε + (‖Ac‖op + Lr)δ(ε)

)
.

ks -component: Recall that T = (Ac + r)−1 and T̃ = (Ac + r̃)−1, then we have

‖D[�3(�)] − D[�3(�̃)]‖0 ≤ ‖D[As ◦ ks ◦ T ] − D[As ◦ k̃s ◦ T̃ ]‖0

+ ‖D[gs ◦ K ◦ T ] − D[gs ◦ K̃ ◦ T̃ ]‖0. (3.6.16)

We will estimate both terms with Lemma 3.7ii). For the first term, we note that ‖DAs‖0 =
‖As‖op and ‖D2As‖0 = 0, which gives us

‖D[As ◦ ks ◦ T ] − D[As ◦ k̃s ◦ T̃ ]‖0

≤ L−1‖As‖op‖ks − k̃s‖1 + L2−1‖As‖op‖D2k̃s‖0‖r − r̃‖1

+ L2−1‖As‖op‖Dks‖0(1 + L−1δ(ε))‖r − r̃‖1

≤ ‖As‖opL−1 (1 + L−1Ls)‖� − �̃‖1 (3.6.17)

+ ‖As‖opL
2−1δ(ε) (1 + L−1Ls)‖� − �̃‖1, (3.6.18)

where we grouped the terms with and without a factor δ(ε). The second term in (3.6.16) in-
volves the first and second derivative of K̃ . We estimate the first derivate again with 1 + Lc

and we estimate the second derivative with ‖D2K̃‖0 = max{‖D2kc‖0, ‖D2k̃u‖0, ‖D2k̃s‖0} ≤
max{ε, δ(ε)} =: γ (ε). Hence we obtain

‖D[gs ◦ K ◦ T ] − D[gs ◦ K̃ ◦ T̃ ]‖0

≤ L−1

(
‖Dgs‖0 + ‖D2gs‖0‖DK̃‖0

)
‖K − K̃‖1

+ L2−1

(
‖D2gs‖0‖DK̃‖2

0 + ‖Dgs‖0‖D2K̃‖0

)
‖r − r̃‖1

+ L2−1‖Dgs‖0‖DK‖0(1 + L−1δ(ε))‖r − r̃‖1

≤ L−1
(
Lg + L−1Lg(1 + Lc)

)‖� − �̃‖1 (3.6.19)

+ L−1

(
(1 + Lc)ε + L−1(1 + Lc)

2ε
)

‖� − �̃‖1

+ L2−1

(
Lgγ (ε) + L−1Lg(1 + Lc)δ(ε)

)‖� − �̃‖1. (3.6.20)

Here we again grouped the terms with and without ε. We see that (3.6.17) and (3.6.19) together 
are θ1,3‖� −�̃‖1. Likewise, we can estimate (3.6.18) and (3.6.20) together by θ2,3γ (ε)‖� −�̃‖1
as δ(ε) ≤ γ (ε). Then inequality (3.6.16) reduces to
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‖D�3(�) − D�3(�̃)‖0 ≤ (
θ1,3 + C1,3(ε)

)‖� − �̃‖1, (3.6.21)

where we define C1,3(ε) := θ2,3γ (ε) + L−1(1 + Lc)ε + L2−1(1 + Lc)
2ε.

Lipschitz constant: Inequalities (3.6.13), (3.6.15) and (3.6.21) give

‖D[�(�)] − D[�(�̃)]‖0 = max
i=1,2,3

{
‖D[�i(�)] − D[�i(�̃)]‖0

}
≤ max

i=1,2,3

{(
θ1,i + C1,i (ε)

)‖� − �̃‖1

}
≤ θ1(ε)‖� − �̃‖1. (3.6.22)

Here we define

θ1(ε) := max
{
θ1,1, θ1,2, θ1,3

}+ max{C1,1(ε),C1,2(ε),C1,3(ε)}. (3.6.23)

Step C) From Remark 2.4 it follows that

max
{
θ1,1, θ1,2, θ1,3

}
< 1.

As δ(ε) ↓ 0 and thus also γ (ε) ↓ 0 when ε ↓ 0, see Proposition 3.4, we have

lim
ε→0

max{C1,1(ε),C1,2(ε),C1,3(ε)} = 0.

We infer that

lim
ε→0

θ1(ε) = max
{
θ1,1, θ1,2, θ1,3

}
< 1.

Hence, we can find an ε0 > 0 such that θ1(ε) < 1 for all ε < ε0. Then estimates (3.6.9)
and (3.6.22) imply that

‖�(�) − �(�̃)‖1 = max
{
‖�(�) − �(�̃)‖0,‖D[�(�)] − D[�(�̃)]‖0

}
≤ max

{
θ0‖� − �̃‖0, θ1(ε)‖� − �̃‖1

}
≤ λ1‖� − �̃‖1.

We define the contraction constant λ1 := max{θ0, θ1(ε)}, which is smaller than 1 for ε < ε0 by 
our previous discussion. We conclude that � : 1(δ(ε)) → 1(δ(ε)) is a contraction with respect 
to the C1 norm for ε < ε0. �

We can now prove the existence of a C1 center manifold under the assumption that the second 
derivative of kc and g are small enough. As we will see in Lemma 6.1, we can always find a 
scaling such that these second derivatives will be sufficiently small.
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Corollary 3.10. Let ε > 0 be such that F : X → X satisfies the assumptions of Theorems 2.1
and 3.9. Then the conclusion of Theorem 2.1 holds for K ∈ C1(Xc, X) and r ∈ C1(Xc, Xc). In 
particular, the image of K is a C1 center manifold for F .

Proof. By assumption, ε > 0 is such that � is a contraction. In Theorem 3.9 and Proposition 3.1
we proved the existence of a conjugacy K and conjugate dynamics Ac + r . Furthermore, from 
the definition of 0, it follows that K and r satisfy the Properties B) and A) respectively. In 
particular, it follows that image of K is invariant under F and tangent to Xc at 0, hence the 
image of K is a C1 center manifold for F . �
4. A C2 center manifold

Now that we have a C1 conjugacy, the third step in our proof scheme in Section 2.1 is showing 
that the conjugacy is C2. We will prove the equivalent statement that the derivative of the C1

conjugacy is also C1. For this, we define another fixed point operator acting on C1 functions, 
and show that its fixed point is the derivative of the conjugacy from Corollary 3.10.

4.1. A new fixed point operator

We first note that � is a contraction with respect to the C1 norm on 1(δ(ε)), a set that is not 
closed with respect to the C1 norm. That means that the fixed point of � lies in the C1 closure 
of 1(δ(ε)), which is enclosed by 0.

Let � =
(

r
ku

ks

)
∈ 0 denote any fixed point of �, i.e. � consists of three C1 functions and we 

have ⎛
⎝ r

ks

ks

⎞
⎠= � = �(�) =

⎛
⎝Ackc + gc ◦ K − kc ◦ (Ac + r)

A−1
u ku ◦ (Ac + r) − A−1

u gu ◦ K

Asks ◦ (Ac + r)−1 + gs ◦ K ◦ (Ac + r)−1

⎞
⎠ .

We can therefore take the derivative at both sides of the equation, which gives

⎛
⎝ Dr

Dku

Dks

⎞
⎠=

⎛
⎝AcDkc + Dgc(K)DK − Dkc (R)DR

−A−1
u Dgu(K)DK + A−1

u Dku(R)DR

AsDks(T )DT + Dgs(K ◦ T )DK(T )DT

⎞
⎠ , (4.1.1)

where we define R := Ac + r and T := (Ac + r)−1, notation that we will use throughout the rest 
of the paper. To express DT = D(Ac + R)−1 in terms of r and Dr , we use the Inverse Function 
Theorem and write

DT (x) = D(Ac + r)−1(x) =
(
DR(R−1(x))

)−1 = (DR(T (x)))−1 .

This motivates us to introduce for ρ : Xc → L(Xc, Xc) the functions

Pρ : Xc → L(Xc,Xc)

x �→ Ac + ρ(x)
and

Qρ : Xc �→ L(Xc,Xc)

x �→ (Pρ(T (x)))−1
(4.1.2)
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so that we can write DT (x) = QDr(x) and DR(x) = PDr(x). In view of (4.1.1) we use these 
functions to introduce the fixed point operator

�[2] :
⎛
⎝ ρ

κu

κs

⎞
⎠ �→

⎛
⎝AcDkc + Dgc(K)κ − Dkc (R)Pρ

−A−1
u Dgu(K)κ + A−1

u κu(R)Pρ

Asκs(T )Qρ + Dgs(K ◦ T )κ(T )Qρ

⎞
⎠ (4.1.3)

where κ =
(

Id+Dkc

κu

κs

)
and 

(
r
ku

ks

)
∈ 0 is a fixed point of �. To summarize, we have the following 

proposition:

Proposition 4.1. Let � ∈ 0 be any fixed point of the operator �. Then D� is a fixed point of 
the operator �[2] defined in (4.1.3).

Proof. This follows immediately from the above discussion. �
We want to use �[2] to show that D� is C1 instead of only C0. To this end, we want to show 

that �[2] is a contraction in C1 on a suitable set of C1 functions, and show that its fixed point 
in this set is D�. We therefore want to restrict �[2] to a space similar to 1(δ(ε)). In particular, 
we want to reflect that � is a fixed point operator acting on functions and �[2] is a fixed point 
operator acting on derivatives. So where functions in 1(δ(ε)) have restrictions on the first and 
second derivative, we want the same restrictions on the function and its derivative in our new 
space respectively. Therefore, let δ > 0, and define the set

2(δ) :=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
M =

⎛
⎝ ρ

κu

κs

⎞
⎠ ∈ C1

b (Xc,L(Xc,X))

∣∣∣∣∣∣∣∣∣∣

M(0) = 0,

‖ρ‖0 ≤ Lr

‖κu‖0 ≤ Lu

‖κs‖0 ≤ Ls

‖DM‖0 ≤ δ

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

. (4.1.4)

Proposition 4.2. Let ε > 0 and assume that ‖D2g‖0, ‖D2kc‖0 ≤ ε. Furthermore, assume that Lg

and Lc are small in the sense of Remark 2.4 for n = 2. Then, for δ(ε) > 0 from Proposition 3.4, 
the set 2(δ(ε)) is invariant under �[2].

Proof. The proof follows from similar estimates as in Theorem 3.3 for the bounds on ρ, κu and 
κs as well as for M(0) = 0. The bound on the second derivative follows from the same estimates 
as in Proposition 3.4. We will illustrate this for the derivative of the second component, i.e. we 
will show that D�

[2]
1 (M) is bounded by δ(ε) for M ∈ 2(δ(ε)).

We start as we did in Proposition 3.4 with

‖D�
[2]
1 (M)‖0 ≤ ‖D[AcDkc]‖0 + ‖D[Dgc(K)κ]‖0 + ‖D[Dkc(R)Pρ]‖0.

We again estimate the terms separately:

‖AcD
2kc‖0 = ‖Ac‖op‖Dkc‖0 ≤ ‖Ac‖opε,

‖D[Dgc(K)κ]‖0 ≤ (1 + Lc)
2ε + Lg(ε + δ(ε)),
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‖D[Dkc(R)P ]‖0 ≤ (‖Ac‖op + Lr)
2ε + Lcδ(ε),

where we used Dκ ≤ ε + δ(ε) as we did in (3.4.4). All together, we find

‖D�
[2]
1 (M)‖0 ≤ θ2,1δ(ε) + C1(ε) ≤ δ(ε).

Here we used the definition of C1(ε) just below (3.4.8), and the last inequality follows from the 
definition of δ(ε) in (3.4.12). The other estimates are similar. �
4.2. Estimates for products

In Section 3.5 we gave some preliminary results for Theorem 3.9 in Lemmas 3.5 and 3.7. 
We want to derive similar results for derivatives instead of functions in Lemmas 4.3 and 4.4
respectively. The results below will be framed in a slightly more general setting, so that we can 
use them in the next section as well.

Lemma 4.3. Let X, Y and Z be Banach spaces, m ∈N and h ∈ C1
b(X, Y).

i) For f1, g1 ∈ C0
b(Y, L(Y, Z)), f2, g2 ∈ C0

b(X, Lm(X, Y)) we have the C0-estimate

‖(f1 ◦ h)f2 − (g1 ◦ h)g2‖0 ≤ ‖f1‖0‖f2 − g2‖0 + ‖f1 − g1‖0‖g2‖0.

ii) For f1, g1 ∈ C1
b(Y, L(Y, Z)), f2, g2 ∈ C1

b(X, Lm(X, Y)) we have the C1-estimate

‖D[(f1 ◦ h)f2] − D[(g1 ◦ h)g2]‖0

≤ ‖Df1‖0‖Dh‖0‖f2 − g2‖0 + ‖Df1 − Dg1‖0‖Dh‖0‖g2‖0

+ ‖f1‖0‖Df2 − Dg2‖0 + ‖f1 − g1‖0‖Dg2‖0.

Proof. i) The C0-estimate follows from the triangle inequality and submultiplicativity of the 
norm.

‖(f1 ◦ h)f2 − (g1 ◦ h)g2‖0 ≤ ‖(f1 ◦ h)(f2 − g2)‖0 + ‖(f1 ◦ h − g1 ◦ h)g2‖0

≤ ‖f1‖0‖f2 − g2‖0 + ‖g2‖0‖f2 − g2‖0.

ii) For the C1-estimate we use the product rule and triangle inequality to find

‖D[(f1 ◦ h)f2] − D[(g1 ◦ h)g2]‖0 = ‖DF1f2 + F1Df2 − DG1g2 − G1Dg2‖0

≤ ‖DF1f2 − DG1g2‖0 + ‖F1Df2 − G1Dg2‖0,

where we introduce F1 = f1 ◦ h and G1 = g1 ◦ h. We then estimate
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‖DF1f2 − DG1g2‖0 ≤ ‖DF1f2 − DF1g2‖0 + ‖DF1g2 − DG1g2‖0

≤ ‖Df1‖0‖Dh‖0‖f2 − g2‖0 + ‖Df1 − Dg1‖0‖Dh‖0‖g2‖0,

‖F1Df2 − G1Dg2‖0 ≤ ‖F1Df2 − F1Dg2‖0 + ‖F1Dg2 − G2Dg2‖0

≤ ‖f1‖0‖Df1 − Dg2‖0 + ‖f1 − g1‖0‖Dg2‖0.

For those estimates we have used that DF1 = Df1(h)Dh, and thus DF1 is bounded by 
‖Df1‖0‖Dh‖0 and likewise we have bounded DF1 − DG1 by ‖Df1 − Dg2‖0‖Dh‖0. For the 
last estimate, we have used that F1 is bounded by ‖f1‖0 and F1 − G1 is bounded by ‖f1 − g1‖0. 
We obtain the desired estimate by adding the two estimates together �
Lemma 4.4. Let ρ, ρ̃ ∈ C1

b(Xc, L(Xc, Xc)) be such that ‖ρ‖0, ‖ρ̃‖0 ≤ Lr and ‖Dρ‖0, ‖Dρ̃‖0 ≤
δ(ε) for some ε > 0. Furthermore, let X and Y be Banach spaces. Let h ∈ C2

b(Y, L(Y, X)) and 
f1, f2 ∈ C2

b(Xc, L(Xc, Y)). Furthermore, assume that Lr < ‖A−1
c ‖−1

op and recall the definition 
of Qρ in (4.1.2).

i) We have the C0-estimate

‖h(f1 ◦ T )Qρ − h(f2 ◦ T )Qρ̃‖0 ≤ ‖h‖0‖f1‖0L
2−1‖ρ − ρ̃‖0 + L−1‖h‖0‖f1 − f2‖0.

ii) We have the C1-estimate

‖D[h(f1 ◦ T )Qρ] − D[h(f2 ◦ T )Qρ̃]‖0

≤ ‖Dh‖0‖f1‖0L
2−1‖ρ − ρ̃‖0 + L−1‖Dh‖0‖f1 − f2‖0

+ ‖h‖0‖Df1‖0L
3
−1‖ρ − ρ̃‖0 + L2−1‖h‖0‖Df1 − Df2‖0

+ 2‖h‖0‖f1‖0L
4−1δ(ε)‖ρ − ρ̃‖0 + ‖h‖0‖f1‖0L

3
−1‖Dρ − Dρ̃‖0

+ L3
−1δ(ε)‖h‖0‖f1 − f2‖0.

Proof. i) For the C0-estimate, we note that h(y) is a linear operator for all y ∈ Y and we use 
submultiplicativity of the norm and Lemma 4.3i)

‖h(f1 ◦ T )Qρ − h(f2 ◦ T )Qρ̃‖0 ≤ ‖h‖0
(‖f1‖0‖Qρ − Qρ̃‖0 + ‖f1 − f2‖0‖Qρ̃‖0

)
.

All that is left to do is to show that Qρ −Qρ̃ is bounded by L2−1‖ρ − ρ̃‖0 and that Qρ̃ is bounded 
L−1. For the latter bound, we use similar calculations as performed at the end of the proof of 
Lemma 3.2i). Namely, fix x ∈ Xc, denote y = T (x) and τ = Qρ̃(x) −A−1

c , then we have (A−1
c +

τ)(Ac + ρ̃(y)) = Qρ̃(x)Pρ̃(y) = Id. We can rewrite this as τ = −A−1
c ρ̃(y)A−1

c − τ ρ̃(y)A−1
c . 

This implies that the norm of τ is bounded by ‖A−1
c ‖2

op‖ρ̃(y)‖op/ 
(

1 − ‖A−1
c ‖op‖ ˜ρ(y)‖op

)
≤ Lt , 

as ‖ρ̃(y)‖op ≤ Lr , where Lr and Lt are defined in (2.0.2a) and (2.0.2b) respectively. Therefore, 
we have the desired bound

‖Qρ̃‖0 ≤ sup
x∈Xc

‖Qρ̃(T (x))‖op = sup
x∈Xc

‖A−1
c + τ(x)‖op ≤ sup

x∈Xc

‖A−1
c ‖op + Lt = L−1.
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The bound on Qρ − Qρ̃ now follows from submultiplicativity and

Qρ − Qρ̃ = Qρ

(
Pρ̃ ◦ T − Pρ ◦ T

)
Qρ̃ = Qρ (ρ̃ ◦ T − ρ ◦ T )Qρ̃.

ii) For the C1-estimate, we start by with the product rule and triangle inequality to find

‖D[h(f1 ◦ T )Qρ] − D[h(f2 ◦ T )Qρ̃]‖0

≤ ‖Dh
(
Id, (f1 ◦ T )(Qρ − Qρ̃)

)‖0 + ‖Dh
(
Id, (f1 ◦ T − f2 ◦ T )Qρ̃

)‖0

+ ‖h‖0‖D[(f1 ◦ T )Qρ] − D[f2 ◦ T )Qρ̃]‖0.

The first two terms of the right hand side are estimated using similar arguments as those used in 
part i), that is

‖Dh
(
Id, (f1 ◦ T )(Qρ − Qρ̃)

)‖0 ≤ ‖Dh‖0‖f1‖0L
2−1‖ρ − ρ̃‖0,

‖Dh
(
Id, (f1 ◦ T − f2 ◦ T )Qρ̃

)‖0 ≤ L−1‖Dh‖0‖f1 − f2‖0,

which are precisely the first two terms of the right hand side of our desired C1-estimate. The last 
term can be estimated using Lemma 4.3ii):

‖D[(f1 ◦ T )Qρ]−D[f2 ◦ T )Qρ̃]‖0

≤ ‖Df1‖0‖DT ‖0‖Qρ − Qρ̃‖0 + ‖Df1 − Df2‖0‖DT ‖0‖Qρ̃‖0

+ ‖f1‖0‖DQρ − DQρ̃‖0 + ‖f1 − f2‖0‖DQρ̃‖0. (4.2.1)

We will estimate the four terms separately. With the estimates of Qρ̃ and Qρ − Qρ̃ from the 
proof of part i), and given that ‖DT ‖0 ≤ L−1, we find

‖Df1‖0‖DT ‖0‖Qρ − Qρ̃‖0 ≤ ‖Df1‖0L
3
−1‖ρ − ρ̃‖0,

‖Df1 − Df2‖0‖DT ‖0‖Qρ̃‖0 ≤ L2−1‖Df1 − Df2‖0,

which are, up to the factor ‖h‖0, the third and fourth term of the right hand side of our desired 
C1-estimate. Finally, we have to find an upper bound for DQρ̃ and DQρ − DQρ̃ in terms of 
L−1 and ‖ρ − ρ̃‖0 to estimate the final two terms in (4.2.1). The product rule gives us, since 
Qρ̃ = (

Pρ̃ ◦ T
)−1,

0 = D[Qρ̃(Pρ̃ ◦ T )] = DQρ̃(Pρ̃ ◦ T ) + Qρ̃DPρ̃(T )DT .

We isolate DQρ̃(Pρ̃ ◦ T ) and multiply from the right with (Pρ̃ ◦ T )−1 = Qρ̃ :

DQρ̃ = −Qρ̃DPρ̃(T )
(
DT,Qρ̃

)
. (4.2.2)

Furthermore, we note that Pρ̃ = Ac + ρ̃, hence DPρ̃ = Dρ̃, which is bounded by δ(ε). We also 
saw that ‖Qρ̃‖0 ≤ L−1 in the proof of part i). Hence we find with the triangle inequality
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‖DQρ − DQρ̃‖0 ≤ ‖ (Qρ − Qρ̃

)
DPρ(T )

(
DT,Qρ

)‖0

+ ‖Qρ̃

(
DPρ(T ) − DPρ̃(T )

) (
DT,Qρ

)‖0

+ ‖Qρ̃DPρ̃(T )
(
DT,Qρ − Qρ̃

)‖0

≤ 2L4−1δ(ε)‖ρ − ρ̃‖0 + L3
−1‖Dρ − Dρ̃‖0.

For the last inequality we used that Pρ̃ = Ac + ρ̃, and thus DPρ̃ = Dρ̃, which is bounded by δ(ε). 
Furthermore, we used that Qρ̃ is bounded by L−1 and Qρ − Qρ̃ is bounded by L2−1‖ρ − ρ̃‖0, 
as shown in the proof of part i). Hence the third factor of (4.2.1) is bounded by the fifth and sixth 
term appearing in the right hand side of our desired C1-estimate. Finally, we estimate the last 
term of (4.2.1), where we use (4.2.2) to bound DQρ̃ :

‖f1 − f2‖0‖DQρ̃‖0 ≤ ‖Qρ̃‖2
0‖DT ‖0‖Dρ̃‖0‖f1 − f2‖0 ≤ L3

−1δ(ε)‖f1 − f2‖0.

This is precisely the final term appearing in the asserted estimate. �
4.3. A new contraction

With the previous two lemmas, we will show that �[2] is a contraction on 2(δ(ε)) for ε > 0
small enough. We note again that we will later show that we can always scale our functions to 
satisfy the bound on the second derivative.

Proposition 4.5. Assume that Lg and Lc are small in the sense of Remark 2.4 for n = 2. There 
exists an ε0 > 0 such for all ε < ε0 it holds that if ‖D2g‖0, ‖D2kc‖0 ≤ ε, then �[2] : 2(δ(ε)) →
2(δ(ε)) is a contraction with respect to the C1 norm.

Proof. Let ε > 0 and ‖D2g‖0, ‖D2kc‖0 ≤ ε. Let M =
(

ρ
κu

κs

)
, M̃ =

(
ρ̃

κ̃u

κ̃s

)
∈ 2(δ(ε)). To show 

that �[2] is a C1 contraction, we will use the same steps as we used in the proof of Theorem 3.9.

A) We prove that �[2] is a contraction with respect to the C0 norm, independent of ε,
B) We show the existence of a constant θ2(ε) such that

‖D[�[2](M)] − D[�[2](M̃)]‖0 ≤ θ2(ε)‖M− M̃‖1,

C) We show that ε > 0 can be chosen so that θ2(ε) < 1, thus proving that �[2] is a contraction 
with respect to the C1 norm.

Step A) We recall that θ1(ε), defined in (3.6.23), has the property θ1(0) < 1. We want to show 
that

‖�[2](M) − �[2](M̃)‖0 ≤ θ1(0)‖M− M̃‖0.

Recall from equation (4.1.3) that
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�[2](M) = �[2]
⎛
⎝ ρ

κu

κs

⎞
⎠=

⎛
⎝AcDkc + Dgc(K)κ − Dkc (R)Pρ

−A−1
u Dgu(K)κ + A−1

u κu(R)Pρ

Asκs(T )Qρ + Dgs(K ◦ T )κ(T )Qρ

⎞
⎠ ,

which was derived by taking the derivative of � 
(

r
ku

ks

)
. Therefore, we will use similar arguments 

as in step B) of the proof of Theorem 3.9 to show that

‖�[2]
i (M) − �

[2]
i (M̃)‖0 ≤ θ1,i‖M− M̃‖0

for θ1,i given explicitly in equation (2.0.3a) to (2.0.3c) for i = 1, 2, 3.
ρ-component: We have

‖�[2]
1 (M) − �

[2]
1 (M̃)‖0

≤ ‖(Dgc ◦ K)κ − (Dgc ◦ K)κ̃‖0 + ‖(Dkc ◦ R)Pρ − (Dkc ◦ R)Pρ̃‖0. (4.3.1)

The first term is estimated by Lemma 4.3i):

‖(Dgc ◦ K)κ − (Dgc ◦ K)κ̃‖0 ≤ ‖Dgc‖0‖κ − κ̃‖0 ≤ Lg‖M− M̃‖0. (4.3.2)

Here we recall that ‖Dgc‖0 ≤ Lg , which follows from Assumption 4 of Theorem 2.1. Likewise, 
we estimate

‖(Dkc ◦ R)Pρ − (Dkc ◦ R)Pρ̃‖0 ≤ ‖Dkc‖0‖ρ − ρ̃‖0 ≤ Lc‖M− M̃‖0. (4.3.3)

Thus inequality (4.3.1) together with estimates (4.3.2) and (4.3.3) gives

‖�[2]
1 (M) − �

[2]
1 (M̃)‖0 ≤ (

Lg + Lc

)‖M− M̃‖0 = θ1,1‖M− M̃‖0. (4.3.4)

κu-component: Similarly, we have

‖�[2]
2 (M) − �

[2]
2 (M̃)‖0 ≤ ‖A−1

u ‖op‖(Dgu ◦ K)κ − (Dgu ◦ K)κ̃‖0

+ ‖A−1
u ‖op‖(κu ◦ R)Pρ − (κ̃u ◦ R)Pρ̃‖0. (4.3.5)

We again use Lemma 4.3i), which gives

‖(Dgu ◦ K)κ − (Dgu ◦ K)κ̃‖0 ≤ ‖Dgu‖0‖κ − κ̃‖0 ≤ Lg‖M− M̃‖0,

‖(κu ◦ R)Pρ − (κ̃u ◦ R)Pρ̃‖0 ≤ ‖κu‖0‖Pρ − Pρ̃‖0 + ‖Pρ̃‖0‖κu − κ̃u‖0

≤ (
Lu + ‖Ac‖op + Lr

)‖M− M̃‖0.

Here we used that κu is bounded by Lu and ρ̃ by Lr . Thus inequality (4.3.5) becomes

‖�[2]
2 (M) − �

[2]
2 (M̃)‖0 ≤ θ1,2‖M− M̃‖0. (4.3.6)
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κs -component: Let us denote Gs = Dgs ◦ K ◦ T . Then

‖�[2]
3 (M) − �

[2]
3 (M̃)‖0 ≤ ‖As(κs ◦ T )Qρ − As(κ̃s ◦ T )Qρ̃‖0

+ ‖Gs(κ ◦ T )Qρ − Gs(κ̃ ◦ T )Qρ̃‖0. (4.3.7)

We will estimate both terms with Lemma 4.4i). We note that κ is bounded by 1 + Lc , and hence 
we obtain

‖As(κs ◦ T )Qρ − As(κ̃s ◦ T )Qρ̃‖0 ≤
(
‖As‖opLsL

2−1 + L−1‖As‖op

)
‖M− M̃‖0,

‖Gs(κ ◦ T )Qρ − Gs(κ̃ ◦ T )Qρ̃‖0 ≤
(
Lg(1 + Lc)L

2−1 + L−1Lg

)
‖M− M̃‖0.

Thus inequality (4.3.7) becomes

‖�[2]
3 (M) − �

[2]
3 (M̃)‖0 ≤ θ1,3‖M− M̃‖0. (4.3.8)

Contraction constant: We can now estimate ‖�[2](M) −�[2](M̃)‖0 with inequalities (4.3.4),
(4.3.6) and (4.3.8). We have

‖�[2](M) − �[2](M̃)‖0 = max
i=1,2,3

{
‖�[2]

i (M) − �
[2]
i (M̃)‖0

}
≤ max

i=1,2,3

{
θ1,i‖M− M̃‖0

}
= θ1(0)‖M− M̃‖0, (4.3.9)

where the last equality follows from the definition of θ1 in (3.6.23). Since θ1(0) < 1, we conclude 
that �[2] is a contraction with respect to the C0 norm.

Step B) Analogous to step B) of the proof of Theorem 3.9, we want to prove the component-
wise inequality

‖D[�[2]
i (M)] − D[�[2]

i (M̃)]‖0 ≤ (
θ2,i + C2,i (ε)

)‖M− M̃‖1,

with θ2,i defined in (2.0.3a) to (2.0.3c) and C2,i will be defined during the proof. We note that 
M, M̃ ∈ 2(δ(ε)), hence Dρ, Dκu and Dκs are bounded by δ(ε).

ρ-component: We start with

‖D[�[2]
1 (M)] − D[�[2]

1 (M̃)]‖0 ≤ ‖D[(Dgc ◦ K)κ] − D[(Dgc ◦ K)κ̃]‖0

+ ‖D[(Dkc ◦ R)Pρ] − D[(Dkc ◦ R)Pρ̃]‖0.

(4.3.10)

By applying Lemma 4.3ii) we find that
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‖D[(Dgc ◦ K)κ] − D[(Dgc ◦ K)κ̃]‖0

≤ ‖D2gc‖0‖DK‖0‖κ − κ̃‖0 + ‖Dgc‖0‖Dκ − Dκ̃‖0

≤ (
(1 + Lc)ε + Lg

)‖M− M̃‖1,

where we recall that DK is bounded by 1 + Lc, see (3.3.3). Likewise, we find the estimate

‖D[(Dkc ◦ R)Pρ] − D[(Dkc ◦ R)Pρ̃]‖0

≤ ‖D2kc‖0‖DR‖0‖ρ − ρ̃‖0 + ‖Dkc‖0‖Dρ − Dρ̃‖0

≤ ((‖Ac‖op + Lr

)
ε + 1 + Lc

)‖M− M̃‖1.

Thus inequality (4.3.10) together with the above estimates gives

‖D[�[2]
1 (M)] − D[�[2]

1 (M̃)]‖0 ≤ (
Lg + Lc + (

1 + Lc + ‖Ac‖op + Lr

)
ε
)‖M− M̃‖1

= (
θ2,1 + C2,1(ε)

)‖M− M̃‖1, (4.3.11)

where we define C2,1(ε) :=
(
1 + Lc + ‖Ac‖op + Lr

)
ε.

κu-component: We have

‖D[�[2]
2 (M)] − D[�[2]

2 (M̃)]‖0 ≤ ‖A−1
u ‖op‖D[(Dgu ◦ K)κ] − D[(Dgu ◦ K)κ̃]‖0

+ ‖A−1
u ‖op‖D[(κu ◦ R)Pρ] − D[(κ̃u ◦ R)Pρ̃]‖0.

(4.3.12)

By Lemma 4.3ii) we get

‖D[(Dgu ◦ K)κ] − D[(Dgu ◦ K)κ̃]‖0 ≤ (
(1 + Lc)ε + Lg

)‖M− M̃‖1,

‖D[(κu ◦ R)Pρ] − D[(κ̃u ◦ R)Pρ̃]‖0 ≤ (
(‖Ac‖op + Lr)δ(ε) + Lu

)‖ρ − ρ̃‖1

+
(
(‖Ac‖op + Lr)

2 + δ(ε)
)

‖κu − κ̃u‖1.

Thus inequality (4.3.12) becomes, as ρ − ρ̃ and κ − κ̃ are bounded by ‖M − M̃‖1,

‖D[�[2]
2 (M)] − D[�[2]

2 (M̃)]‖0 ≤ ‖A−1
u ‖op

(
(‖Ac‖op + Lr)

2 + Lg + Lu

+ (2 + Lc)ε + (‖Ac‖op + Lr)δ
)
‖M− M̃‖1

≤ (
θ2,2 + C2,2(ε)

)‖M− M̃‖1, (4.3.13)

where we define C2,2(ε) := ‖A−1‖op((2 + Lc)ε + (‖Ac‖op + Lr)δ(ε)).
u
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κs -component: Let us again denote Gs = Dgs ◦ K ◦ T , then we have

‖D[�[2]
3 (M)] − D[�[2]

3 (M̃)]‖0 ≤ ‖D[As(κs ◦ T )Qρ] − D[As(κ̃s ◦ T )Qρ̃]‖0

+ ‖D[Gs(κ ◦ T )Qρ] − D[Gs(κ̃ ◦ T )Qρ̃]‖0.

(4.3.14)

We will estimate both terms with Lemma 4.4ii). For the first term, we note that As is the constant 
operator x �→ As , hence ‖As‖0 = ‖As‖op and DAs = 0, which gives us

‖D[As(κs ◦ T )Qρ] − D[As(κ̃s ◦ T )Qρ̃]‖0

≤ ‖As‖opL
3
−1‖Dκs‖0‖ρ − ρ̃‖0 + ‖As‖opL

2−1‖Dκs − Dκ̃s‖0

+ 2‖As‖opL
4−1‖κs‖0δ(ε)‖ρ − ρ̃‖0 + ‖As‖opL

3
−1‖κs‖0‖Dρ − Dρ̃‖0

+ ‖As‖opL
3
−1δ(ε)‖κs − κ̃s‖0

≤ ‖As‖opL
2−1 (1 + L−1Ls)‖M− M̃‖1 (4.3.15)

+ 2‖As‖opL
3
−1 (1 + L−1Ls) δ(ε)‖M− M̃‖1. (4.3.16)

The second term in the right hand side of (4.3.14) involves κ , which is bounded by 1 + Lc, its 
derivative, which is bounded by

‖Dκ‖0 = max{D2kc,Dκu,Dκs} ≤ max{ε, δ(ε)} =: γ (ε),

and the derivative of Gs . The derivative of Gs is bounded by ‖D2gs‖0‖DK‖0‖DT ‖0, which in 
turn is bounded by L−1(1 + Lc)ε. We obtain

‖D[Gs(κ ◦ T )Qρ] − D[Gs(κ̃ ◦ T )Qρ̃]‖0

≤ ‖DGs‖0L
2−1‖κ‖0‖ρ − ρ̃‖0 + ‖DGs‖0L−1‖κ − κ̃‖0

+ ‖Gs‖0L
3
−1‖Dκ‖0‖ρ − ρ̃‖0 + ‖Gs‖0L

2−1‖Dκ − Dκ̃‖0

+ 2‖Gs‖0L
4−1‖κ‖0δ(ε)‖ρ − ρ̃‖0 + ‖Gs‖0L

3
−1‖κ‖0‖Dρ − Dρ̃‖0

+ ‖Gs‖0L
3
−1δ(ε)‖κ − κ̃‖0

≤ L2−1(Lg + L−1Lg(1 + Lc))‖M− M̃‖1 (4.3.17)

+
(
L3

−1Lgγ (ε) + L3
−1(Lg + 2L−1Lg(1 + Lc))δ(ε)

)
‖M− M̃‖1

(4.3.18)

+
(
L3

−1(1 + Lc)
2ε + L2−1(1 + Lc)ε

)
‖M− M̃‖1.

We see that (4.3.15) and (4.3.17) together are θ2,3‖M −M̃‖1. Likewise, we can estimate (4.3.16)
and (4.3.18) together by 2θ3,3γ (ε)‖M −M̃‖1 as δ(ε) ≤ γ (ε). Then inequality (4.3.14) becomes

‖D[�[2]
3 (M)] − D[�[2]

3 (M̃)]‖0 ≤ (
θ2,3 + C2,3(ε)

)‖M− M̃‖1, (4.3.19)
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where we define C2,3(ε) := 2θ3,3γ (ε) + L2−1(1 + Lc)ε + L3
−1(1 + Lc)

2ε.
Lipschitz constant: Inequalities (4.3.11), (4.3.13) and (4.3.19) imply

‖D[�[2](M)] − D[�[2](M̃)]‖0 = max
i=1,2,3

{
‖D[�[2]

i (M)] − D[�[2]
i (M̃)]‖0

}
≤ max

i=1,2,3

{
(θ2,i + C2,i (ε))‖M− M̃‖1

}
≤ θ2(ε)‖M− M̃‖1. (4.3.20)

Here we define θ2(ε) := max
{
θ2,1, θ2,2, θ2,3

}+ max{C2,1(ε), C2,2(ε), C2,3(ε)}.
Step C) From Remark 2.4 it follows that

max
{
θ2,1, θ2,2, θ2,3

}
< 1.

As δ(ε) ↓ 0 when ε ↓ 0, see Proposition 3.4, we have

lim
ε→0

max{C2,1(ε),C2,2(ε),C2,3(ε)} = 0.

For the limit of ε to 0 of θ2(ε) we find

lim
ε→0

θ2(ε) = max
{
θ2,1, θ2,2, θ2,3

}
< 1.

Therefore, we can find an ε0 > 0 such that θ2(ε) < 1 for all ε < ε0. Then estimates (4.3.9)
and (4.3.20) give

‖�[2](M) − �[2](M̃)‖1 = max
{
‖�[2](M) − �[2](M̃)‖0,‖D[�[2](M)] − D[�[2](M̃)]‖0

}
≤ max

{
θ1(0)‖M− M̃‖0, θ2(ε)‖M− M̃‖1

}
≤ λ2‖M− M̃‖1.

We define the contraction constant λ2 := max{θ1(0), θ2(ε)}, which is smaller than 1 by the above 
discussion. Thus we see that �[2] : 2(δ(ε)) → 2(δ(ε)) is a contraction with respect to the C1

norm for all ε < ε0. �
Corollary 4.6. Let ε > 0 such that F : X → X satisfies the conditions of Theorems 2.1 and 3.9
and Proposition 4.5. Then the image of K is a C2 center manifold for F .

Proof. By assumption, ε > 0 is such that both � and �[2] are contractions. Let � =
(

r
ku

ks

)
∈ 0

be a fixed point of �. Then Corollary 3.10 implies that K = ι +
(

kc

ku

ks

)
parameterizes a C1 center 

manifold for F . Thus if we prove that � is C2, or, equivalent, that D� is C1, we are done.



2168 G.J.B. van den Berg et al. / J. Differential Equations 269 (2020) 2132–2184
We will show that D� is in fact the fixed point of �[2]. Let

3/2 =

⎧⎪⎪⎨
⎪⎪⎩M =

⎛
⎝ ρ

κu

κs

⎞
⎠ ∈ C0

b (Xc,L(Xc,X))

∣∣∣∣∣∣∣∣
M(0) = 0,

‖ρ‖0 ≤ Lr

‖κu‖0 ≤ min{Lu}
‖κs‖0 ≤ min{Ls}

⎫⎪⎪⎬
⎪⎪⎭ ,

then D� ∈ 3/2 and 2(δ(ε)) ⊂ 3/2. Furthermore, from step A) of the proof of the previous 
proposition, it follows that �[2] : 3/2 → 3/2 is a contraction with respect to the C0 norm. 
Therefore, D� is the unique fixed point of �[2] in 3/2. However, �[2] : 2(δ(ε)) → 2(δ(ε))

is also a contraction with respect to the C1 norm for ε sufficiently small. Let M ∈ 2(δ(ε)) be 
the fixed point of �[2]. Then M ∈ 3/2 is a fixed point of �[2], which means that D� = M ∈
2(δ(ε)). We conclude that D� is C1. �

We have now shown in two steps that there exists a C2 center manifold. In particular, we 
used the existence of a C1 center manifold to obtain a C2 center manifold in the second step. 
Furthermore, to obtain the C1 center manifold, we explicitly used that our dynamical system F is 
at least C2. Hence, with the current proof we cannot obtain a center manifold for a C1 dynamical 
system.

We want to remark that if F is C0+Lip, we could slightly alter the definition of 0 and show 
that � is a contraction with respect to the C0 norm. Then both K and r would have been C0+Lip

and we would obtain a C0+Lip center manifold and dynamical system.
Furthermore, if F is C1 instead of C2, we could adapt our proof to obtain a C1 center manifold 

and dynamical system if X is uniformly convex, e.g. X = Rm. In this case, we would also prove 
that � is a contraction with respect to the C0 norm, which would give us C0+Lip functions K
and r . Using the results from [9], we know that both K and r would be almost everywhere 
differentiable. We could still define the fixed point operator �[2] and prove that �[2] would be a 
contraction with respect to the C0 norm. Using similar arguments as in the previous corollary, we 
could then show that K and r would be everywhere continuously differentiable. Therefore, we 
would obtain a C1 center manifold with C1 dynamical system if we start with a C1 dynamical 
system F : X → X on a uniformly convex space X.

5. A Cm center manifold

The final step of our proof scheme in Section 2.1 is inductively showing that the conjugacy 
is Cn. Similar to what we did in the C2 case in the previous section, we will show that if the 
conjugacy is Cm, then the mth derivative will be C1. We start again by defining a fixed point 
operator for the mth derivative of

� :=
⎛
⎝ r

ku

ks

⎞
⎠ .

To make the definition of the fixed point operator more insightful, we will use several lemmas 
before we define it. We start by stating Faà di Bruno’s formula for derivatives of compositions, 
see for instance [14]
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Lemma 5.1 (Faà di Bruno’s Formula). Let X, Y and Z be Banach spaces, and f1 : Y → Z and 
f2 : X → Y Cm functions. Then the mth derivative of f1 ◦ f2 is given by

Dm[f1 ◦ f2](x) =
m∑

i=1

∑
π∈P i

m

Dif1(f2(x))
(
Dπ(1)f2(x), . . . ,Dπ(i)f2(x)

)
,

where P i
m is the set of ordered partitions of length i of the set {1, . . . , m}.

Since we want to define a fixed point operator for the mth derivative of � using � = �(�), 
we want to isolate the mth derivatives from Faà di Bruno’s formula, and apply Faà di Bruno’s 
formula to the composition of three functions.

Lemma 5.2. Let X, Y and Z be Banach spaces, and f1 : Y → Z and f2 : X → Y Cm functions.

i) The mth derivative of f1 ◦ f2 is given by

Dm[f1 ◦ f2](x) = Df1(f2(x))Dmf2(x) + Dmf1(f2(x)) (Df2(x))⊗m +Pm(f1, f2)(x)

where we use the shorthand notation (Df2(x))⊗m := (Df2(x), . . . ,Df2(x))︸ ︷︷ ︸
m times

and Pm(f1,

f2)(x) :=∑m−1
i=2

∑
π∈P i

m
Dif1(f2(x)) 

(
Dπ(1)f2(x), · · · ,Dπ(i)f2(x)

)
.

ii) Let f3 : X → X be another Cm function, then we find

Dm[f1 ◦ f2 ◦ f3](x) = Df1(z) (Df2(y))
(
Dmf3(x)

)+ Df1(z)
(
Dmf2(y)

)
(Df3(x))⊗m

+ Dmf1(z) (Df2(y))⊗m (Df3(x))⊗m +Pm(f1, f2)(y) (Df3(x))⊗m

+Pm(f1 ◦ f2, f3)(x),

where z = f2(f3(x)) and y = f3(x).

Proof. i) The equality follows from Faà di Bruno’s formula and the fact that there is one ordered 
partition of m of length 1 and one of length m.

ii) The equality follows from applying Faà di Bruno’s formula twice. We first apply it to the 
composition of f1 ◦ f2 and f3, which gives

Dm[f1 ◦ f2 ◦ f3](x) = D[f1 ◦ f2](f3(x))Dmf3(x) + Dm[f1 ◦ f2](f3(x)) (Df3(x))⊗m

+Pm(f1 ◦ f2, f3)(x).

Then the first derivative of f1 ◦f2 is given by Df1(f2)Df2, and we apply Faà di Bruno’s formula 
a second time for the mth derivative of f1 ◦ f2 to find the desired equality. �

The third component of �(�) contains the function (Ac + r)−1. We want to express the mth
derivative in terms of the mth derivative of Ac + r .
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Lemma 5.3. Let R = Ac + r : Xc → Xc be an invertible Cm function with inverse T . Then

DmT = −DT Dmr(T ) (DT )⊗m − DTPm(R,T ) for m ≥ 2.

Proof. We apply Faà di Bruno’s formula to R ◦ T , and notice that its mth derivative is 0 as 
R ◦ T = Id. Thus we find

DR(T )DmT = −Dmr(T ) (DT )⊗m −Pm(R,T ).

The asserted identity follows by multiplying both sides by the inverse of DR(T ), which is 
DT . �
Remark 5.4. This lemma is another reason why we start the inductive step after we have proven 
C2 smoothness, because the first derivative of Id does not vanish.

5.1. Another fixed point operator

We can now take the mth derivative of the fixed point identity � = �(�), where �(�)

is defined in (3.1.2). We will do this component-wise. For the first component we find, by 
Lemma 5.2i),

Dmr = AcD
mkc + Dgc(K)DmK + Dmgc(K) (DK)⊗m +Pm(gc,K)

− Dkc(R)Dmr − Dmkc(R) (DR)⊗m −Pm(kc,R)

= fm,1 + Dgc(K)DmK + Dkc(R)Dmr,

where

fm,1 := AcD
mkc + Dmgc(K) (DK)⊗m +Pm(gc,K) − Dmkc(R) (DR)⊗m −Pm(kc,R).

For the second component, we find with Lemma 5.2i)

Dmku = A−1
u

(
Dku(R)Dmr + Dmku(R) (DR)⊗m +Pm(ku,R)

)
− A−1

u

(
Dgu(K)DmK + Dmgu(K) (DK)⊗m +Pm(gu,K)

)
= fm,2 + A−1

u

(
Dku(R)Dmr + Dmku(R)(DR)⊗m − Dgu(K)DmK

)
,

where

fm,2 := A−1
u

(
Pm(ku,R) − Dmgu(K) (DK)⊗m −Pm(gu,K)

)
.

Finally, for the third component we find from Lemma 5.2ii) and Lemma 5.3, with T = (Ac +
r)−1,



G.J.B. van den Berg et al. / J. Differential Equations 269 (2020) 2132–2184 2171
Dmks = As

(
Dks(T )DmT + Dmks(T ) (DT )⊗m +Pm(ks, T )

)
+ Dgs(K ◦ T ) (DK(T ))

(
DmT

)+ Dgs(K ◦ T )
(
DmK(T )

)
(DT )⊗m

+ Dmgs(K ◦ T ) (DK(T ))⊗m (DT )⊗m +Pm(gs,K)(T ) (DT )⊗m

+Pm(gs ◦ K,T )

= As

(
− Dks(T )DT Dmr(T ) (DT )⊗ − Dks(T )DTPm(R,T )

+ Dmks(T ) (DT )⊗m +Pm(ks, T )
)

− Dgs(K ◦ T ) (DK(T ))DT Dmr(T ) (DT )⊗ − Dgs(K(T ))DTPm(R,T )

+ Dgs(K ◦ T )
(
DmK(T )

)
(DT )⊗m + Dmgs(K ◦ T ) (DK(T ))⊗m (DT )⊗m

+Pm(gs,K)(T ) (DT )⊗m +Pm(gs ◦ K,T )

= fm,3 − AsDks(T )hm(Dmr) + AsD
mks(T ) (DT )⊗m

− Dgs(K ◦ T )DK(T )hm(Dmr) + Dgs(K ◦ T )DmK(T ) (DT )⊗m ,

where we define

fm,3 := As

(
− Dks(T )DTPm(R,T ) +Pm(ks, T )

)
− Dgs(K(T ))DTPm(R,T )

+ Dmgs(K ◦ T ) (DK(T ))⊗m (DT )⊗m +Pm(gs,K)(T ) (DT )⊗m +Pm(gs ◦ K,T )

and

hm(ρ)(x) := DT (x)ρ(T (x))(DT (x))⊗m.

Hence, we introduce the fixed point operator, where we use κ =
(

Dmkc

κu

κs

)
,

�[m+1] : m+1 := C1
b(Xc,Lm(Xc,X)) → C1(Xc,Lm(Xc,X)),

⎛
⎝ ρ

κu

κs

⎞
⎠ �→

⎛
⎜⎜⎜⎝

fm,1 + Dgc(K)κ − Dkc(R)ρ

fm,2 + A−1
u (κu ◦ R) (DR)⊗m + A−1

u Dku(R)ρ − A−1
u Dgu(K)κ

fm,3 − AsDks(T )hm(ρ) + As (κs ◦ T ) (DT )⊗m

−Dgs(K ◦ T )DK(T )hm(ρ) + Dgs(K ◦ T ) (κ ◦ T ) (DT )⊗m

⎞
⎟⎟⎟⎠ .

(5.1.1)

We note that if � ∈ Cm
b (Xc, X), then the functions fm,1, fm,2 and fm,3 are bounded, since we 

assume that g ∈ Cm
b (X, X). Hence, if � ∈ Cm

b (Xc, X), then we have that �[m+1] : m+1 →
m+1.

Proposition 5.5. Let � =
(

r
ku

ks

)
∈ 0 be a Cm fixed point of � for 2 ≤ m < n. If � ∈ Cm

b (Xc, X), 

then Dm� is a fixed point of �[m+1] : m+1 → m+1.
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Proof. This follows from the above discussion. �
5.2. Another contraction

We note that we can apply the estimates of Lemma 4.3 to terms such as Dgc(K)κ −Dgc(K)κ̃ . 
However, we do not have estimates for terms such as (κu ◦ R)(DR)⊗m − (κ̃u ◦ R)(DR)⊗m

with κu, κ̃u ∈ C1
b(Xc, Lm(Xc, Xc)). Therefore, we start with some preliminary results about the 

differences of products.

Lemma 5.6. Let X, Y and Z be Banach spaces, m ≥ 2 and h ∈ C1
b(X, Y).

i) Let f, g ∈ C0
b(Y, Lm(Y, Z)). For h̃ ∈ C0

b(X, L(X, Y)) we have the C0-estimate

‖(f ◦ h)h̃⊗m − (g ◦ h)h̃⊗m‖0 ≤ ‖h̃‖m
0 ‖f − g‖0.

ii) Let f, g ∈ C1
b(X, Lm(Y, Z)). For h̃ ∈ C1

b(X, L(X, Y)) we have the C1-estimate

‖D[(f ◦ h)h̃⊗m] − D[(g ◦ h)h̃⊗m]‖0 ≤ ‖Dh‖0‖h̃‖m
0 ‖Df − Dg‖0

+ m‖h̃‖m−1
0 ‖Dh̃‖0‖f − g‖0.

Proof. i) Let x ∈ X and recall that the norm of the k-linear operator (f − g)(h(x)) is given by

‖(f − g)(h(x)‖op = sup
‖xi‖≤1
1≤i≤m

‖(f − g)(h(x))(x1, . . . , xm)‖,

from which the desired C0-estimate follows.
iii) For the C1-estimate we use the product rule and triangle inequality to find

‖D[(f ◦ h)h̃⊗m] − D[(g ◦ h)h̃⊗m]‖0 = ‖Df (h)
(
Dh, h̃⊗m

)
− Dg(h)

(
Dh, h̃⊗m

)
‖0

+ ‖(f ◦ h)D[h̃⊗m] − (g ◦ h)D[h̃⊗m]‖0.

We note that D[h̃⊗m] =∑m−1
i=0

(
h̃⊗i ,Dh̃, h̃⊗m−1−i

)
, hence we find

‖D[(f ◦ h)h̃⊗m] − D[(g ◦ h)h̃⊗m]‖0 ≤ ‖Dh‖0‖Dh̃‖m
0 ‖Df − Dg‖0

+
m−1∑
i=1

‖h̃‖i
0‖Dh̃‖0‖h̃‖m−1−i

0 ‖f − g‖0,

from which the desired estimate follows. �
Proposition 5.7. Let m ≥ 2 and assume that Lg and Lc are small in the sense of Remark 2.4 for 
n = m. There exists an ε0 > 0 such for all ε < ε0 it holds that if ‖D2g‖0, ‖D2kc‖0 ≤ ε and the 
fixed point � ∈ 1(δ(ε)) of � lies in Cm

b (Xc, X), then �[m+1] : m+1 → m+1 is a contraction 
with respect to the C1 norm.
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Proof. Let ε > 0 and ‖D2g‖0, ‖D2kc‖0 ≤ ε. Let M =
(

ρ
κu

κs

)
, M̃ =

(
ρ̃

κ̃u

κ̃s

)
∈ m̃, where we 

denote m̃ = m + 1.
To show that �[m̃] is a C1 contraction, we use the same steps as we used in the proofs of 

Theorem 3.9 and Proposition 4.5.

A) We prove that �[m̃] is a contraction with respect to the C0 norm, independent of ε,
B) We show the existence of a constant θm̃(ε) such that

‖D[�[m̃](M)] − D[�[m̃](M̃)]‖0 ≤ θm̃(ε)‖M− M̃‖1,

C) We show that ε > 0 can be chosen so that θm̃(ε) < 1, thus showing that �[m̃] is a contraction 
with respect to the C1 norm.

Step A) We want to find θm < 1 such that

‖�[m̃](M) − �[m̃](M̃)‖0 ≤ θm‖M− M̃‖0.

As we did in the proofs of Theorem 3.9 and Proposition 4.5, we will find the contraction constant 
component-wise, i.e. we will show that

‖�[m̃]
i (M) − �

[m̃]
i (M̃)‖0 ≤ θm,i‖M− M̃‖0

for θm,i given explicitly in equation (2.0.3a) to (2.0.3c) and i = 1, 2, 3. Furthermore, we note that 
we will directly apply Lemma 4.3ii) and Lemma 5.6ii) to obtain the estimates (5.2.1), (5.2.2) and 
(5.2.4)

ρ-component: We recall that ‖Dgc‖0 ≤ Lg and ‖Dkc‖0 ≤ Lc, which follows from Assump-
tion 4 of Theorem 2.1. We estimate

‖�[m̃]
1 (M) − �

[m̃]
1 (M̃)‖0 ≤ (

Lg + Lc

)‖M− M̃‖0 = θm,1‖M− M̃‖0. (5.2.1)

κu-component: Similarly, we have the estimates ‖Dgu‖0 ≤ Lg , ‖(DR)‖0 ≤ ‖Ac‖op + Lr and 
‖ku‖0 ≤ Lu, hence we find

‖�[m̃]
2 (M) − �

[m̃]
2 (M̃)‖0 ≤ ‖A−1

u ‖op
(
(‖Ac‖op + Lr)

m + Lu + Lg

)‖M− M̃‖0

= θm,2‖M− M̃‖0. (5.2.2)

κs -component: Finally, we have the bounds ‖DT ‖0 ≤ L−1, ‖Dks‖0 ≤ Ls , ‖Dgs‖0 ≤ Lg , 
‖DK‖0 ≤ 1 + Lc and

‖hm(ρ) − hm(ρ̃)‖0 = ‖DT (ρ ◦ T − ρ̃ ◦ T ) (DT )⊗m‖0 ≤ Lm+1
−1 ‖M− M̃‖0. (5.2.3)

We infer that
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‖�[m̃]
3 (M) − �

[m̃]
3 (M̃)‖0

≤
(
‖As‖op

(
LsL

m+1
−1 + Lm

−1

)
+ Lg(1 + Lc)L

m+1
−1 + LgL

m
−1

)
‖M− M̃‖0

= θm,3‖M− M̃‖0. (5.2.4)

Contraction constant: We can now estimate ‖�[m̃](M) − �[m̃](M̃)‖0 with inequalities 
(5.2.1), (5.2.2) and (5.2.4). We have

‖�[m̃](M) − �[m̃](M̃)‖0 = max
i=1,2,3

{
‖�[m̃]

i (M) − �
[m̃]
i (M̃)‖0

}
≤ max

i=1,2,3

{
θm,i‖M− M̃‖0

}
= θm‖M− M̃‖0. (5.2.5)

Here we define θm := max
{
θm,1, θm,2, θm,3

}
. We have assumed that Remark 2.4 holds for n = m. 

Therefore, we have θm,i < 1 and thus θm < 1. We conclude that �[m̃] is a contraction with respect 
to the C0 norm.

Step B) Analogous to step A), we want to prove the component-wise inequality

‖D[�[m̃]
i (M)] − D[�[m̃]

i (M̃)]‖0 ≤ (
θm̃,i + Cm̃,i(ε)

)‖M− M̃‖1,

with θm̃,i defined in (2.0.3a) to (2.0.3c) and Cm̃,i will be defined during the proof. We note that (
r
ku

ks

)
∈ 1(δ(ε)), hence ‖D2r‖0, ‖D2ku‖0, ‖D2ks‖0 ≤ δ = δ(ε).

ρ-component: Using the same estimates as we did for the ρ-component in step B) of the proof 
of Proposition 4.5, we find

‖D[�[m̃]
1 (M)] − D[�[m̃]

1 (M̃)]‖0 ≤ (
Lg + (1 + Lc)ε + Lc + (‖Ac‖op + Lr)ε

)‖M− M̃‖1

≤ (
θm̃,1 + Cm̃,1(ε)

)‖M− M̃‖1, (5.2.6)

where we define Cm̃,1(ε) :=
(
1 + Lc + ‖Ac‖op + Lr

)
ε.

κu-component: We have

‖D[�[m̃]
2 (M)] − D[�[m̃]

2 (M̃)]‖0

≤ ‖A−1
u ‖op

(
‖D[(κu ◦ R)(DR)⊗m] − D[(κ̃u ◦ R)(DR)⊗m]‖0

+ ‖D[Dku(R)ρ] − D[Dku(R)ρ̃]‖0

+ ‖D[Dgu(K)κ] − D[Dgu(K)κ̃]‖0

)
. (5.2.7)

By applying Lemma 4.3ii) and Lemma 5.6ii) we find the estimates
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‖D[(κu ◦ R)(DR)⊗m] − D[(κ̃u ◦ R)(DR)⊗m]‖0

≤ (‖Ac‖op + Lr)
m+1‖Dκu − Dκ̃u‖0

+ m(‖Ac‖op + Lr)
m−1δ(ε)‖κu − κ̃u‖0,

‖D[Dku(R)ρ] − D[Dku(R)ρ̃]‖0 ≤ (
(‖Ac‖op + Lr)δ(ε) + Lu

)‖M− M̃‖1,

‖D[Dgu(K)κ] − D[Dgu(K)κ̃]‖0 ≤ (
(1 + Lc)ε + Lg

)‖M− M̃‖1.

By combining these with (5.2.7) we estimate

‖D[�[m̃]
2 (M)] − D[�[m̃]

2 (M̃)]‖0 ≤ ‖A−1
u ‖op

(
(‖Ac‖op + Lr)

m̃ + Lg + Lu

+
(
m(‖Ac‖op + Lr)

m−1 + ‖Ac‖op + Lr

)
δ(ε)

+ (1 + Lc)ε
)
‖M− M̃‖1

≤ (
θm̃,2 + Cm̃,2(ε)

)‖M− M̃‖1, (5.2.8)

where we define

Cm̃,2(ε) := ‖A−1
u ‖op((1 + Lc)ε + (‖Ac‖op + Lr + m(‖Ac‖op + Lr)

m−1))δ(ε).

κs -component: We have

‖D[�[m̃]
3 (M)] − D[�[m̃]

3 (M̃)]‖0

≤ ‖As‖op‖D[Dks(T )hm(ρ)] − D[Dks(T )hm(ρ̃)]‖0

+ ‖As‖op‖D[(κs ◦ T )(DT )⊗m] − D[(κ̃s ◦ T )(DT )⊗m]‖0

+ ‖D[Dgs(K ◦ T )DK(T )hm(ρ)] − D[Dgs(K ◦ T )DK(T )hm(ρ̃)]‖0

+ ‖D[Dgs(K ◦ T )(κ ◦ T )(DT )⊗m] − D[Dgs(K ◦ T )(κ̃ ◦ T )(DT )⊗m]‖0.

(5.2.9)

Before we apply Lemma 4.3ii), we start by deriving an upper bound for Dhm(ρ) − Dhm(ρ̃).

Dhm(ρ) = D2T
(
Id, (ρ ◦ T )(DT )⊗m

)+ DT (Dρ(T ))
(
DT, (DT )⊗m

)
+ DT (ρ ◦ T )

m−1∑
i=0

(
(DT )⊗i ,D2T , (DT )⊗m−1−i

)
.

From Lemma 5.3 we see that D2T is bounded by ‖DT D2r(T ) (DT )⊗2 ‖0 since P2 = 0. Using 
the estimates ‖DT ‖0 ≤ L−1 and ‖D2T ‖0 ≤ L3

−1δ(ε), see (3.4.10) for the latter bound, we find

‖Dhm(ρ) − Dhm(ρ̃)‖0 ≤
(
Lm+3

−1 δ(ε) + Lm+2
−1 + mLm+3

−1 δ(ε)
)

‖ρ − ρ̃‖1. (5.2.10)

We can now apply Lemma 4.3ii) and estimate (5.2.3) for the bound on hm(ρ) − hm(ρ̃) to get
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‖D[Dks(T )hm(ρ)] − D[Dks(T )hm(ρ̃)]‖0

≤ ‖D2ks‖0‖DT ‖0‖hm(ρ) − hm(ρ̃)‖0 + ‖Dks‖0‖Dhm(ρ) − Dhm(ρ̃)‖0

≤
(
Lm+2

−1 δ(ε) + (m + 1)Lm+3
−1 Lsδ(ε) + Lm+2

−1 Ls

)
‖M− M̃‖1. (5.2.11)

By applying Lemma 5.6ii) we find

‖D[(κs ◦ T )(DT )⊗m] − D[(κ̃s ◦ T )(DT )⊗m]‖0

≤ ‖DT ‖0‖(DT )⊗m‖0‖Dκs − Dκ̃s‖0 + ‖D(DT )⊗m‖0‖κs − κ̃s‖0

≤
(
Lm+1

−1 + mLm+2
−1 δ(ε)

)
‖M− M̃‖1. (5.2.12)

For the third term of the right hand side of (5.2.9), we take x �→ Dgs(K(x))DK(x) for the 
functions f1 and g1 in Lemma 4.3ii) and use T as h. Recall that γ (ε) = max{ε, δ(ε)}, so that

‖D[Dgs(K)DK]‖0 ≤ ‖D2gs(DK,DK)‖0 + ‖DgsD
2K‖0 ≤ (1 + Lc)

2ε + Lgγ (ε).

Hence we find the estimate, using Lemma 4.3ii) and (5.2.3) and (5.2.10),

‖D[Dgs(K ◦ T )DK(T )hm(ρ)] − D[Dgs(K ◦ T )DK(T )hm(ρ̃)]‖0

≤ ‖D[Dgs(K)DK]‖0‖DT ‖0‖hm(ρ) − hm(ρ̃)‖0

+ ‖Dgs(K)DK‖0‖Dhm(ρ) − Dhm(ρ̃)‖0

≤
(
Lm+2

−1 Lgγ (ε) + (m + 1)Lm+3
−1 Lg(1 + Lc)δ(ε)

)
‖M− M̃‖1 (5.2.13)

+ Lm+2
−1 Lg(1 + Lc)‖M− M̃‖1 + Lm+2

−1 (1 + Lc)
2ε‖M− M̃‖1.

(5.2.14)

For the final term, we will apply Lemma 5.6, which gives

‖D[Dgs(K ◦ T )κ(T )(DT )⊗m] − D[Dgs(K ◦ T )κ̃(T )(DT )⊗m]‖0

≤ ‖D2gs‖0‖D[K ◦ T ]‖0‖(κ ◦ T )(DT )⊗m − (κ̃ ◦ T )(DT )⊗m‖0

+ ‖Dgs‖0‖D[(κ ◦ T )(DT )⊗m] − D[(κ̃ ◦ T )(DT )⊗m]‖0

≤ ‖D2gs‖0‖DK‖0‖DT ‖0‖κ − κ̃‖0‖(DT )⊗m‖0

+ Lg

(‖DT ‖0‖(DT )⊗m‖0 + ‖D[(DT )⊗m]‖0
)‖κ − κ̃‖1

≤ Lm+1
−1 (1 + Lc)ε‖M− M̃‖1 +

(
LgL

m+1
−1 + mLgL

m+2
−1 δ(ε)

)
‖M− M̃‖1.

(5.2.15)

We first recall that (5.2.11) and (5.2.12) should be multiplied by ‖As‖op. We will collect the 
terms without ε in (5.2.11), (5.2.12) and (5.2.14), which sum up to θm̃,3. Then we collect the 
terms containing δ(ε) and γ (ε) in (5.2.11), (5.2.12), (5.2.13) and (5.2.15). We estimate δ(ε) by 
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γ (ε), so that those terms together are bounded by m̃θm̃+1,3γ (ε). Together with terms containing 
ε, we get

Cm̃,3(ε) := m̃θm̃+1,3γ (ε) + Lm̃
−1(1 + Lc)ε + Lm̃+1

−1 (1 + Lc)
2ε.

Finally, we conclude that (5.2.9) reduces to

‖D[�[m̃]
3 (M)] − D[�[m̃]

3 (M̃)]‖0 ≤ (
θm̃,3 + Cm̃,3(ε)

)‖M− M̃‖1. (5.2.16)

Lipschitz constant: Inequalities (5.2.6), (5.2.8) and (5.2.16) give

‖D[�[m̃](M)] − D[�[m̃](M̃)]‖0 = max
i=1,2,3

{
‖D[�[m̃]

i (M)] − D[�[m̃]
i (M̃)]‖0

}
≤ max

i=1,2,3

{
(θm̃,i + Cm̃,i(ε))‖M− M̃‖1

}
≤ θm̃(ε)‖M− M̃‖1. (5.2.17)

Here we define θm̃(ε) := max
{
θm̃,1, θm̃,2, θm̃,3

}+ max{Cm̃,1(ε), Cm̃,2(ε), Cm̃,3(ε)}.
Step C) From Remark 2.4 it follows that

max
{
θm̃,1, θm̃,2, θm̃,3

}
< 1.

As δ(ε) ↓ 0 when ε ↓ 0, see Proposition 3.4, we have

lim
ε→0

max{Cm̃,1(ε),Cm̃,2(ε),Cm̃,3(ε)} = 0.

Therefore, we can find an ε0 > 0 such that θm̃(ε) < 1 for all ε < ε0. Then estimates (5.2.5)
and (5.2.17) give

‖�[m̃](M) − �[m̃](M̃)‖1

= max
{
‖�[m̃](M) − �[m̃](M̃)‖0,‖D[�[m̃](M)] − D[�[m̃](M̃)]‖0

}
≤ max

{
θm‖M− M̃‖0, θm̃(ε)‖M− M̃‖1

}
≤ λm̃‖M− M̃‖1.

Here we define the contraction constant λm̃ := max{θm, θm̃(ε)} which is smaller than 1 by our 
previous discussion. We conclude that �[m̃] : m̃ → m̃ is a contraction with respect to the C1

norm for all ε < ε0. �
Corollary 5.8. Let ε > 0 be such that F : X → X satisfies the conditions of Theorems 2.1 and 3.9
and Propositions 4.5 and 5.7. Then the image of K is a Cn center manifold for F .

Proof. The proof follows by induction on the smoothness of the conjugacy and the conjugate 
dynamics, with similar arguments as we had in the proof of Proposition 4.5. �
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6. Existence and uniqueness of the center manifold

6.1. Proof of Theorem 2.1

From Corollary 5.8 it follows that there exists an ε > 0 such that if ‖D2g‖0 and ‖D2kc‖0 are 
smaller than ε, then there exists a Cn center manifold for F : X → X. However, in Theorem 2.1, 
the only assumption on the second derivative of kc and g is that they are both bounded. We will 
use a simple scaling argument to show that we can bound D2kc and D2g by ε without affecting 
the assumed bound on Dkc and Dg from Theorem 2.1.

Lemma 6.1. Let ε > 0 and define hε(x) := ε−1h(εx) for h ∈ C2
b(X, Y).

i) We have hε(0) = 0 if h(0) = 0, Dhε(0) = Dh(0) and ‖Dhε‖0 = ‖Dh‖0.
ii) We have ‖D2hε‖0 = ε‖D2h‖0.

iii) For h1 ∈ C2
b(Y, Z) and h2 ∈ C2

b(X, Y) we have hε
1 ◦ hε

2 = (h1 ◦ h2)
ε .

Proof. These results follow from straightforward computations. �
We can now prove Theorem 2.1.

Proof of Theorem 2.1. Let kc : Xc → X be chosen such that

kc ∈ {h ∈ Cn
b (Xc,Xc) | h(0) = 0, Dh(0) = 0 and ‖Dh‖0 ≤ Lc

}
.

Then it follows from Lemma 6.1i) that for all ε > 0 we have

kε
c ∈ {h ∈ Cn

b (Xc,Xc) | h(0) = 0, Dh(0) = 0 and ‖Dh‖0 ≤ Lc

}
.

Likewise, if F = A + g satisfies the conditions of Theorem 2.1, we have for all ε > 0 that 
Fε = A + gε with

gε ∈ {h ∈ Cn
b (X,X) | h(0) = 0, Dh(0) = 0 and ‖Dh‖0 ≤ Lg

}
.

Hence Fε also satisfies the conditions of Theorem 2.1.
By Lemma 6.1ii) we can apply Corollary 5.8 to Fε and kε

c for ε sufficiently small. We fix ε > 0
sufficiently small. Corollary 5.8 then provides a K : Xc → X which conjugates f ε : X → X with 
Ac + r : Xc → Xc. Then we find from Lemma 6.1iii) that

(F ◦ K1/ε)ε = Fε ◦ K = K ◦ (Ac + r) = (K1/ε ◦ (Ac + r1/ε))ε,

and, again by Lemma 6.1iii),

F ◦ K1/ε =
(
(F ◦ K1/ε)ε

)1/ε =
((

K1/ε ◦ (Ac + r1/ε)
)ε)1/ε = K1/ε ◦ (Ac + r1/ε).

Thus we see that K1/ε : Xc → X conjugates F : X → X with Ac +r1/ε : Xc → Xc. Furthermore, 
by combining Lemma 6.1i) with Corollary 3.10, it follows that r1/ε satisfies Property A) and k1/ε

u

and k1/ε
s satisfy Property B). �
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6.2. Uniqueness of the center manifold

Since we found our conjugacy K and dynamical system Ac + r with a contraction argument, 

we have uniqueness of 
(

r
ku

ks

)
in 0. However, we can improve the uniqueness of ku and ks to 

arbitrary bounded functions, and the uniqueness of r to arbitrary bounded functions such that 
Ac + r is invertible.

Lemma 6.2. Let F : X → X and kc : Xc → Xc satisfy the conditions of Theorem 2.1. Then

F ◦
⎛
⎝Id+kc

ku

ks

⎞
⎠=

⎛
⎝Id+kc

ku

ks

⎞
⎠ ◦ (Ac + r) (6.2.1)

has a unique solution for ku ∈ C0
b(Xc, Xu), ks ∈ C0

b(Xc, Xs) and r ∈ C0
b(Xc, Xc) with the prop-

erty that Ac + r is a homeomorphism.

Proof. Let � =
(

r
ku

ks

)
∈ Cn

b (Xc, X) be obtained from Theorem 2.1 and let M =
(

r̃

k̃u

k̃s

)
∈

C0
b(Xc, X) be such that (6.2.1) holds. Then we know from Proposition 3.1 that M = �(M)

and � = �(�). We can mimic step A) of the proof of Theorem 3.9, since Lemma 3.5i) and 
Lemma 3.7i) can both be applied to the components of �(M) − �(�), even though M is 
merely C0, see Remark 3.8. Hence we obtain

‖M− �‖0 = ‖�(M) − �(�)‖0 ≤ θ0‖M− �‖0.

Since θ0 < 1, we find M = �. �
We conclude from Lemma 6.2 that, given kc : Xc → Xc, the conjugacy between the center 

dynamical system R : Xc → Xc and the original dynamical system F : X → X is unique in the 
space of continuous functions with bounded unstable and stable components. Additionally, we 
want to show that the center manifold is unique independent of our choice of kc : Xc → Xc. That 
is, we want to prove that the image of the conjugacy does not depend on a given kc : Xc → Xc.

Proposition 6.3. Let F : X → X and kc, k̃c : Xc → Xc satisfy the conditions of Theorem 2.1. 

Then the image of K = ι +
(

kc

ku

ks

)
and K̃ = ι +

(
k̃c

k̃u

k̃s

)
are the same, for K, K̃ the (unique) 

conjugacy obtained from Theorem 2.1.

Proof. From Lemma 3.2i) it follows that Id+kc is invertible, and from Lemma 3.2ii) we see 
that its inverse is given by Id+ψ for some bounded function ψ : Xc → Xc. In particular, we can 
write

Id+k̃c = (Id+kc) ◦ (Id+ψ) ◦ (Id+k̃c) = (Id+kc) ◦ (Id+ϕ),
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where ϕ = ψ ◦ (Id+k̃c) + k̃c is a bounded function. Likewise, Id+k̃c is invertible, and thus 
Id+ϕ = (Id+kc)

−1 ◦ (Id+k̃c) is invertible, as it is the composition of two invertible functions. 
By Lemma 3.2i) its inverse is given by Id+φ for some bounded function φ. We infer that

F ◦ (K ◦ (Id+ϕ)) = K ◦ (Ac + r) ◦ (Id+ϕ)

= (K ◦ (Id+ϕ)) ◦ ((Id+φ) ◦ (Ac + r) ◦ (Id+ϕ))

=
⎛
⎝ Id+k̃c

ku ◦ (Id+ϕ)

ks ◦ (Id+ϕ)

⎞
⎠ ◦ (Ac + �),

where we define � = r ◦ (Id+ϕ) + φ ◦ (Ac + r) ◦ (Id+ϕ). By Property A) of Theorem 2.1, we 
have that Ac + r is invertible, and thus Ac + � is the composition of three invertible functions, 
hence invertible itself. Therefore, we use Lemma 6.2 to conclude k̃u = ku ◦ (Id+ϕ) and k̃s =
ks ◦ (Id+ϕ). Since Id+k̃c = (Id+kc) ◦ (Id+ϕ), we see that K̃ = K ◦ (Id+ϕ). As Id+ϕ is 
invertible, we conclude that

Im(K) = K(Xc) = K((Id+ϕ)(Xc)) = K̃(Xc) = Im(K̃). �
6.3. Proof of Corollary 2.3

Finally, we want to show that if we have found approximations of the center manifold and the 
center dynamics, i.e., we have found an approximate conjugacy K0 and approximate dynamical 
system R0 such that

‖F ◦ K0 − K0 ◦ R0‖m ≤ ε,

then the center manifold and dynamical system lie close to these approximations.

Proof of Corollary 2.3. Let m < n and let k0 =
(

ku,0
ks,0

)
: Xc → Xu ⊕ Xs and r0 : Xc → Xc. We 

use M to denote 
( r0

ku,0
ks,0

)
and F = F ◦

(
kc

ku,0
ks,0

)
−
(

kc

ku,0
ks,0

)
◦ (Ac + r0). We assume that k0 and r0

satisfy the conditions of Corollary 2.3, that is, there exist constants M > 0 and ε > 0 such that

k0 ∈
{
h ∈ Cm+1

b (Xc,Xu ⊕ Xs)

∣∣∣ h(0) = 0, Dh(0) = 0 and ‖h‖m+1 ≤ M
}

,

r0 ∈
{
h ∈ Cm+1

b (Xc,Xc)

∣∣∣ h(0) = 0, Dh(0) = 0,‖Dh‖0 ≤ Lr and ‖h‖m+1 ≤ M
}

,

F ∈ {h ∈ Cm
b (Xc,X)

∣∣ ‖h‖m ≤ ε
}
.

Our proof consists of the following steps:

1. We prove that if F is small in Cm, then M − �(M) is small in Cm.
2. We prove that if M −�(M) is small in C0, then M −� is small in C0, where � is the fixed 

point of �.



G.J.B. van den Berg et al. / J. Differential Equations 269 (2020) 2132–2184 2181
3. Using induction, we prove that if M − �(M) is small in Cm, then DmM − Dm� is small 
in C0.

For the first step, we want an explicit estimate for M − �(M). By definition of �, see (3.1.3), 
we have

M− �(M) =
⎛
⎝ −F1

A−1
u F2

−F3 ◦ (Ac + r0)
−1

⎞
⎠ .

We can clearly estimate the Cm norm of the first two components by ‖F‖m ≤ ε and 
‖A−1

u ‖op‖F‖m ≤ ‖A−1
u ‖opε respectively. For the third component, we use Faà di Bruno’s for-

mula and Lemma 5.3 to obtain an estimate. We find

‖F3 ◦ (Ac + r0)
−1‖m ≤ C

(
D(Ac + r0)

−1,Di(Ac + r0) for i ≤ m
)

‖F3‖m

≤ C1(M,m)ε,

where we used that the derivatives of r0 are bounded by M and D(Ac + r0)
−1 is bounded by 

L−1 as Dr0 is bounded by Lr . Hence we obtain

‖M− �(M)‖m ≤ max{1,‖A−1
u ‖op,C1(M,m)}ε = C2(M,m)ε. (6.3.1)

Here C2(M, m) := max{1, ‖A−1
u ‖op, C1(M, m)}. Hence we have shown that if F is small, then 

M is an almost fixed point of �.
To prove the second step, we use that � is a contraction in the C0 norm with contraction 

constant θ0, see the proof of Lemma 6.2, thus we have

‖� −M‖0 ≤ ‖�(�) − �(M)‖0 + ‖M− �(M)‖0

≤ θ0‖� −M‖0 + ‖M− �(M)‖0.

By rewriting, we obtain the estimate

‖� −M‖0 ≤ 1

1 − θ0
‖M− �(M)‖0. (6.3.2)

Combining (6.3.1) and (6.3.2) proves Corollary 2.3 for m = 0, that is

‖� −M‖0 ≤ C2(M,0)

1 − θ0
ε =: C(M,0)ε.

To prove step 3, we will use induction. So let us assume that ‖� −M‖m−1 ≤ C(M, m − 1)ε. 
By construction of the contraction �[m+1], its fixed point is Dm�. Thus similarly to (6.3.2), we 
have

‖Dm� − DmM‖0 ≤ 1

1 − θm

‖DmM− �[m+1](DmM)‖0. (6.3.3)
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From (6.3.1), we know that ‖Dm (M− �(M))‖0 ≤ C1(M, m)ε. Hence we estimate (6.3.3) with 
the triangle inequality and the estimate on Dm (M− �(M)) to obtain

‖Dm� − DmM‖0 ≤ C2(M,m)ε

1 − θm

+ ‖Dm�(M) − �[m+1](DmM)‖0

1 − θm

. (6.3.4)

Therefore, it remains to find a bound on Dm�(M) − �[m+1](DmM). Recall from (3.1.2) the 
definition of �. By Faà di Bruno’s formula, there exists a function G such that for all T : Xc → X

Dm�(T ) = G(T ,DT , . . . ,DmT ). (6.3.5)

By construction, G(T , . . . , DmT )(x) is a linear combination of products of various derivatives 
of T , evaluated at either x or T (x). In particular, we have for M : Xc → X

Dm�(M) = G(M,DM, . . . ,Dm−1M,DmM). (6.3.6)

On the other hand, by definition of �[m+1], see (5.1.1), we also have that

�[m+1](DmM) = G(�,D�, . . . ,Dm−1�,DmM). (6.3.7)

Subtracting (6.3.7) from (6.3.6) we thus obtain

Dm�(M) − �[m+1](DmM) =
1∫

0

DG(N (s),DmM)ds

⎛
⎜⎜⎜⎝

� −M
...

Dm−1 (� −M)

0

⎞
⎟⎟⎟⎠ , (6.3.8)

where N (s) = (1 − s) 
(
M, . . . ,Dm−1M

)+ s
(
�, . . . ,Dm−1�

)
.

To calculate the partial derivative of G in the direction of its first input, we use the chain rule 
and obtain an expression depending on G, N (s), DN (s), DmM and Dm+1M. The other partial 
derivatives of G are partial derivatives of polynomials, hence only depend on G, N (s) and DmM. 
In particular, DG is continuous and evaluated on the compact set {(N (s),DmM) | s ∈ [0,1]}
in (6.3.8) – note that �, M ∈ Cm+1

b (Xc, X). Thus ‖DG(N (s), DmM)‖op ≤ C3(M, m) for all 
s ∈ [0, 1]. Therefore, we can estimate (6.3.8) by

‖Dm�(M) − �[m+1](DmM)‖0 ≤ C3(M,m)‖� −M‖m−1

≤ C3(M,m)C(M,m − 1)ε.

Using (6.3.4) and our induction hypothesis, we thus conclude that

‖� −M‖m = max
{‖� −M‖m−1,‖Dm� − DmM‖0

}
≤ max

{
C(M,m − 1),

C2(M,m) + C3(M,m)C(M,m − 1)

1 − θm

}
ε

=: C(M,m)ε. �
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6.4. Guide towards applications

For practical applications of Theorem 2.1 and Corollary 2.3, one has to make sure that the non-
linearity of F is bounded and find approximate solutions k0 and r0 of the conjugacy equation
(2.0.1). The approximation r0 and the explicit error bound from Corollary 2.3 allows one to 
analyze the dynamical behavior on the center manifold. We will outline both steps as a stepping 
stone for future applications. We refer the interested reader to [17] for a detailed presentation of 
an application of the parameterization method for center manifolds.

As mentioned above, in most practical applications the dynamical system F = A +g does not 
automatically satisfy the conditions of Theorem 2.1 because the non-linear part g is unbounded. 
One way to overcome this problem is by multiplying g with a smooth cut-off function ξg . The 
center manifold we obtain for Fξ = A + g · ξg will be a local center manifold for F in the region 
where ξg ≡ 1. By shrinking the support of ξg , we can make ‖D[gξg]‖0 ≤ ‖(Dg) · ξg‖0 + ‖g ·
Dξg‖0 as small as desired.

To find approximations k0 and r0, one can use Taylor series. To obtain Taylor approximations 
Pk and Pr for ku ⊕ ks and r respectively, we can solve Fξ ◦ K − K ◦ R = 0 recursively, i.e. 
order by order. Our choice of kc influences the Taylor approximations Pk and Pr . Choosing kc

such that the Taylor approximation Pr is in normal form makes it easier to analyze the conjugate 
dynamics on the center manifold once we obtain the error bounds from Corollary 2.3.

However, the Taylor approximations Pk and Pr are polynomials, hence unbounded functions. 
Therefore, we cannot use Pk and Pr directly as approximate solutions k0 and r0. To find bounds 
on Pk − ku ⊕ ks and Pr − r , there are two strategies one can use:

For the first strategy, we again use cut-off functions to obtain bounded functions k0 = Pkξk

and r0 = Prξr which we can use as approximate solutions in (2.0.1). Corollary 2.3 converts 
a bound on the residue of the conjugacy equation into an explicit bound on the Cm norm of 
k0 − ku ⊕ ks and r0 − r . In particular, on the region where ξg ◦ K ≡ 1, ξk ≡ 1 and ξr ≡ 1, the 
same explicit bound is a bound on Pk − ku ⊕ ks and Pr − r for the local center manifold of F . 
The main challenge one faces is choosing the initial cut-off function ξg and the additional cut-off 
functions ξk and ξr such that Fξ ◦ k0 − k0 ◦ r0 is uniformly small away from the origin. Around 
the origin Fξ ◦ k0 − k0 ◦ r0 behaves as ‖x‖n+1 once we solved Fξ ◦ K − K ◦ R up to order n.

For the second strategy, we simply use k0 = 0 and r0 = 0 as approximate solutions. Corol-
lary 2.3 then gives an explicit bound on the Cm norm of ku ⊕ ks and r . In particular this is a 
bound on the mth derivative of ku ⊕ ks and r . Hence, with Taylor’s theorem we obtain an explicit 
bound on Pk − ku ⊕ ks and Pr − r . The main advantage of this strategy is that Fξ ◦ k0 − k0 ◦ r0
will be uniformly small (without the need for additional cut-off functions). However, the residue 
of Fξ ◦ k0 − k0 ◦ r0 will be larger than the residue in the previous method, as Fξ ◦ k0 − k0 ◦ r0
behaves quadratically near the origin.
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