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Abstract

Computational fluid dynamics (CFD) is a reliable tool for indoor environ-

mental applications. However, accurate CFD simulations require large com-

putational resources, whereas significant cost reduction can lead to unreliable

results. The high cost prevents CFD from becoming the primary tool for in-

door environmental simulations. Nonetheless, the growth in computational

power and advances in numerical algorithms provide an opportunity to use

accurate and yet affordable CFD. The objective of this study is to analyze

the feasibility of fast, affordable, and high-fidelity CFD simulations for indoor

environment design and control using ordinary office computers. We analyze

two representative test cases, which imitate common indoor airflow config-

urations, on a wide range of different turbulence models and discretizations

methods, to meet the requirements for the computational cost, run-time,

and accuracy. We consider statistically steady-state simulations for indoor

environment design and transient simulations for control. Among studied

turbulence models, the no-model and large-eddy simulation with staggered

discretizations show the best performance. We conclude that high-fidelity
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CFD simulations on office computers are too slow to be used as a primary

tool for indoor environment design and control. Taking into account different

laws of computer growth prediction, we estimate the feasibility of high-fidelity

CFD on office computers for these applications for the next decades.

Keywords: Computational Fluid Dynamics, Transient Simulations,

Turbulence Modeling, Natural Convection, Mixed Convection, Real-Time

Simulations

1. Introduction

Heating ventilation and air conditioning (HVAC) systems account for

approximately 40% of the energy consumption in buildings [1], which can

be decreased by proper design and precise control of indoor air parameters.

Therefore, the fast computation of indoor airflow is required for testing dif-5

ferent design options or performing model predictive control (MPC) using

real-time weather and occupant’s behavior data. Nowadays, air distribution

in buildings is usually evaluated by multizone models [2], zonal models [3],

and computational fluid dynamics (CFD). Multizone models are the most

popular choice due to the low computational cost, but they have limited ap-10

plicability because each room is represented by only one node. Zonal models

are considered intermediate between multizone and CFD, however, they usu-

ally suffer from case dependency. In CFD, the physical domain is divided

into a finite number of control volumes to solve the Navier-Stokes equations

numerically. The solution provides a complete set of air parameters for each15

control volume.

Its high computational cost prevents CFD from becoming the primary
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design tool, and it is mostly used for particular high-end buildings. To be-

come a primary design tool, CFD is required to provide sufficient accuracy

in capturing flow properties, be fast, and fit into an office computer. The20

indoor airflow is usually a multi-scale problem requiring fine computational

grids [4]. Moreover, the majority of indoor airflows are turbulent. The effect

of turbulence can be accurately resolved using direct numerical simulation

(DNS) or modeled using large-eddy simulation (LES) or Reynolds average

Navier-Stokes (RANS) approaches. LES models are computationally more25

expensive than RANS, and both methods have a lower computational cost

than DNS.

CFD has been successfully used for detailed simulations of building air-

flows by many researchers [5, 6, 7, 8, 9]. Nevertheless, all of these studies

show the need for a compromise between computational cost and accuracy.30

Van Hooff et al. [5] performed CFD simulations of a generic isolated build-

ing. They used a computational grid of 5 × 106 control volumes to achieve

reliable results, which required to use 14 CPU cores on a high-performance

computer. Other studies also indicate the high computational cost of CFD.

For example, Chen et al. [7] showed that an accurate simulation of a kitchen35

room would require at least 106 control volumes. Chen et al. [6] used a grid

of 4× 106 control volumes for an accurate simulation of an office room with

a ceiling fan. Zheng et al. [9] studied the wind flow for buildings with bal-

conies using a fine mesh of 2×107 cells. An ordinary office computer does not

have sufficient memory and CPU power to complete such large simulations40

in a reasonable amount of time for indoor environment design and control.

Moreover, the widely used RANS turbulence models do not always produce
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satisfactory results, making the use of more accurate (and more expensive)

turbulence models indispensable [5, 9].

Accurate CFD simulations require large computational resources, while45

using ordinary office computers can result in unreasonably long run-times.

Grid coarsening and RANS turbulence modeling are common ways to reduce

the cost of CFD, but they can lead to overly inaccurate results. Therefore,

the task of performing affordable yet accurate CFD is not straightforward.

Over the last decade several attempts to reduce the computational cost50

of CFD for indoor environmental applications have been made. Wang &

Zhai [10] examined the credibility of coarse-grid CFD for HVAC applications

and optimized the space discretization to reduce the total truncation error.

Kempe & Hantsch [11] applied the immersed boundary method to an LES

simulation of a room with a heat source and achieved real-time LES simula-55

tions with 32 CPU cores. However, they did not provide an extensive error

analysis to evaluate the accuracy of the simulations. Moreover, they did not

study the transient flows and did not consider different turbulence models.

As an alternative to CFD, the lattice Boltzmann method (LBM) [12, 13, 14]

and fast fluid dynamics (FFD) [15, 16] were applied for indoor environmental60

simulations. LBM time step is limited by the advection term, which makes it

slower than CFD with similar grid resolutions [13]. Zuo & Chen [16] adapted

FFD for airflow in buildings and introduced turbulence modeling. FFD has

lower computing cost but also lower accuracy than CFD [16].

Another important application is the indoor environment control. MPC65

elaborates a model of the system evolution and executes control actions

based on it [17]. Usually, low order models such as multizone, are used

4



in MPC [18, 19]. So far CFD has not been integrated into MPC directly due

to the huge computational cost and nonlinearity of the governing equations.

However, several preliminary attempts have been made to simplify CFD to70

fit MPC requirements [20, 21]. The growth in computational power provides

an opportunity to test the feasibility of CFD for MPC. Typically, building

MPC systems have a control horizon of 4-5 hours [22], which is relatively

short for building dynamics scale, thus transient simulations are required.

Moreover, CFD simulations for MPC should be faster than real-time and75

computationally affordable.

The objective of this work is to study the feasibility of affordable high-

fidelity CFD for indoor environmental applications. We consider two rep-

resentative cases, namely, a tall differentially-heated cavity and a ventilated

cavity with a heated floor. We test both cases on a wide range of stag-80

gered and collocated grids with different LES, RANS, and DNS approaches.

Performed CFD simulations are analyzed in terms of computational cost and

accuracy in order to meet the requirements for indoor environmental applica-

tions. The work is primarily focused on steady CFD for design and transient

CFD for MPC in buildings, using affordable office computers.85

The content of this paper is organized as follows: Section 2 describes

the details of the test cases and the governing equations, Section 3 describes

the numerical methods, Section 4 shows obtained results and their analysis,

Section 5 discusses results and their applications, and Section 6 contains

concluding remarks.90
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2. Governing equations and physical problems

2.1. Governing equations

The incompressible Navier-Stokes equations for a Newtonian fluid with

constant physical properties are considered. The Boussinesq approximation is

adopted to account for the density variations due to temperature difference.

Thermal radiation is neglected. Under these assumptions, the governing

equations are

∇ · u = 0, (1)

∂u

∂t
+ (u · ∇)u = ν∇2u−∇p+ βg∆T, (2)

∂T

∂t
+ (u · ∇)T = α∇2T, (3)

where u = (u, v, w) is the velocity vector in Cartesian coordinates x =

(x, y, z), p the kinematic pressure, T the temperature, ν the kinematic viscos-

ity, ρ the density, g the gravitational acceleration, β the thermal expansion95

coefficient and α the thermal diffusivity.

Hereafter, all the results are presented in dimensionless form. The ref-

erence values of time velocity temperature and length are specified for each

problem separately.

2.2. Test case 1: Differentially heated cavity100

The first test case is a three-dimensional tall cavity driven by buoyancy

forces. The objective of this configuration is to mimic a highly stratified

turbulent indoor environment with natural convection. This airflow can be

found in a tall building atrium, or a staircase. Natural convection is impor-

tant for the thermal comfort, thus, its correct prediction is crucial for building105
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applications. The cavity has a height aspect ratio of Ah = H/L = 3.84 and

a depth aspect ratio of Ad = D/L = 0.86 (Figure 1, left). The Prandtl num-

ber corresponds to air and is equal to Pr = ν/α = 0.71 and the Rayleigh

number is Ra = ρgβ∆TH3/(να) = 1.2× 1011. This configuration resembles

the experimental set-up performed by Saury et al. [23]: the two opposite110

vertical walls of the cavity in the x direction are maintained at uniform tem-

peratures Th = 0.5 at x = 0 and Tc = −0.5 at x = L. The temperature at

the rest of the walls is given by the “Fully Realistic” boundary conditions

proposed in [24]. They are time independent analytical functions that fit the

experimental data obtained by Salat et al. [25].115

Figure 1: Left: geometry of the differentially heated cavity case. Right: geometry of the

mixed convection case.

In the experiment by Saury et al. [23] the cavity is 3.84 m high, 1 m wide,

0.86 m deep and is exposed to a temperature difference of ∆T = 20◦C. The

air properties are the following: ν = 1.51× 10−5m2/s, α = 2.13× 10−5m2/s,
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ρ = 1.2kg/m3, g = 9.81m/s2 and β = 2.90× 10−3m3/(kg◦C).

For this test case the reference length is H and the reference veloc-120

ity, time and temperature used for the dimensionless form are, respectively,

Ra1/2(α/H), Ra−1/2(H2/α) and ∆T . Initial temperature conditions repeat

the temperature profile of the front/rear wall boundaries. The initial velocity

is set to zero.

Case Nx Ny Nz Ntotal

M1.0 (DNS) 450 900 256 1.04× 108

M1.1 8 30 4 9.60× 102

M1.2 10 40 6 2.40× 103

M1.3 12 50 8 4.80× 103

M1.4 14 60 10 8.40× 103

M1.5 18 80 12 1.73× 104

M1.6 24 100 16 3.84× 104

M1.7 30 120 20 7.20× 104

M1.8 40 150 24 1.44× 105

M1.9 50 180 30 2.70× 105

M1.10 70 240 40 6.72× 105

M1.11 80 320 50 1.28× 106

M1.12 100 400 60 2.40× 106

Table 1: Computational grids used in the simulations of the differentially heated cavity

case (test case 1).

As detailed in Table 1, we used twelve different Cartesian structured

grids for the numerical tests. Grid M1.0 was used in the reference DNS
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simulation, which was previously published in Álvarez et al. [26]. All the

grids are, uniform in the vertical (y) and spanwise (z) directions, and refined

near the lateral walls (x) using the hyperbolic tangential function:

x =
L

2

(

1 +
tanhγx(2(i− 1)/Nx − 1)

tanhγx

)

, (4)

where the concentration factor is γx = 2 and Nx is the number of grid125

points in the horizontal direction. All steady simulations run for 600 non-

dimensional time units, which was found to be a long enough time-integration

period to record the flow statistics for further averaging. All transient sim-

ulations were carried out for 10 non-dimensional time units to capture the

initial flow development.130

2.3. Test case 2: Mixed convection in a ventilated cavity

The second test case is a three-dimensional ventilated cavity with a heated

floor. This configuration was first studied experimentally by Blay et al. [27]

and later numerically by Ezzouhri et al. [28]. The geometry of the studied

cavity is shown in Figure 1 (right). The height aspect ratio of the cavity is135

Ah = L/L = 1 and the depth aspect ratio is Ad = D/L = 0.3/1.04. Cold air

at Tc = −0.5 enters the cavity through the long thin inlet at the top of the

left wall. The inlet velocity profile in the vertical (y) direction corresponds

to a parabolic Poiseuille flow with a bulk velocity Uin = 1. The inlet slot has

an aspect ratio Ain = Lin/L = 0.018/1.04. The air is discharged through the140

outlet with an aspect ratio Aout = Lout/L = 0.024/1.04 at the bottom of the

right wall of the cavity. The bottom wall is maintained at a hot temperature

of Th = 0.5, while the three other sidewalls are kept at the cold temperature
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of Tc = −0.5. Periodic boundary conditions are used in the spanwise (z)

direction.145

The cavity is filled with air (Pr = 0.71) at Rayleigh number based on

the cavity height Ra = 2.4 × 109. Froude number based on the inlet height

is equal to FrLin
= Uin/

√
ρgβ∆TLin = 5.24, Reynolds number based on the

inlet height is ReLin
= UinLin/ν = 684. At the outlet, convective boundary

conditions (∂φ/∂t + Uin∂φ/∂x = 0) are imposed for the velocity and tem-150

perature. No-slip boundary conditions are applied on the walls. The initial

velocity field is set to zero and the initial temperature is set equal to the

temperature at the cold wall.

The experimental setup by Blay et al. [27] has height and width of 1.04

m and depth of 0.3 m. The inlet slot has a height of 0.018 m and the155

outlet slot - 0.024 m. The temperature difference is ∆T = 20◦C and the

inlet bulk velocity is Uin = 0.57m/s. The air properties are the following:

ν = 1.5× 10−5m2/s, α = 2.1× 10−5m2/s, ρ = 1.2kg/m3 and g = 9.81m/s2.

In this test case, the reference values used for non-dimensionalizing are

the cavity height L, the time tref = L/Uref , the velocity Uref = Uin and the160

temperature difference ∆T . This flow configuration is a mixed convection

phenomenon. It resembles an airflow in a room with mixing ventilation and

thermal exhausts. The aspect ratios of the inlet and the outlet are very

similar to the real-size rooms.

Cartesian structured grids detailed in Table 2 were used for this test165

case. All grids are uniform in the spanwise (z) direction. In the horizontal

(x) direction grids are refined near the walls using the hyperbolic tangent

function given in equation (4) with a concentration factor γx = 1.5. In the
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Case Nx Noutlet +Nbulk +Ninlet = Ny Nz Ntotal

M2.0 (DNS) 512 57 + 398 + 57 = 512 128 3.36× 107

M2.1 10 2 + 10 + 3 = 15 4 6.00× 102

M2.2 15 2 + 20 + 3 = 25 4 1.50× 103

M2.3 20 2 + 25 + 3 = 30 4 2.40× 103

M2.4 30 4 + 32 + 4 = 40 4 4.80× 103

M2.5 40 4 + 32 + 4 = 40 6 9.60× 103

M2.6 40 6 + 48 + 6 = 60 8 1.92× 104

M2.7 50 6 + 48 + 6 = 60 12 3.60× 104

M2.8 60 7 + 60 + 8 = 75 16 7.20× 104

M2.9 80 10 + 70 + 10 = 90 20 1.44× 105

M2.10 100 15 + 90 + 15 = 120 24 2.88× 105

M2.11 120 20 + 120 + 20 = 160 30 5.76× 105

M2.12 160 20 + 140 + 20 = 180 40 1.15× 106

Table 2: Computational grids used in the simulations of the mixed convection case (test

case 2).
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vertical (y) direction the grids are uniform in the zones of inlet (Nin) and

outlet (Nout) and refined near the lateral walls in the bulk part (γy = 2). All170

simulations run for 500 and 10 non-dimensional time units, respectively for

steady and transient cases.

3. Numerical methods

We use three different software to perform the simulations:

• OpenFOAM v1706 [29] for unsteady RANS (URANS) approach using175

finite-volume discretization on collocated grids with fully implicit Euler

time integration scheme;

• TermoFluids [30], an in-house CFD code for LES and no-model ap-

proaches using symmetry-preserving finite-volume discretization on col-

located grids [31] with a one-parameter fully explicit second-order tem-180

porary discretization scheme [32];

• STG [33, 34], an in-house CFD code for LES, DNS and no-model simu-

lations using symmetry-preserving finite volume discretization on stag-

gered grids [35] with a one-parameter fully explicit second-order tem-

porary discretization scheme [32].185

The choice of the turbulence models is based on the findings of Morozova

et al. [36] and Zhai et al. [37] for steady simulations and on findings of

Morozova et al. [38] for transient simulations.

3.1. Unsteady Reynolds-averaged Navier-Stokes approach

The RANS approach is based on the time-averaged filtering of the govern-190

ing equations (1) - (3). RANS equations calculate only averaged flow; thus,
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they are not suitable to describe the transient flow evolution. For this reason,

the URANS approach is adopted. URANS equations are obtained when the

temporal derivative of velocity is averaged over a chosen finite time. More

details on the URANS can be found in [39]. The computational time of the195

URANS approach is smaller than LES or DNS, hence it is widely used for

industrial applications. However, URANS does not always provide sufficient

accuracy for the simulations. Nevertheless, it is interesting to test URANS

models, as they offer computational time reduction.

In this study three different RANS turbulence models are tested: k−ǫ [40],200

RNG k − ǫ [41] and SST k − ω [42]. During the numerical experiments, the

SST k−ω model showed the best transient predictions among all the URANS

models, but the k− ǫ model has given better results for the steady flow. The

RNG k−ǫ and k−ǫ models showed similar performance in terms of accuracy,

but the k − ǫ model had a lower computational cost. Thus, the k − ǫ and205

SST k−ω models are chosen for further analysis. Results of the simulations

with the RNG k − ǫ model are published online in the data archive [43].

3.2. Large-eddy simulation approach

A different approach to turbulence modeling is LES. Namely, the large

scale turbulent motions are resolved, whereas the effects of the smallest-scale210

motions are modeled using a subgrid-scale (SGS) model. In this work three

different SGS models are tested: the WALE model [44], the VMS-WALE [45],

the QR [46] and the S3PQ model [47]. In terms of computational cost, LES

lies between URANS and DNS. Since the large-scale unsteady motions are

represented explicitly, LES can be expected to be more accurate and reliable215

than URANS for flows in which large-scale unsteadiness is significant, in-
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cluding unsteady separation and vortex shedding [48]. In this work, we carry

out the spatial discretization in LES simulations using symmetry preserv-

ing discretization on structured collocated [31] and staggered [35] Cartesian

grids.220

In a staggered grid discretization arrangement, the scalar variables are

stored at the cell centers of the control volumes, whereas the vector variables

are stored at the cell faces. In a collocated grid discretization, on the other

hand, all variables are stored at the cell centers. A staggered grid discretiza-

tion helps to avoid odd-even decoupling between the pressure and velocity (a225

discretization error, which leads to unphysical pressure fields). However, the

implementation of the staggered arrangement on the unstructured grids could

be extremely complex [31]. Thus, the majority of the common CFD codes

use collocated grids with special numerical treatments, which, however, cause

considerable numerical dissipation [49]. Nonetheless, many HVAC problems230

do not require an unstructured grid, therefore, they could be easily used

with a staggered grid discretization. This could improve simulation accuracy

and reduce numerical dissipation [31, 35] since staggered methods do not re-

quire any special numerical treatment. Discretization methods can have an

important effect on the simulation stability and the accuracy of the results,235

especially for the coarsest grids. This reduction of the artificial numerical dis-

sipation is not relevant for RANS models because the dissipation introduced

by the model itself is much larger [49]; therefore, staggered grid discretization

is only applied to LES and no-model approaches.

LES models tested on collocated grids are WALE, VMS-WALE, and QR.240

For both test cases, WALE and QR show similar computational cost, but
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the VMS-WALE is more expensive due to the additional filtering operations.

However, the QR model under-predicted overall heat transfer. For these rea-

sons, we choose the WALE model for further tests. Results of the simulations

for the VMS-WALE and QR models are published in the data archive [43].245

WALE, QR and, S3PQ turbulence models are tested on structured staggered

grids. All three LES models showed similar results, but the WALE had the

highest computational cost, and the QR showed the least accurate results.

The S3PQ model is chosen for further simulations. Results for the WALE

and QR models are published in the online data archive [43].250

3.3. No-model approach

The no-model approach is similar to DNS, which consists of solving the

Navier-Stokes equations, resolving all the scales of motion [48]. Conceptually

DNS is the simplest approach and it is unrivaled in accuracy. However, the

cost is extremely high; and the computer requirements increase so rapidly255

with Reynolds number that the applicability of the approach is very limited

even for the research. The no-model approach, like DNS, does not use any

model for turbulence. Nonetheless, the computational grid used for no-model

simulations is not fine enough to resolve all the turbulent flow scales. Despite

the unresolved flow scales, the no-model approach is capable of producing260

reasonable results. Moreover, the absence of a turbulence model reduces the

computational cost.
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4. Results and analysis

4.1. Results of the steady-state analysis

The ability for real-time simulations is always a compromise between

available computing power and required accuracy. The focus of this paper

is on the possibility of real-time CFD on office computers. We performed

all the simulations on a machine with an AMD Opteron 2350 processor with

a 24Gb/s memory bandwidth. Then we re-scaled computational time to

Intel Core i9-9900K processor with 41.6Gb/s memory bandwidth, which is a

modern but affordable processor. CFD codes are usually memory-bound and

tend to exhibit irregular access patterns to data [50]. The High-Performance

Conjugate Gradient benchmark, proposed by Dongarra et al. [50] shows, that

the computational performance of CFD applications is mostly limited by a

processor’s bandwidth. Thus, assuming the ideal behavior of the solvers,

we re-scaled all the simulations using linear dependencies of the processor’s

memory bandwidth and the number of nodes. The indicator to evaluate the

performance of the solvers is the time ratio between the computational time,

tsim, and physically simulated time, tphy = t · tref . A simulation is faster than

real-time when R < 1.

R =
tsim
tphy

, (5)

To evaluate the overall quality of the simulations, we choose five global flow

quantities for comparison: Nusselt number, stratification, kinetic energy, en-

strophy, and the temperature of the cavity. They represent basic airflow

properties and are relevant to the thermal comfort [51]. Nusselt number,

stratification, and temperature represent the thermal properties of the flow.
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Nusselt is a measure of heat transfer. It is computed using the temperature

gradient at the wall. Stratification corresponds to a vertical temperature

gradient, and the average temperature is the operative room temperature.

Kinetic energy measures the level of motion. Enstrophy corresponds to tur-

bulence intensity. Both kinetic energy and enstrophy are used to measure

draught and local discomfort.

Nu = − 1

A

∫

A

∂T

∂x
dA at x = 0 (6)

S =
∂T

∂y
at x =

L

2
, y =

H

2
, z =

D

2
(7)

E =
1

V

∫

V

u2

2
dV (8)

Ω =
1

V

∫

V

ω2dV (9)

TV =
1

V

∫

V

TdV, (10)

where A is the surface of the hot wall, V is the volume of the cavity and265

ω = ∇× u is the vorticity. All these quantities are time-dependent, and for

the steady-state evaluation they are averaged over time. Standard bracket

“<>” notation is used for time-averaged values.

The design of HVAC systems is normally divided into two stages: early

conceptual design and final detailed design. In the former, highly accurate270

simulations are not required. At this stage of a project, only conceptual de-

cisions are made. More important for conceptual design is the ability to have

fast calculations. For this design stage, a 15% relative error is assumed ac-

ceptable. On the other hand, final stage design applications require accurate

and detailed simulation results. Therefore, a relative error of the global quan-275

tities should remain below 5%, as it is suggested in [52]. A building project in
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many cases requires several representative daily simulations [53]. We assume

the simulation speed for HVAC design should be at least twice faster than

real-time (R 6 0.5) so that an engineer can start a daily simulation at the

end of the working day and obtain the results the next morning.280

Figures 2 - 6 show global airflow quantities plotted with different grid

resolutions and turbulence models against the computational time ratio in a

semi-logarithmic scale. Each point of the graph corresponds to a mesh from

Tables 1 and 2, respectively. On the left side of the graphs, there are less

computationally expensive and less accurate coarse grids with a small ratio285

R. The mesh resolution is increasing while moving from the left to the right

side of the graphs. The thick horizontal black line is the reference value,

obtained in the DNS simulations. Gray areas around the reference line show

the 5% and 15% error margins, respectively.

4.1.1. Test case 1 - differentially heated cavity. Results of the steady simu-290

lations

For this test case we investigate four global quantities: the average Nusselt

number, the average stratification, the average kinetic energy and the average

enstrophy. We compare them against the DNS data, published in [26].

All the turbulence models except URANS k− ǫ predict the average Nus-295

selt number (Figure 2, top) rather well. All approaches show small values

of <Nu> on coarse grids, but from mesh M1.5 onward, results start falling

into the 15% error range. URANS simulations have the least accurate pre-

dictions, although their computational cost is the smallest. LES (with both

discretization approaches) and no-model on collocated grids show the best300

results and perform faster than real-time simulations with less than 15% rel-
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Figure 2: Test case 1. Steady-state analysis. Average Nusselt number (top) and average

stratification (bottom) on different grid resolutions and turbulence models against time

ratio. Each point in the graph corresponds to a mesh from Table 1. ”C” stands for

collocated grid discretization and ”S” - for staggered.

ative error. Average stratification (Figure 2, bottom) shows good accuracy

for most of the approaches. The errors are mostly originating from the fact

that it is not an integral quantity. Both no-model techniques predict strat-
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ification accurately. URANS k − ǫ model is giving an accurate prediction,305

while SST k−ω is experiencing errors. Both LES simulations perform faster

than real-time with about 15% relative error.
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Figure 3: Test case 1. Steady-state analysis. Top: Average kinetic energy against time

ratio. Bottom: Zoomed image of the graph at the top. Labeling is the same as in figure 2.

Average kinetic energy (Figure 3) is well predicted only by the LES-S3PQ

model on staggered grids. Relatively small values of kinetic energy make its

20



correct prediction more difficult. LES-WALE and both no-model approaches310

have converged to the DNS solution only for the finest meshes (M1.11 and

M1.12 from Table 1), and URANS failed to predict average kinetic energy

correctly for all the mesh resolutions. None of the methods achieves faster

than real-time performance with required accuracy.
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Figure 4: Test case 1. Steady-state analysis. Average enstrophy against time ratio.

Labeling is the same as in figure 2.

Average enstrophy (Figure 4) is a characteristic of turbulence cascade,315

so it is the most difficult quantity to predict accurately. No-model and LES

methods provide sufficiently accurate results, however, they are not faster

than real-time. Both URANS models, on the other hand, fail to give accurate

values of the enstrophy. A significant difference in the accuracy of the results

is due to the nature of turbulence modeling. Unlike the other approaches,320

URANS does not solve the turbulent fluctuations in time, which is the reason

for its low accuracy.
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From the simulation results could be concluded that, despite the lowest

computational cost, URANS simulations have the least accurate predictions

of the averaged global quantities of the differentially-heated cavity test case.325

Both LES models show similar levels of accuracy. No-model simulations

on collocated grids show large errors on coarse grids. On the other hand,

no-model approach on staggered grids has more stable behavior than the

collocated discretization. On fine grids, no-model and LES approaches pro-

vide similar results. In general, the LES-S3PQ model on staggered grids330

shows the best trade-off between computational cost and accuracy for the

steady-state analysis of the differentially-heated cavity test case. It reaches

the desired accuracy of 15% and 5% with time ratios of R ≈ 25 and R ≈ 60,

respectively. The least accurate prediction is provided by the URANS SST

k − ω model. Nusselt number appears to be the easiest quantity to predict,335

while enstrophy is the most difficult one.

4.1.2. Test case 2 - mixed convection. Results of the steady simulations

For this test case, we use three global quantities: the average temperature,

the average kinetic energy, and the average enstrophy. We compare them

against the DNS data (published in the data archive in [54]), obtained using340

the in-house STG code described in section 3.2. In this case, we use a fourth-

order symmetry preserving discretization scheme [35].

Averaged temperature (Figure 5) is well predicted by all of the approaches.

Even the coarsest meshes fall within a 15% error range and perform faster

than real-time simulations. The temperature field appears to be relatively345

easy to predict since it is an integral quantity, which mostly depends on the

energy balance.
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Figure 5: Test case 2. Steady-state analysis. Average temperature with different grid

resolutions and turbulence models against time ratio. Each point in the graph corresponds

to a mesh from Table 2. ”C” stands for collocated grid discretization and ”S” - for

staggered.

Average kinetic energy (Figure 6, top) is more difficult to calculate cor-

rectly. Even though none of the models show very large errors, they are far

from the DNS solution. The specific geometry of the test case makes the350

accurate resolution of the jet possible only with sufficiently fine spatial grid

near the inlet area. Nonetheless, all the approaches show positive convergence

tendency towards the reference value of kinetic energy. Enstrophy (Figure 6,

bottom) is reasonably well predicted by the LES and no-model approaches,

however, the computational speed is slower than real-time. URANS mod-355

els show incorrect results, which could be explained by the nature of the

turbulence modeling in URANS.

This test case is more difficult to be solved accurately due to the small

aspect ratios of the inlet and outlet openings. Figure 7 features a snapshot
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Figure 6: Test case 2. Steady-state analysis. Average kinetic energy (top) and average

enstrophy (bottom) against time ratio. Labeling is the same as in figure 5.

from a video [54] of the DNS simulations with different mesh resolutions.360

The quantity plotted in the snapshot is the velocity magnitude. It is seen

in the figure how the mesh resolution affects the prediction of the jet shape.

Results for the finest mesh show a well-defined jet, which separates from the

ceiling near the right wall. As the mesh resolution decreases, the jet appears
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to look more distorted and the separation point moves away from the right365

wall.

Figure 7: Snapshot from a video of the DNS simulations of the mixed convection case

(test case 2). The plotted quantity is the velocity magnitude. The full video is available

at [54]

.

As seen in the Figures 5-6, the no-model and LES approaches give similar

results, but the no-model on staggered grids shows the best performance

for the steady-state analysis. It reaches the desired accuracy of 15% and

5% with the time ratios of R ≈ 4 and R ≈ 13810, respectively. The least370

accurate predictions are provided by the URANS models. The average cavity

temperature appears to be the easiest quantity to predict, while enstrophy

is the most difficult one.

4.2. Results of the transient analysis

This section presents the analysis of the transient simulations of the same

test cases. The purpose of the analysis is to study the feasibility of CFD for

MPC of indoor air parameters. In MPC for buildings the prediction is usually
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made for the next 4-5 hours with the time step of 1-3 hours [22]. Therefore,

for the worst-case scenario the CFD for MPC should be at least 6 times faster

than real-time (R ≤ 1/6 . 0.15). Transient simulations are re-scaled in the

way described in Section 4.1. The same global quantities are considered in

the transient analysis. The quality of transient simulations is studied by

measuring the dynamic trend using root mean square error (RMSE) of the

instantaneous values with respect to the DNS solution. The values of the

error are calculated as follows:

RMSE(φ) =

√

∫ tend

tini

(φ− φDNS)2dt
√

∫ tend

tini

φ2

DNSdt
, (11)

where tini and tend are the beginning and the end of the time integration375

period respectively, φ is the variable of interest, φDNS its value obtained via

the DNS simulation. In the next subsections, the results of the two test cases

are discussed in detail using the methodology presented above.

4.2.1. Test case 1 - differentially heated cavity. Results of the transient sim-

ulations380

For the differentially heated cavity case, three global quantities are consid-

ered: Nusselt number on the hot wall, kinetic energy, and enstrophy. Strat-

ification was discarded because of its high fluctuations. Simulation results

are compared to DNS results previously published in [26]. Time evolution

of these quantities is shown in Figures 8-10 (top). Time evolution is plotted385

for mesh M1.8 (Table 1), as it is the coarsest mesh that provided the desired

accuracy. In Figures 8-10 (bottom) the RMSE of these quantities are plotted

against the computational time ratio R in logarithmic scale. Each point of
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the graph represents a mesh from Table 1. The dashed line separates the

area within 15% error from the value of perfect correlation (RMSE(φ) = 0).390
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Figure 8: Test case 1. Top: Time evolution of the Nusselt number on the hot wall.

Bottom: RMSE of the Nusselt number with different grids and turbulence models against

time ratio. Each point in the bottom graph corresponds to a mesh from Table 1. ”C”

stands for collocated grid discretization and ”S” - for staggered.

Nusselt number (Figure 8) is the fastest quantity to converge towards a
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steady-state. LES and no-model behave similarly to the reference. URANS

SSTk−ω model also has acceptable dynamic trend. However, URANS k− ǫ

model shows a negative correlation since its transient behavior is completely

different from that of DNS.395
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Figure 9: Test case 1. Top: Time evolution of the kinetic energy. Bottom: RMSE of the

kinetic energy against time ratio. Labeling is the same as in figure 8.

Reference kinetic energy (Figure 9) shows a good correlation tendency
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on LES and no-model approaches (both staggered and collocated discretiza-

tions). On the other hand, both URANS models again exhibit a negative

tendency because of the late peak. Enstrophy (Figure 10) is showing be-

havior similar to kinetic energy. URANS results exhibit the peak later than400

the reference, and this gives low correlation values. LES and no-model ap-

proaches show good transient correlation.

For test case 1, the LES and no-model approaches give the best transient

correlations, but the LES-S3PQ model on staggered grids has the lowest

computational cost. Results for staggered and collocated approaches are405

very similar, but the staggered discretization has a better correlation at low

mesh resolutions. LES and no-model approaches enter 15% error range at

mesh resolution M1.8 of the Table 1 with the time ratio R ≈ 130. The least

accurate predictions are provided by the URANS models.

4.2.2. Test case 2 - mixed convection. Results of the transient simulations410

For the transient analysis, three global quantities are considered: kinetic

energy, enstrophy, and cavity temperature. Time evolution of these quanti-

ties is presented in Figures 11-13 (top) and their associated RMSE is plotted

against time ratio R in Figures 11-13 (bottom). Again, the DNS simulation

is used as a reference [54]. Time evolution is plotted for the mesh M2.12415

(Table 2), as no other coarser mesh has reached the desired accuracy.

The mean cavity temperature (Figure 11) is predicted correctly even by

very coarse meshes. Both LES and no-model approaches show the smooth

convergence aligned with the DNS profile. Although URANS profiles look dif-

ferent from the reference, their prediction error is still within the acceptable420

margin. LES-S3PQ model on staggered grids has shown the best transient
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Figure 10: Test case 1. Top: Time evolution of the enstrophy. Bottom: RMSE of the

enstrophy against time ratio. Labeling is the same as in figure 8.

correlation.

The time evolution of kinetic energy for the mixed convection is more

difficult to predict than temperature (Figure 12). The best prediction is

given by LES-S3PQ and no-model methods on staggered grids. Collocated425

LES and no-model simulation show slower time convergence, and URANS
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Figure 11: Test case 2. Top: Time evolution of the average cavity temperature. Bot-

tom: RMSE of the average cavity temperature with different grids and turbulence models

against time ratio. Each point in the bottom graph corresponds to a mesh from Table 2.

”C” stands for collocated grid discretization and ”S” - for staggered.

convergence is too fast. For the kinetic energy of the mixed convection case,

all six tested approaches show an acceptable transient correlation. Enstrophy

(Figure 13) is a highly fluctuating quantity, and it is difficult to predict its
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Figure 12: Test case 2. Top: Time evolution of the kinetic energy. Bottom: RMSE of the

kinetic energy against time ratio. Labeling is the same as in figure 11.

transient evolution. The behavior of time evolution of the enstrophy is well430

predicted by LES and no-model simulations, meanwhile, the predictions of

URANS are very inaccurate. URANS time evolution is smooth, while other

approaches show multiple small peaks. This is demonstrated by the low

values of the correlation coefficient for URANS models.
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Figure 13: Test case 2. Top: Time evolution of the enstrophy. Bottom: RMSE of the

enstrophy against time ratio. Labeling is the same as in figure 11.

Even though this test case is less turbulent than the previous one, the435

complexity of the physics of the problem requires high mesh resolution, which

explains the low accuracy of the obtained results. As could be concluded from

the results, only the finest mesh M2.12 nears the required accuracy for the

transient simulations. The no-model approach on staggered grids gives the
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lowest computational cost of R ≈ 13810 at this mesh resolution.440

4.2.3. Summary of the obtained results

Results for both transient and steady simulations, for both test cases, are

summarized in the Table 3. The Table shows computational time ratios for

both test cases with all approaches used. The time ratios displayed in the

table correspond to the coarsest meshes at which the desired accuracy for all445

the global quantities of interest is achieved. Since several assumptions are

made while computing time ratios, their intervals are given instead of the

exact values.

As seen in Table 3, required accuracy was not achieved by real-time or

faster than real-time simulations, performed by any of the tested approaches450

for both transient and steady simulations. Kinetic energy and enstrophy ap-

pear to be especially difficult to predict. Even though URANS simulations

are the least computationally expensive, their accuracy is often insufficient.

Moreover, URANS tends to converge to a solution different from the one

provided by the DNS reference. This could be explained by the nature of455

the URANS models, as they are not suitable for the natural convection and

mass separation flows because they have been developed mostly for aerody-

namic applications, where boundary layers are usually attached or partially

attached [48]. The no-model and LES simulations provide similar results,

but the computational cost of the no-model approach is approximately 30%460

lower. Staggered symmetry-preserving discretization considerably improves

the accuracy of the results for coarse and extremely coarse grids with the

no-model approach. For the LES simulations, the effect of staggered dis-

cretization on the results is less notable.
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Case

Model

LES LES URANS URANS No-model No-model

WALE C S3PQ S k − ǫ C SST k − ω C C S

1

< 15% error

steady

(Conceptual

design)

< 5% error

steady

(Detailed

design)

< 15% error

transient

(MPC)

2

< 15% error

steady

(Conceptual

design)

< 5% error

steady

(Detailed

design)

< 15% error

transient

(MPC)

Notation

R 6 1 1 < R 6 10 10 < R 6 100 100 < R 6 1000 R > 1000 Low accuracy

Table 3: Computational time ratios R, obtained for the differentially heated cavity (test

case 1) and the mixed convection (test case 2) for several indoor environmental applications

and different turbulence models. ”C” stands for collocated grid discretization and ”S” -

for staggered. The shadows of blue from light to dark show computational time ratios

from low to high, respectively. The red cross stands for the insufficient accuracy.
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5. Discussion465

In this section, we present the interpretation of the obtained results by

moving from the analyzed test cases to their real-life analogs (a generic closed

system and a generic open system). We discuss the computational require-

ments for the indoor environmental simulations and the feasibility of these

simulations.470

5.1. Extrapolation to real-size problems

To perform the simulations, we adopted the conditions used in the experi-

ments of Saury et al. [23] and Blay et al. [27] detailed in Section 2. However,

these experimental domain sizes and temperature differences are not real-

istic for indoor environmental problems. The purpose of this section is to475

extrapolate the findings (in terms of simulation time and feasibility) to more

realistic problems.

As an example of a closed system, we consider a building atrium ex-

posed to an arbitrary summer temperature of Thot = 27◦C on one side and

maintained at the constant temperature of an air-conditioned building of480

Tcold = 23◦C (∆T = 4◦C). Maintaining constant dimensionless Pr and Ra

numbers of the differentially heated cavity, and constant air properties, the

simulated domain size becomes equal to 1.71×6.57×1.47 meters. The phys-

ical time of the simulation is proportional to the square of the domain size;

thus, the time ratios for this case decrease by a factor of 2.93, compared to485

the simulated case.

According to the results presented in Figures 2 - 4 and 8 - 10 for the

differentially-heated cavity test case, the minimal time ratios for conceptual
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design, detailed design and MPC are R ≈ 25, R ≈ 60 and R ≈ 130, respec-

tively. These are the minimal time ratios which reached the desired accuracy490

for all the global quantities (LES-S3PQ turbulence model on staggered grids).

Using the aforementioned re-scaling factor, they become equal to R ≈ 10,

R ≈ 20 and R ≈ 45, respectively.

A similar procedure could be done for the second test case. We assume

a room with the temperature difference of ∆T = 4◦C, constant inlet bulk495

velocity, and constant air properties. Maintaining constant dimensionless Pr,

Ra and Fr numbers, the new domain size becomes 1.78×1.78×0.51 meters.

Therefore, the physical time of the simulation is multiplied by a factor of

1.71 (proportional to the domain size). Thus the time ratios for conceptual

design, detailed design and MPC are re-scaled from R ≈ 4, R ≈ 13810 and500

R ≈ 13810 (no-model approach on staggered grids) to R ≈ 3, R ≈ 8000 and

R ≈ 8000, respectively.

Re-scaled domain sizes for both test cases are not far from the realistic

ones, as a result, we conclude that the computational time of the test cases

is of the same order of magnitude as of the real HVAC setups. Therefore,505

they could be used as an estimation for a generic closed system and generic

open system, respectively.

5.2. Availability of steady-state simulations for design applications

We assume reasonable speed for both conceptual and detailed design ap-

plications as two times faster than real-time (R 6 0.5). We accept the values510

of 15% relative error for the conceptual design and 5% for the detailed de-

sign. The minimal time ratios which reached the desired accuracy for all the

global quantities, are R ≈ 10 and R ≈ 20 for the early and detailed design
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stages of the real-size closed system. On the other hand, the time ratios for

a generic open system are R ≈ 3 and R ≈ 8000, respectively.515

The obtained time ratios of the simulations are significantly higher than

the required. The computational cost cannot be further reduced without

sacrificing the essential accuracy. Results indicate that fast reliable CFD

simulations on office computers are currently not available neither for de-

tailed design nor conceptual design stages. Of course, a high-performance520

supercomputer can handle these simulations with required time ratio and

accuracy. However, large computational resources are usually available only

for particular high-end building designs, and not for routine use. Thus, it

is interesting to analyze when fast and accurate CFD will be feasible on

ordinary office computers.525

The most well-known law of computational growth is Moore’s law [55].

It states that the number of transistors in a dense integrated circuit would

double in about every 18 months. We use it as an rough optimistic prediction.

On the other hand, as we mentioned earlier, CFD applications are memory-

bound. In other words, their performance depends mostly on the memory530

bandwidth of the processor. Thus, it is interesting to see how it grows.

Yet, there is no law, which could predict the bandwidth growth rate. As an

estimation, we derive the growth rate from the increase of the DDR SDRAM

capacity between the years 1998 and 2020. Within these 22 years, the DDR

SDRAM memory bandwidth has grown approximately 39 times bigger. As535

a rough pessimistic prediction, we estimate that the memory bandwidth will

continue growing at the same rate in the future.

Figure 14 shows the estimated decreasing simulation time ratio due to the
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growing computational power over the years for different applications and

different growth estimations for a generic closed system (top) and a generic540

open system (bottom). We extrapolate the possible future values of the

time ratio using different prediction laws: solid line - the memory bandwidth

growth rate, dashed line - Moore’s law, the shadowed area between the lines

- intermediate possibilities.

Results in Figure 14 significantly vary between optimistic and pessimistic545

predictions. According to optimistic prediction, the early design stage simu-

lations will be possible in about 5 years. For the detailed design stage, the

optimistic predictions go up to 10 years for a generic closed system and 20

years for a generic open system. Yet, pessimistic predictions have a very

different waiting horizon. CFD for the early design stage simulations will be550

possible in 10-15 years. The guess for the detailed design stage is at least 25

years for a closed system and 60 years for an open one.

5.3. Availability of transient simulations for MPC applications

As mentioned earlier, CFD for MPC should be at least 6 times faster than

real-time (R . 0.15). The required simulation accuracy highly depends on555

the controlled building function. It could be assumed that a 15% error in the

prediction of the transient evolution of global quantities is sufficient for civil

building applications. The time ratio for a generic closed system is R ≈ 45,

which is the best trade-off between computational cost and accuracy. For

open systems like the test case 2 (Figures 11 - 13), the obtained time ratio560

(R ≈ 8000) is bigger due to the required high mesh resolution in the jet area.

With the current computational resources, it is not possible to incorporate

CFD into the MPC system of a building. However, taking into account the
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Figure 14: Potential of accessing affordable high-fidelity CFD over the next years. Top:

estimation for a generic closed system. Bottom: estimation for a generic open system.

The solid line is the memory bandwidth growth rate, and the dashed line is Moore’s law

growth rate, the shadowed area between the lines - intermediate possibilities.

aforementioned predictions of Moore’s law [55] and the bandwidth growth

rate, we estimate the time in which transient CFD applications would be565

available for MPC (Figure 14). The required mesh resolution and the com-
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putational resources for different test cases vary significantly. For a closed

system based on the differentially heated cavity test case, a good temporal

resolution with the required time ratio (R . 0.15) could be achieved within

the next 10 years (optimistic prediction). However, an open system based on570

the mixed convection case needs a higher spatial resolution to perform cor-

rect transient simulations, which give us an optimistic prediction of at least

25 years. The pessimistic prediction is showing a very different expected

availability - around 35 years for a closed system and around 70 years for an

open system with a jet.575

The difference between optimistic and pessimistic scenarios is drastic.

However, now we can not completely adopt either of them. Probably, at a

certain point in the future, a significant technological transformation might

occur, which would match the bandwidth growth rate with Moore’s law. Al-

ternatively, with the growth of computational performance, more and more580

applications will become memory-bound, which would shift the further ac-

celeration towards a pessimistic scenario.

6. Conclusions and future work

This work studied the feasibility of affordable, fast, and high-fidelity CFD

simulations for indoor environmental applications, considering two represen-585

tative test cases and a wide range of numerical setups. We considered three

possible building applications: conceptual design, detailed design, and MPC.

We tested LES, URANS, and no-model approaches with both staggered

and collocated discretizations on a set of structured Cartesian non-uniform

grids. LES and no-model approach showed considerably higher accuracy590
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than URANS. Even though URANS simulations were the least computa-

tionally expensive, their accuracy was often insufficient. The no-model ap-

proach produces similar to LES results, but with the lower computational

cost. Staggered symmetry-preserving discretization considerably improves

the accuracy of coarse and extremely coarse grids.595

Based on the obtained run-times of the simulations and the building ap-

plications requirements, we conclude that, fast high-fidelity CFD simulations

on the office computers are not feasible neither for design nor for control of

indoor environments. Obtained run-times are too long to make CFD a pri-

mary tool for HVAC applications. We estimated the growth of computational600

resources in the future to determine when CFD would be available for routine

use on office computers. The optimistic prediction estimates that CFD would

be feasible for conceptual design in 5 years, for the detailed design in 10-20

years, and in 10-25 years for MPC. The pessimistic prediction anticipates at

least 15 years for the conceptual design, 25 years for the detailed design, and605

35 years for control.

Our findings suggest that the growth of computational resources would

not be enough to make CFD available for routine use in building applica-

tions. This means more work is required on developing better models and

numerical methods, to reduce the computational cost of the simulations while610

maintaining the accuracy. A possible topic to extend this work is to develop

machine learning algorithms based on data from previous CFD simulations,

which will be able to correctly predict the quantities of interest with a lower

computational cost.
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