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We use statistical tools to characterize the response of an excitable system to periodic perturbations. The system is an
optically injected semiconductor laser under pulsed perturbations of the phase of the injected field. We characterize
the laser response by counting the number of pulses emitted by the laser, within a time interval, AT, that starts when
a perturbation is applied. The success rate, SR(AT), is then defined as the number of pulses emitted in the interval
AT, relative to the number of perturbations. The analysis of the variation of SR with AT allows to separate a constant
lag of technical origin and a frequency-dependent lag of physical and dynamical origin. Once the lag is accounted for,
the success rate clearly captures locked and unlocked regimes and the transitions between them. We anticipate that
the success rate will be a practical tool for analyzing the output of periodically forced systems, particularly when very
regular oscillations need to be generated via small periodic perturbations.

Excitable systems, where small perturbations produce al-
most no response but large enough perturbations do, are
ubiquitous in nature. Examples include neurons and car-
diac cells. It is important to understand how excitable sys-
tems respond to periodic perturbations, and to character-
ize their locked and unlocked dynamical behaviours. Here
we study experimentally an optically injected laser that
has been shown to be excitable (a large enough perturba-
tion triggers the emission of a pulse of light). We analyze
how the laser responds to a periodic perturbation of the
injected field using a statistical analysis tool (referred to
as success rate) which uncovers a lag in the laser response
that is traced back to the experimental conditions. Once
this lag is corrected, the success rate analysis unveils dif-
ferent locked regimes; in these regimes, n light pulses are
emitted every m perturbations.

I. INTRODUCTION

Controlling a stochastic excitable system with periodic per-
turbations is a challenging problem with applications across
disciplines. A practical important example is that of an artifi-
cial pacemaker, which delivers electrical impulses to regulate
the function of the heart. Interference effects, due to differ-
ent oscillation or response times, lead to dynamical regimes
in which a system can oscillate with frequency @, when it
is periodically perturbed with frequency @;. The system is
said to be m : n locked, when it performs n oscillations every
m perturbations. As the perturbation frequency or the natu-
ral rhythm of the system vary, transitions between different
locked and unlocked states occurl. In the unlocked states the
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system’ dynamics is either oscillatory with incommensurate
frequencies, or chaotic?.

Locking is often difficult to identify and quantify, particu-
larly in the presence of noise. Methods based on the analysis
of the time intervals between consecutive responses, spectral
or correlation analysis can identify the locking regions, but are
unsuitable for quantifying the strength of the locking (the reg-
ularity of the system’s response), and therefore, they are un-
able to provide a systematic way to identify the optimal lock-
ing conditions. Recently, some of us have proposed a method-
ology based on the so-called “success rate” (SR)*>. Using
a semiconductor laser with external optical feedback, whose
pump current was periodically modulated, we have shown that
SR analysis allows to identify the modulation waveform that
provides the most robust locked conditions®, and to quantify
the strength of the locking of the laser intensity to the current
modulation”.

To demonstrate the general applicability of this methodol-
ogy, in® we also analyzed simulations of an stochastic bistable
system under square-wave forcing. We showed that spectral
analysis, correlation analysis, and the analysis of the distri-
bution of residence times in each state allow to identify the
locking regions, but do not provide a precise way to quantify
the degree of locking (see the supplementary information of”).
While the theory underlying the SR approach needs to be elab-
orated, we speculate that the success of this technique is due
to the fact that both, the input signal and the output signal are
transformed into point processes, and only the times when the
perturbations occur and the times when the responses occur
are taken into account. Therefore, the method is intrinsically
nonlinear.

Here we apply this methodology to a well-known laser sys-
tem that can display locked behaviour: an optically injected
semiconductor laser. Under constant injection conditions the
laser displays different dynamical regimes, including the so-
called injection-locking (where the laser emits a constant
output whose wavelength is identical to that of the injected
light), periodic oscillations, and chaotic oscillations®13 with


mailto:jordi.tiana@upc.edu
mailto:cristina.masoller@upc.edu

BS ISO PBS POL Fp

Figure 1. Schematic of experimental setup. A phase modulator (PM)
perturbs the phase of the field emitted by a tunable edge emitting
laser (EEL) that is injected into a VCSEL laser. ISO, optical isolator;
A /2, half-wave plate; A /4, quarter-wave plate; POL, polarizer; PBS,
polarizing beam splitter; FP, Fabry-Pérot interferometer.

or without extreme fluctuations'*1% When the phase of the
injected field is perturbed, under appropriate conditions the
laser emits pulses that are locked to the phase perturbations,
and whose excitable nature was demonstrated in /1, InlZ
it was shown that there is a perturbation threshold beyond
which the response of the laser is independent of the strength
of the perturbation. When multiple perturbations are applied
in short time frame, this system can display a refractory pe-
riod!®, during which perturbations are not able to elicit a re-
sponse or a more complex resonator behavior and multipulse
excitability!®2”. This architecture also supports interesting
neuromorphic applications such as memories or inter-neuron
communications* 22, When additional physical mechanisms
are taken into account beyond only field and carrier dynamics,
other types of excitable dynamics may even arise, as in®3“%,
In presence of periodic parameter modulation, a devil’s stair-
case was recently observed®. One of the key issues for un-
derstanding those complex dynamical regimes is to use ap-
propriated tools for their characterization. Here we use SR
analysis to characterize, in the excitable regime, the response
of the laser to periodic phase perturbations. We identify a
lag in the response that varies with the frequency of the phase
perturbations, and once this lag is taken into account, SR anal-
ysis identifies the perturbation frequencies that produce m : n
locked laser pulses.

This paper is organized as follows. Section [lI|describes the
experimental setup; Sec. [IT]] describes the SR methodology,
Sec. presents the results; Sec. |V| presents the discussion
and Sec. [VIl summarizes the conclusions.

Il. EXPERIMENTAL SETUP

The experimental setup is depicted in Fig. [I] It consists
of a single transverse mode Vertical Cavity Surface Emitting
Laser (VCSEL) locked to a coherent external field (driving
beam). The VCSEL is operated well above the threshold (the
pump current is 1.3 mA and the threshold is about 0.2 mA).

The driving beam is produced by a tunable edge emitting laser
(EEL). In order to ensure unidirectional coupling, a 40 dB iso-
lator is placed right after the output of the EEL. The beam
is then focused into a single mode fiber which guides it to
a fiber-coupled 10 GHz Lithium Niobathe phase modulator.
The beam is then collimated at the output of the modulator
and steered by mirrors towards the VCSEL. Before the final
steering beam splitter, a half-wave plate and a vertical polar-
izer allow to control the injection strength. The VCSEL out-
put is collimated and its (single-) polarization state is rotated
to match that of the driving beam via a half-wave plate. The
beam transmitted through the final steering beam splitter is
sent to a 30dB optical isolator and split via a polarizing beam
splitter. One part is then sent to a Fabry Perot interferometer
while the other is injected in a 9.5 GHz fiber-coupled opti-
cal detector. The ratio between both detection paths can be
adjusted thanks to a half-wave plate.

We bring the VCSEL into an excitable state by tuning the
optical frequency difference between the injected field and the
VCSEL field. This is done by adjusting the VCSEL pump
current.

In order to apply periodic phase perturbations, the phase
modulator is driven by a pulse generator whose output is trig-
gered by a sinusoidal signal. In this way, the phase of the
injected field is periodically perturbed by the pulse generator
that applies 100 ps jumps of ~ 7 amplitude, which are trig-
gered by a sinusoidal signal whose frequency is varied in the
range 0.5 GHz-6.5 GHz.

lll. METHODS

The success rate (SR) measures the response of the laser
per modulation cycle: if the laser emits one pulse per cycle,
SR =1, if it emits one pulse every two cycles, SR =0.5, etc. A
drawback of this definition is that it does not take into account
the regularity of the timing of the pulses: the pulses could be
emitted at any phase of the modulation cycle, or at a well-
defined phase. Therefore, we consider a detection window,
AT, that starts at each maximum of the sinusoidal, and count
only the pulses that are emitted within this time interval. Then,
the success rate is a function of AT#:

# of pulses

SR(AT) = ———. 1
(aT) # of perturbations b

To detect the laser pulses we have used the Matlab function
"findpeaks" to analyze the intensity time series. This function
finds the local maximums (peaks) of a signal that are above
a given threshold. Unless otherwise specified, the thresh-
old used is 0.6 (the role of this threshold will be discussed
in Fig.[7). To filter out noisy fluctuations only peaks whose
prominence is larger than 0.3 were counted.

IV. RESULTS

Figure 2] displays, for different modulation frequencies, the
dynamics during 5 ns (the laser intensity is shown in color
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Figure 2. Laser intensity time series (color lines) and sinusoidal sig-
nal that modulates the pulse generator that, in turn, produces 7 per-
turbations in the phase modulator (black lines). In (a), (b), (c) and (d)
the laser emits one pulse after each perturbation (locking 1:1; we note
that in (a)-(c) pulses are followed by smaller relaxation oscillations);
in (e) there are two pulses every three perturbations (locking 3:2)
and in (f), there is one pulse every two perturbations (locking 2:1).
The modulation frequency is 1.70 GHz (a), 2.95 GHz (b), 4.20 GHz
(c), 4.90 GHz (d), 4.95 GHz (e) and 5.60 GHz (f). In all the panels
the intensity time series has been normalized between 0 and 1 and
lagged by 5 ns to account for the delay in signal transmission and
laser response (see text for details).

line, and the sinusoidal signal that triggers the pulse generator
that applies a perturbation to the phase modulator, in black
line). As will be explained below, there is a 5 ns lag between
the input signal (sinusoidal modulation) and the output signal
(laser intensity), which has been corrected: here the intensity
time series has been lagged 5 ns with respect to the sinusoidal.
In order to illustrate the long term behaviour, Fig. [3] displays
the superposition of a large number of intensity pulses (4 X
10° modulations periods are shown, the origin of time is set
when the laser emits an spike).

In Fig. Pfa-d) locking 1:1 (number of cycles of the input
signal : number of emitted pulses or spikes) is observed. For
low modulation frequencies relaxation oscillations occur af-
ter each induced spike (panels (a-c)); for higher frequencies
the laser responds to each perturbation with just one spike
(panel (d)). However, if the perturbations become too fast the
laser can not follow them and a transition to a different lock-
ing regime occurs. Specifically, when the frequency is higher
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Figure 3. Superposition of 4 x 10° pulses when the sinusoidal signal
that modulates the pulse generator has a frequency of 4.90 GHz (a),
5.60 GHz (b).

than f,,,q = 4.95 GHz, 3:2 locking occurs (panel (e)), and for
even higher frequency, there is locking 2:1 (panel (f)).

The different locking regimes can be characterized in terms
of the distribution of times between consecutive pulses (the
so-called inter-spike-interval ISI distribution). Figure [ dis-
plays the ISI distribution (in color code) vs. the frequency of
the perturbations. The intervals in the vertical axis are nor-
malized to the perturbation period, T,,0¢ = 1/ finoa, and the
histograms are computed with bins centered at ny,,,s. For
frequencies in the range f;,,s = 1 —4 GHz the ISI histograms
show a single flat narrow line centered at one, which indicates
that the laser emits one and only one pulse per perturbation.
For frequencies below 1 GHz or in the range 4-4.93 GHz we
observe weak side peaks (note the logarithmic color scale),
which indicate that the pulses do not always follow the pertur-
bation (some ISIs are either smaller or longer than the pertur-
bation period).

At froa = 4.95 GHz there is an abrupt transition after
which, through a sequence of step-like plateaus (see inset) a
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Figure 4. Distribution of time intervals between pulses (inter-spike
interval ISI distribution) in color code vs. the modulation frequency.
In the vertical axis the intervals are normalized by the modulation
period. In order to enhance the plot contrast, the color scale indicates
the logarithmic of the number of intervals (the white color stands
for zero counts). The vertical lines indicate the frequencies used in
Fig. 2} the inset shows in detail the transitions from 1:1 to 3 : 2 and
2:1 locking.

regime where the laser emits a spike every two perturbations is
reached (fi,0¢ = 5.25 GHz). This denotes the transition from
locking 1:1 to locking 2:1. Within this transition noisy locking
3:2 (where two pulses are emitted every three perturbations)
occurs (see in the inset the plateau at 1.5 = 3/2). In the in-
set, for higher frequencies, a small plateau at ISI/T,,,q = 2
is observed for modulation frequencies above 5.5 GHz. For
even higher frequencies the laser is unlocked and the ISI dis-
tribution is broad. The abrupt transition and the plateaus are
also seen when different thresholds are used to detect the
laser pulses, the main difference being that for higher thresh-
olds some pulses are not detected and the ISI distribution has
longer intervals, while for lower thresholds, smaller oscilla-
tions (relaxation oscillations) are detected and the ISI distri-
bution has shorter intervals.

To analyze the statistical properties of the times when the
laser pulses are emitted in relation to the times when the phase
perturbations are applied, we calculate the success rate (SR)
as defined in Sec. [Tl

The distribution of interspike time intervals (shown in
Fig.[), indeed, does not convey information about the timing
of the spikes with respect to the timing of the perturbations.
A broad peak in the ISI distribution, as observed in Fig. E|
for frequencies between 4 and 5 GHz, indicates that there is
a dispersion in the relative timing. Moreover, the time lag
between the input signal (sinusoidal modulation) and output
signal (laser intensity) can not be inferred from the ISI dis-
tribution. In fact, in our experimental setup there is a very
long delay (of several nanoseconds) of purely technical ori-
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Figure 5. Demonstration of a delay between electronics and op-
tics. (a) Normalized success rate as a function of the perturbation
frequency and the delay between the input and output signals (the
sinusoidal that triggers the pulse generator, and the laser intensity).
For a given frequency, the success rate (SR) oscillates with the delay
between two values that have been normalized to 0 and 1. We note
that when the lag is about 5 ns (dashed horizontal line), the SR is
maximum for all frequencies. Panels (b)-(g) display the actual SR
values. In (a) the vertical lines indicate the frequencies used in (b)-
(g), which are as in Fig.@ 1.70 GHz (b), 2.95 GHz (¢), 4.20 GHz (d),
4.90 GHz (e), 4.95 GHz (f) and 5.60 GHz (g). The SR is calculated
using a detection window AT = 70% of the perturbation period.

gin between the time in which the sinusoidal signal reaches a
maximum and the time at which the laser is perturbed. This
delay, T.xp, is due to the propagation of the electronic signals
in radio-frequency cables, the response time of both the RF
amplifier and the phase modulator, and finally optical propa-
gation of the driving beam from the phase modulator to the
VCSEL. The presence of this delay can not be inferred from
Fig. E} One could try to recover the value of 7.y, from dedi-
cated measurements done in a parameter region in which the
VCSEL responds linearly to phase perturbations (assuming
that such linear regime exists); however, an alternative practi-
cal approach is to recover the value of 7., using the success
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Figure 6. Success rate (in color code) as a function of the perturba-
tion frequency and the duration of the detection window. To calcu-
late the SR the response signal (laser intensity) has been delayed 5 ns
with respect to the input signal (sinusoidal signal). In (a) the duration
of the detection window is normalized to the period of the sinusoidal
signal (i.e., the period of the phase perturbations) while in (b) it is
shown without normalization. The vertical lines in (a) indicate the
frequencies used in Fig. 2}

rate (SR) quantifier.

To that aim, we calculate the SR when delaying the re-
sponse time trace (the laser intensity) with respect to the input
signal (sinusoidal modulation). The results are presented in
Fig.[5] For a given frequency, as the delay varies the SR oscil-
lates between two values (similar results are obtained when
plotting the cross-correlation, however, the variation of the
cross-correlation, not shown, is smoother). In the top panel
the two values have been normalized to 0 and 1 for better vi-
sualization. We observe that when the lag is about 5 ns, the
SR is maximum for all frequencies.

Figure [6] displays the SR in color code as a function of the
detection time window, AT, and the modulation frequency [in
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Figure 7. Analysis of the role of the threshold used to detect the laser
pulses. The success rate is plotted vs. the threshold for different
perturbation frequencies that produce locking 1:1, 3:2 and 2:1. The
detection threshold is normalized between 0 and 1, corresponding to
the lowest and highest intensity value respectively.

panel (a) AT is normalized to the modulation period, while
in panel (b) is not]. In both plots the SR was calculated after
correcting for the delay identified in the previous analysis, i.e.,
after lagging the response signal (laser intensity) by 5 ns with
respect to the input signal (sinusoidal modulation that triggers
the pulse generator).

In addition to allowing us to identify the locking regions,
these plots allow us to assess the response time of the laser
under different perturbation frequencies. For low frequen-
cies (from f,,,q = 0.5 to 3.5 GHz) the SR is equal to zero
if AT /T,p0q < 0.3, and is equal to one otherwise. This “flat”
(0 or 1) behavior reveals that there is a well-defined response
time: the laser emits a pulse 0.37,,,4 after each maximum of
the sinusoidal signal (we remark that in Fig. [f]the signal trans-
mission lag 7., = 5 ns has been corrected). In other words,
in this frequency range the response time increases with the
period of the perturbation. For perturbation frequencies in the
range of f,,q = 3.5 —5 GHz the laser response is about 0.1 ns,
and is rather independent of T,,,4 (see Fig. [f[b)). For mod-
ulation frequencies above f,,,,s = 5 GHz there is not a well
defined response time.

Finally, we address the role of the threshold used to detect
the spikes. Figure [/|displays the SR as a function of the de-
tection threshold for the same perturbation frequencies as in
Fig. 2] Two plateaus are observed for thresholds around 0.2
and 0.6. The first plateau shows values of SR larger than one
because the low spike detection threshold used counts the re-
laxation oscillations that follow each pulse as pulses induced
by the phase perturbations.



V. DISCUSSION

In contrast to cross-correlation analysis, SR analysis is a
nonlinear method that is appropriate for characterizing sys-
tems whose output signals can be reduced to a set of event
occurrence times that form a point process. Here, the details
of the input signal (sinusoidal modulation that triggers phase
perturbations) and the output signal (the laser intensity) have
been disregarded as both signals have been transformed into
point processes, and only the times when the perturbations
are triggered, and the times when the laser pulses are emitted,
have been analyzed.

In Fig.[6] we see that the variation of the SR with the pertur-
bation frequency is nontrivial. It can be interpreted as follows.
When computing the SR, one actually measures the delay be-
tween one perturbation and the first following response. If the
time response of the system is longer than the perturbation
period, the measured response may in fact have been caused
by an earlier perturbation. Therefore, one actually measures
the remainder of the total response time divided by the per-
turbation period. Oscillations in this remainder reveal that the
total response time is larger than the modulation period. In
this specific case, the total response time is caused on the one
hand by the technical time lag 7.y, and on the other hand by
a dynamical and physical delay. This leads us to interpret that
the instrumental delay 7.y, between the time the perturbation
is generated and the time at which it actually reaches the laser
is close to 5 ns, which agrees well with our estimations (e.g.
length of the cables and optical fibers, free space propagation).
After correcting for this technical lag, one can use the SR to
analyse the dynamical response of the laser, which has been
found to depend on the frequency of the perturbations.

Optically injected lasers have been shown to exhibit mul-
tipulse excitability!®Y, such that the laser emits more than
one pulse after a single perturbation. In our system, how-
ever, for the range of frequencies and the experimental con-
ditions considered, the success rate was found to be less or
equal to one (except when a low spike-detection threshold was
used, because in that case, the relaxation oscillations were also
counted as response pulses, as discussed in relation to Fig.[7).
Therefore, multipulse excitability was not identified. In our
system, for low perturbation frequencies, the oscillations fol-
lowing the “response pulse” have a clear shape of relaxation
oscillations. As the perturbation frequency increases, the re-
laxation oscillations gradually disappear (see the time traces
shown in Fig.[2)) up to a point in which the laser cannot follow
the perturbations and there is a sharp transition from 1:1 lock-
ing to higher order locking, where the laser emits less than
one pulse per perturbation cycle. It will be interesting for fu-
ture work to investigate such high order lockings using sym-
bolic analysis, in particular, using ordinal analysis that detects
patterns and nonlinear temporal correlations in sequences of
events20-28,

VI. CONCLUSIONS

We have used the “success rate” (SR) analysis to study the
excitable pulses emitted by an optically injected laser that is
periodically perturbed. The SR method is based on counting
the number of response pulses emitted by the laser, within a
given time interval, AT, after each perturbation. We have un-
covered a lag between the input and output signals, which was
traced back to signal transmission in the experimental setup.
Once this lag was properly taken into account, the SR pro-
vided an accurate identification of the locked and unlocked
regimes. We have found frequency regions where the external
perturbation fully controls the excitable laser pulses, such that
the laser emits after each perturbation, within the detection
window AT, a single pulse.

Taken together, our results show that SR analysis yields rel-
evant information of the dynamics of excitable systems that
are periodically perturbed. More in general, the success rate
is an appropriate measure for studying periodically forced sys-
tems, when one needs to identify the optimal conditions under
which each small perturbation produces one and only one re-
sponse. Examples include weak electric periodic stimulation
of cardiac tissue for the control of arrhythmia, or of the ner-
vous system for the treatment of brain disorders.
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