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ABSTRACT The analysis of discourse and the study of what characterizes it in terms of communicative
objectives is essential to most tasks of Natural Language Processing. Consequently, research on textual
genres as expressions of such objectives presents an opportunity to enhance both automatic techniques and
resources. To conduct an investigation of this kind, it is necessary to have a good understanding of what
defines and distinguishes each textual genre. This research presents a data-driven approach to discover
and analyze patterns in several textual genres with the aim of identifying and quantifying the differences
between them, considering how language is employed and meaning expressed in each particular case.
To identify and analyze patterns within genres, a set of linguistic features is first defined, extracted and
computed by using several Natural Language Processing tools. Specifically, the analysis is performed over
a corpora of documents—containing news, tales and reviews—gathered from different sources to ensure an
heterogeneous representation. Once the feature dataset has been generated, machine learning techniques are
used to ascertain how and to what extent each of the features should be present in a document depending on
its genre. The results show that the set of features defined is relevant for characterizing the different genres.
Furthermore, the findings allow us to perform a qualitative analysis of such features, so that their usefulness
and suitability is corroborated. The results of the research can benefit natural language discourse processing
tasks, which are useful both for understanding and generating language.

INDEX TERMS Applied computing, communicative objectives, discourse analysis, genre characterization,
human language technologies, natural language processing.

I. INTRODUCTION
Among the important aspects and stages that are involved
in the process of automatic interpretation and generation of
language, the contribution of the communicative goal is a
fundamental factor that needs to be considered in research.
The process of language understanding and generation is
often influenced by the communicative goal pursued [1].
In this manner, an informative text will be written differently
from another one whose aim is to persuade, which in turn will
be different from a complaining one.

Research focused on these communicative goals is deeply
aligned with research that seeks to unravel the nature of
textual genres, which represent the framework that shapes
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discourse so that it can fulfill its communicative goal. Indeed,
it is through the textual conventions and patterns underlying
each genre that communication and understanding within a
community of speakers is possible [2]. The study of such
shared patterns in textual genres enriches the automatic pro-
cessing of text from both the perspective of understanding the
text and generating the language.

The concept of genre, according to traditional linguistic
theory, involves several overlapping dimensions that include
not only the textual nature but also an analysis of the soci-
ological dimension or context of the discourse [3]. Specif-
ically, when it comes to its description, the following three
components are considered: i) the typical linguistic char-
acteristics, ii) the situational context and iii) the functional
relationship between both, the latter attempting to explain,
therefore, the textual choices in relation to the purpose
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(i.e., communicative goal) for which the text is
produced [4].

Natural Language Processing (NLP) is the discipline con-
cerned with the automatic understanding and the production
of language. NLP includes the following types of procedures:
interpretation, performed for example in information extrac-
tion; generation, such as in reporting; and, those procedures
that involve both interpretation and generation, as in the case
of summarization or automatic translation.

In all these cases, knowledge of the linguistic character-
istics that define the genre to which they are ascribed can
increase the quality of the results, reinforcing the awareness
or manifestation of the discourse’s purpose.

The motivation to undertake the present research is
grounded in the aforementioned scenario whereby the work
of defining textual genres necessitates, in parallel, an inquiry
into the relationship between these genres and their respective
communicative goals.

Therefore, the main objective of this research is to present
a data-driven approach to discover and analyze specific
patterns occurring in different textual genres. To achieve
this objective, these two research questions need to be
addressed: RQ1) Can a genre be sufficiently distinguished
on the basis of a series of given characteristics?, and RQ2)
Can the presence of each of these features be quantified
and evaluated in different genres to identify the specificity of
each one? We consider that a good understanding of these
characteristics and patterns with respect to each genre may
benefit discourse processing tasks, which would be useful for
understanding or generating language.

In order to address this task properly, we have selected
corpus from different genres as collections of documents that
share communicative goals. In this manner, our corpora is
composed of news, tales and user-generated reviews, which
are illustrative cases of three communicative goals—inform,
entertain and persuade—. These genres differ in terms of pur-
pose, but also share certain traits, all of them being examples
of narratives. This aspect can therefore give us the opportu-
nity to characterize both what they have in common and what
distinguishes them.

The methodology adopted to respond to the questions
posed is based on the use of machine learning (ML)
techniques, and more specifically, on the definition of a
classification task. The selection of this approach serves a
double purpose since, first, one of the factors that determines
the effectiveness of the classification is the quality of the
features employed—which addresses RQ1—and secondly,
certain mechanisms that ML offers, such as feature selection
algorithms or the possibility to determine how a feature con-
tributes to each genre classification, allow us to perform a
detailed analysis of the presence of certain features—which
aligns with RQ2.

Currently, there is a growing trend that places most of the
research in NLP in the field of Deep Learning (DL) tech-
niques. DL has become the standard place for almost every
NLP task, probably due to the attractive results achieved

as well as the constant innovation and development of
resources.1 However, without trying to diminish the relevance
of this trend, and despite the evolving sophistication in the
type of features used, most of DL research in NLP until now
has been based on the use of certain types of characteristics
sometimes referred to as ‘‘surface features’’, which are easily
and rapidly extractable from large quantities of text [5]–[8].
This would be the case, for instance, with BOWs features,
one-hot vectors or n-gram approaches; all of them able to
procure, as indicated above, very competent results for certain
tasks, but unable to provide parameters that could help to
properly identify and represent a genre—its structure, its
composition—or to supply the guidelines that can help reveal
or shape its purpose.

By contrast, this work presents a non-arbitrary collection of
characteristics that results from a detailed review of diverse
linguistic studies related to discourse and genre, from pre-
vious research in the field of NLP and also from the direct
examination of the texts concerned. The selection of charac-
teristics is premised on both their processability by means of
automatic linguistic tools, and their relevance with regard to
the genre identification. The results reveal how the selected
group of characteristics provides an insight on the different
genres by examining the extent to which these features are
present, and shared or not among the genres.

The paper is organized as follows. First, we introduce the
related work on linguistic and computational approaches in
Section II. Second, how the documents from the corpora were
gathered and their description is detailed in Section III. Next,
the feature engineering process required to design, extract
and compute the set of features is explained in Section IV.
The experimentation which helped us to answer the research
questions is presented in Section V. Section VI raises fur-
ther issues for consideration. Finally, the conclusions are
summarized in Section VII, where future developments and
applications of this work are also suggested.

II. RELATED WORK
Research devoted to genre analysis can be traced in different
fields, from purely theoretical or linguistic studies to projects
using no more linguistic information than merely the words
that comprise the texts. We have referenced relevant works
from non-computational areas as well as some that have
advanced NLP developments related to our proposal.

As for linguistic approaches, we focus on studies that
address narrative typology, given that all three genres
considered in this research are examples of narrative. Cur-
rently, narrative constitutes one of the most researched textual
typologies, a trend perhaps motivated by the successful inter-
action between linguistics and computers. However, most of
the previous research focused its attention exclusively on a
generic study of narratives or on the classification of the

1Impressive results can be found at nlpprogress.com, which is a repository
that helps researchers track progress in NLP, by including both datasets
and the state of the art for the most common NLP tasks. (last accessed in
February 2021)
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textual genres which comprise this typology [4], [9], but
papers which delve into several genres individually from this
category or even compare them are scarce.

In order to briefly analyze the research results that have
been published in this linguistic field, it is worth mentioning
the article written by [10] about the analysis of the language
of children’s literature used by four well-known English writ-
ers (including authors such as Potter or Carrol among them).
She bases her study on corpus linguistics with the aim of
showing the features used by these four authors that make
this genre a very distinguished text in comparison to adult
literature. We also need to include in this brief review the
divergent approach on news by [11], where he also takes cor-
pus linguistics as a basis in order to analyze future-oriented or
unreal news using Danish articles with political themes that
show a growing speculative intention. Finally, it seems clear
that the rise of online linguistic genres offers us a wider spec-
trum of studies, with the paper published by [12] notable for
its innovative approach to the much studied genre of reviews
in the hotel domain, which emphasizes the communicative
functions of each passage and also the linguistic structures
that make them perfect examples of this genre.

Arguably, the scientific research in this area indicates a
rather delimited scope within the narrative typology, focusing
on generic features of each genre (or subgenre), without
delving into further properties of the defined characteristics
or comparisons of several genres from the same typology. The
lack of research concerning the relationship among different
genres belonging to the same textual typology gives computa-
tional linguistics the chance to bring to light results that may
ease the task of studying each interlinked linguistic level—
lexicon, structure, semantics and functions—of such genres
more dynamically and thoroughly [13].

From the NLP perspective, genre research is mostly
focused on the task of classification, and more specifically,
on the achievement of optimalmodels that allow such classifi-
cation to be efficient [14]–[16]. This is one of the reasons that
explain the aforementioned tendency to employ for the task
those ‘‘surface features’’ introduced before (bag-of-words,
ngrams, word-to-vectors), which happens to be quite easily
extractable. Features considered for these types of approaches
can be defined without any knowledge of the syntactic or
semantic structures that may underlie the discourse; more-
over, they can be definable from an representation of the text
as a simple set of characters [17]. In contrast to this type
of research, we designed our approach to focus on selecting
those features that can give a better insight on the common
structure and shape that texts belonging to the same genres
typically exhibit. In this manner, our approach sets out to
define the best set of characteristics in relation to each genre
rather than to design the best classifier. Notwithstanding,
some interesting work was identified that inspired and helped
us to compose the robust superset of features with which we
worked, although the work cited did not adopt our approach.

Dealing with a very different set of genres to this
study, [5] shows results specifically related to syntactic

features as discriminative clues to distinguish among gen-
res. First, a binary classification is performed considering
as classes, spoken versus written discourse. In later stages,
the classification becomesmultiple, but the genres considered
include for example printed, non printed, public or private as
genres to classify.

In the work of [18], the author conducts a study considering
several ML algorithms and groups of features, that includes
among other features what he terms as ‘‘linguistic expert
knowledge set of features’’, containing frequency of part-of-
speech tags, pronouns and nouns, for example. Some of these
features we shared for the present work, but he also considers
a type of feature which depends on the most discriminant
words. In our case, we decided not to include this type of
characteristic because it could lead to a classification based
on semantic domains (e.g. discriminating texts related to one
sport against another), which is undesirable for our experi-
ment since two texts belonging to two of the genres we con-
sider could share the semantic domain (e.g. a piece of news
and a children’s tale, both related to a football match). Using
these types of features is convenient for Onan’s study since
the genres he classifies are subgenres of reviews, specifically
book reviews and camera reviews.

A different approach is proposed by [19] based on clus-
tering techniques. Related to what they refer as ‘‘Popular
Science’’, several documents are selected from a range of
sources (science abstracts, science news, Wikipedia arti-
cles,. . . ) and disciplines (medicine, biology, technology,. . . )
and a set of linguistic features is also defined for the purpose
of interpreting the clusters obtained considering the type
of texts and domains. Moreover, they include within their
experiments the possibility of inferring from the clusters com-
municative objectives and consider as such four purposes:
narrate, discuss, describe/explain and summarize scientific
or technical information.

A distinction between fiction and non-fiction as genres
to classify can be found in [20]. The former genre would
include news, reviews or hobbies while the second one,
fiction or adventure. In this paper, the authors start from a set
of 19 features based on part-of-speech counts, considering
also different ratios among them, and look for a successful
minimum set using feature selection techniques. As a result,
they found that the two groups of texts that they differentiate
only require two characteristics to be distinguishable in a
classification task, both of which are ratios among word
types. This result shows the relevance of considering such
features in the composition of the texts, and underscores the
importance of taking into account the occurrence of certain
linguistic elements in comparison with others. This compar-
ative approach has been incorporated into the design of our
features. Nevertheless, the balance between the large variety
of texts considered versus the low number of characteristics
found to be valuable suggests that the strategy is not sufficient
when the objective is not focused on the genre classifica-
tion task, but on the adequate definition of the genres by
features.
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The research presented in this paper is inspired by the pre-
viously cited authors but develops the scope of the scientific
research, both that produced in more linguistic environments
and that developed in more computational contexts, cover-
ing a wider spectrum of genres and providing a more com-
plete and functionally descriptive set of features. Moreover,
as opposed to works that focus on the search for a better clas-
sifier to solve tasks in an optimal way, our research does not
focus on the design of the best classifier, but on the definition
of a set of characteristics and their analysis. By using the
ML tools we can assess the quality of the designed set
of features in terms of their prevalence in specific textual
genres.

III. DATA COLLECTION & DESCRIPTION
To ensure a more comprehensive study in relation to defin-
ing the different genres, a series of documents have been
compiled from a variety of sources. Therefore, while the
news items are taken from several editions of the Document
Understanding Conferences2 (DUC), both the stories and
the reviews that are included in the respective corpus are
extracted from three different collections of texts. All the
sources are detailed next.

• News. Documents from different editions of DUC [21]
were included in the main corpus. Specifically, we com-
pile and process the ones from DUC 2002 and
2004 editions, which include news about different
topics, such as natural disasters or politics, among
others.

• Reviews. For this textual genre, the documents were
gathered from the SFU corpus [22], the Multidomain
Sentiment Data collection [23], and Opinrank [24].
We selected these three corpora due to the fact that
each of them contains reviews about different domains,
which brings more variety in the style of the docu-
ments, and therefore allows for the consideration of a
wide range of phenomena in the genre. The first corpus
contains reviews from several type of products (books,
movies,. . . ) extracted from Epinions3 web site. The sec-
ond also compiles product reviews belonging to different
domains, but taken from Amazon.4 Finally, the third
corpus contains user reviews of cars and and hotels
collected from Tripadvisor5 and Edmunds.6

• Tales. Regarding this genre, we focused on children’s
tales, using the existing Lobo and Matos corpus of fairy
tales [25]. An automatic extraction of stories from cer-
tain websites was also performed. In this case, the doc-
uments needed were extracted from the website of Hans

2https://duc.nist.gov/
3www.epinions.com
4https://www.amazon.com/
5https://www.tripadvisor.com/
6https://www.edmunds.com/

Christian Andersen: Fairy Tales and Stories7 in addition
to those obtained from the Bedtime stories site.8

Table 1 presents the statistics of the corpora. Although the
number of documents per genre is different, the internal com-
position is very similar and well-balanced among the three.
This can be viewed on the right hand side of the table, where
the statistics show the number of sentences per document,
words per document, and words per sentence.

TABLE 1. Statistical description of the corpora.

IV. FEATURE ENGINEERING PROCESS
The objective of this research work is to perform an in-depth
analysis of the relation between a certain set of characteristics
and a series of textual genres, in order to define and parame-
terize such a connection so that it may foster an improvement
in the different NLP tasks. Therefore, the constitution of a
sufficiently solid set of features is a key task. In this section,
a detailed explanation of this process is provided.

The definition of the set of features implies, first, deter-
mining which linguistic information should be considered
relevant to identify the genres (see Section IV-A). In this
manner, it will be decided that grammatical classes or the
tense of verbs, for instance, could make a difference in the
task of distinguishing between reviews and tales. In relation
to such linguistic elements, apart from their frequency in
a document, it is also important to compute other opera-
tions on the elements. Therefore, in Section IV-C, we define
these operations performed on the linguistic information to
compute, for example, the proportion of sentences of the
document that are exclamatory—which can give insights on
the structure of the document—or the ratio between two
kinds of elements. Those operations represent the final step
to characterize the complete set of features that will be com-
puted for each document of the dataset. This means that, after
extracting the linguistic information by using a series of NLP
tools (Section IV-B), and having computed the correspondent
operations, each document of the dataset will be represented
as a collection of features quantified to enable an analysis
from a genre perspective.

A. LINGUISTIC INFORMATION
In line with previous research and the examination of sev-
eral documents of each genre, we defined a set of linguis-
tic elements to be considered when performing the feature
computation. In this manner, not only grammatical elements
were included, but also constituents (e.g. different types

7http://hca.gilead.org.il/
8https://freestoriesforkids.com/
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of subjects) or phrase types (e.g. verb phrases).9 Besides,
other information related to the verbs (e.g. modal verbs, tense
and aspect) was found to be interesting. Semantic information
was provided through named entities, event or time particles
types. Discourse markers, which are key to understanding or
establishing the structure of the discourse, are also part of the
set of elements considered as well as several sentences types,
such as exclamatory or interrogative.

One of the methods selected to obtain features directly
related to the text as discourse, namely, a set of coherent
sentences, was the use of coreference tools (detailed in the
next subsection). Additionally, shallow features (e.g. length
of words or length of named entities) were included as ele-
ments of interest. In Table 2, all the linguistic information that
has been considered to obtain the features for the experiment
is defined.

B. TOOLS AND RESOURCES
Gathering the useful characteristics for this investigation
begins with the document processing via a series of lin-
guistic analysis tools: CAEVO [26], AllenNLP [27] and
Freeling [28].

CAEVO (CAscading EVent Ordering system) [26] gener-
ates a labeled XML document containing all the annotations,
from which we are mainly interested in the event phenomena,
not just the terms that the tool retrieves as events, but their
semantic environment. Therefore, we store information about
the events and their types, the temporal links between those
events, the time expressions and their types.

CAEVO was designed to take into account the TimeML
specification [29], whereby an event refers to something that
occurs or happens, and can be articulated by different kinds
of expressions such as verbs, nominalizations, or adjectives.
In this sense, and depending on the context, full or innocent
in ‘‘Their pockets would always be full’’ or ‘‘You three are
innocent’’ would be events in the same way that more com-
monly accepted verbs such as decide or call are. In addi-
tion, the tool semantically classifies events into one of seven
categories: aspectual; perception; state; reporting; intensional
action; intensional state; and, occurrence. A short descrip-
tion and examples from the corpora have been included
in the supplementary materials (see Appendix) in Table 8.
Apart from event information, time expressions (timex) are
also annotated and classified in one of these types: date
(e.g., the second of December); time (e.g., half past noon);
duration (e.g., 3 days); and, set (e.g., every two weeks). More
examples appear in Table 9, in Appendix.
We complete the linguistic analysis with Freeling [28]

and AllenNLP-coref [27] taking as a base the work of [30].

9 Considering grammatical elements and at the same time their correspon-
dent phrases shall not be considered as reporting twice the same element,
given that they refer to different linguistic phenomena. Some examples of
noun phrases can illustrate such peculiarity. The most simple one could be,
for instance, ‘‘the child’’, but also ‘‘the Theory of Relativity’’, ‘‘an impressive
device’’ or ‘‘the servant working in the front desk’’. All of them would act as
noun phrases, showing the convenience of capturing both types of elements,
nouns and noun phrases.

TABLE 2. Types of linguistic elements considered for computing the
features.

The information that we obtain from Freeling relates to mul-
tiple linguistic levels of the text. Among others, presence of
quotation marks, specific grammatical elements and types of
phrases or named entities are obtained by the analysis Freel-
ing performs. Although the tool also performs coreference,
we observed that the results from the AllenNLP model where
more adequate and complete, apart from being more easily
processable. Therefore, regarding coreference, chains of text
that refer to the same entity are analyzed from those results
to extract the appropriate features.

Additionally, a lexicon of prototypical discourse
markers [31] is employed to identify discourse markers
across the documents that could be subsequently used to
provide an argumentative representation of the text.

C. FEATURE COMPUTATION
The linguistic tools provide us with the material to properly
build the features of each document in order to generate the
dataset that serves as basis of the ML exploration. From the
linguistic elements identified by each tool, we proceed to
compute a series of calculations. These operations are carried
out over the elements previously presented in Table 2.
The different features are extracted from each document,

considering a level of granularity sufficient to convey the
composition of each sentence. In this manner, the feature
calculation allows us not only to quantify characteristics rel-
ative to the whole document (e.g. How many events of the
type ‘‘occur’’ can be found in document 22?), but also other
aspects relative to the sentences as components of the text
(e.g. What proportion of sentences includes time elements
of the type ‘‘Date’’?). Moreover, the feature calculation also
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FIGURE 1. Outline of the complete approach, specifying the different strategies for addressing each of the
research questions posed.

allows to quantify the composition of the sentence itself
(e.g. What is the average number of pronouns per sentence?).
Regarding personal pronouns and verb tenses, the predomi-
nant element within the document has been also computed,
with the value of such features being categorical, unlike the
rest, which are of a numerical nature.

In relation to the phenomenon of coreference, AllenNLP
provides both the chains of elements that point to the same
referent, and their positions. This information is processed
to reflect five different measures: the number of coreference
chains; the average length of the chains or how many times
the element is referenced within the text; the mean spread of
the coreference chains as the distance between the first and
last reference; the number of chains reporting three or more
occurrences; and finally, a measure of the concentration of the
references, which points to the relation between the length of
the chains and their spread and serves to express if an entity
is present along the whole document or only within a small
fragment.

A detailed description of the operations is presented
in Table 2. Additionally, a complete relation of the whole
set of features computed can be consulted in Table 10
(see Appendix).

V. EXPERIMENTS AND EVALUATION
To properly verify that the features we have engineered
enable the identification of properties that are specific to
each genre (RQ1) and to analyze how those features actually
behave within each of the genres (RQ2), we designed a classi-
fication task which would help to answer those research ques-
tions by leveraging the diverse mechanisms and algorithms
that ML provides.10 Fig. 1 displays a graphical summary of
the whole approach.

10We use scikit-learn [32] implementations throughout all the experimen-
tal stage, and seaborn [33] library to better visualize the results.

In this manner, we devise a workflow which includes a
multiclass classification process for which each document
would be represented by a linguistic-motivated feature vector
as described in Section IV. To tackle RQ1, we hypothesize
that the set of features we modeled could be considered valid
if it is proved that using them to feed a number of classifiers
of a diverse nature results in a good performance for all clas-
sifiers. The reasoning behind this is that the effectiveness of a
classification model depends on both the algorithm selected
and the features that feed the model. Section V-A describes
the experimental setup, the decisions made and the results
regarding RQ1.

As for the second research question posed, RQ2, firstly,
we perform a qualitative analysis of the set of features
grounded in the definition of certain typology, and secondly,
we define a series of experiments exploiting several feature
selection techniques. Additionally, to conduct this part of
the research, adopting techniques to discretely analyze the
contribution of the different features to each separate genre
was of paramount importance. The extensive assessment of
the features designed is presented in Section V-B.

A. FEATURE ASSESSMENT BY MODEL ESTIMATION
To determine if a genre can be sufficiently distinguished
considering the set of features designed (RQ1), the strategy
that we have adopted implies the evaluation of a collection
of models. This procedure has several stages, since we want
each model to be tuned with the adequate parameters, and to
be evaluated accordingly.

In general terms, ML refers to the process by which an esti-
mator is trained on a dataset with the objective of providing
a model able to infer or predict certain knowledge from new
data. In our case, the estimator is a classifier and the classifi-
cation task involves predicting a genre out of three, i.e., news,
tales, and reviews. Typically, the learning process starts with

24710 VOLUME 9, 2021



M. Vicente et al.: Leveraging Machine Learning to Explain the Nature of Written Genres

TABLE 3. Performance of classification algorithms with default parameters. Scores for precision, recall, F-score and accuracy, ranked by the latter.

the division of the dataset into two subsets, one used for the
algorithm in order to learn the appropriate parameters and
validate the training (i.e., the training dataset) and the other
engaged in testing its generalization capacity (i.e., the test
dataset). Two types of parameters are associated with each
classifier so that certain parameters are learned during the
training process while others need to be provided to the algo-
rithm prior to the start of the process—hyperparameters—.
Their optimal value depends on each task and can be settled
after a fitting procedure which is known as hyperparameter-
tuning. In this regard, although a model can be used directly
with default parameters, a more reliable and stable perfor-
mance is expected after performing the fine-tuning [34].

A successful model is one that can generalize to an inde-
pendent dataset of new examples that the model has not seen
during training. This capacity determines its predictive power.
To assess the goodness of such a model, different measures
can be taken into account, such as accuracy, F-score or AUC.
However, whatever this measure is, specific techniques are
required to handle the stochastic nature of ML algorithms,
which explains why running the algorithm several times is
going to produce different results. A widely accepted tech-
nique for dealing with this issue is cross-validation (CV) in
any of the different modalities. Cross-validation also prevents
overfitting, which is what happens to the model when what it
learns is too close to the training data, causing a deteriora-
tion in generalization capacity. Cross-validation consists of
training and evaluating the model repeatedly over different
train/validation folds on the same data.

In the current experiments, accuracy is provided to evaluate
the model. In order to compute a correct measure for the
model, data imbalance and the multiclass scenario needs to
be considered. As Table 1 shows, not all the classes are
equally represented within the dataset used, so we apply
oversampling to increase the volume of the under-represented

classes [35]. The class with higher examples is reviews,
so new tales and news examples are produced to balance the
dataset by sampling with replacement. Furthermore, a macro-
average strategy [36] has been adopted along the experimen-
tation such that the final score results from the average of
three independent accuracies, thereby giving equal weight to
the classification of each label without favoring any particular
class.

The first step of the experimental stage related to fea-
ture assessment by model estimation was to gather a bag
of candidates. We selected 16 models by their popularity in
text classification tasks. Scikit-learn provides several options
to compute simple baselines, and we included a Dummy
classifier which applied a stratified strategy that generates
predictions respecting the class distribution in the training
data. A preliminary screening was carried out over this initial
bag to select a smaller set of models on which to perform
the hyperparameter search. For this first stage, the examples
were split into a typical train/test setup with 80% of the
examples for training and the rest for test, but with both
subsets containing equally balanced classes.

Table 3 shows the results for the maximal set of models
we have chosen to perform the classification task, trained
over the total set of features. Precision, recall and F-score are
presented, together with the accuracy, which is the measure
considered to apply the cutoff threshold. We observed that all
results are quite high, but we still needed to make a deeper
evaluation of the models to ensure that such results are stable
in repeated experiments, also considering the most appropri-
ate hyperparameters. Therefore, we worked next with those
models that in this stage presented a performance accuracy
above 0.99, resulting in 7 models that were thereafter tuned.

The best seven models (BMs) are fine-tuned and their
performance measured through a more consistent method.
Grid search of proper parameters is conducted considering
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a 5-fold CV. Specifically, we adopt here a nested
CV strategy, that implies double training the model to pre-
vent overly-optimistic scores. In this manner, each model is
first trained with CV to search the hyperparameters space
(inner training), and then, once the parameters are selected,
re-trained using again the CV strategy to provide the pre-
cise score for its performance (outer training). Results are
included in Table 4, which reports accuracy scores for both
stages of the training phase as well as scores for the test set.
A slight decrease in performance can be observed between
the two training phases, as expected, while high results are
reported regarding the test evaluation. This was the perfor-
mance over data that has not been seen by the model before.

TABLE 4. Mean accuracy for the best models after hyperparameter tuning
(nested cross-validation) for the training and test sets.

The results for all models, macro-averaged as before,
indicate their high predictive power. Rather than comparing
the performance of different models or discussing the best
ones, our objective was to demonstrate that having optimally
adjusted a series of different classifiers, regardless of the
type considered, our features effectively help to generate
noteworthy models. From that, we can conclude that those
features convey relevant traits that relate to the genre to which
the texts belong.

In order to answer the RQ1, it was stated that for a set
of features to be considered sufficiently descriptive, feeding
them into different fine-tuned models would yield an ade-
quate evaluation of such models as classifiers. The results
show an outstanding performance of the models, thereby
demonstrating that the modeled collection of features is
sound enough to answer RQ1.

B. QUALITATIVE ASSESSMENT OF THE FEATURES
After having confirmed that the collection of features enables
an adequate distinction of the three genres and once a series
of models were obtained, i.e. BMs, able to properly identify
a document’s genre from its linguistic features, we focused
on RQ2:Can the presence of each of these features be quanti-
fied and evaluated in different genres to identify the specificity
of each one?An adequate answer demands a detailed analysis
of the features in relation to the different genres, delving into
how these features are present in each of them.

To conduct a comprehensive analysis of the collec-
tions of features, several paths were followed. First, a fea-
ture typology was elaborated and used to categorize the

individual features accordingly. The models’ performance
was assessed when fed by the resulting feature sets.
Section V-B1 describes the typology and the model assess-
ments. Afterwards, Section V-B2 explains how feature selec-
tion techniques were leveraged to detect and rank the subset
of features found to be most relevant for the genre classifi-
cation task. To make the ML algorithms more explainable,
somemethods have emerged that attempt to shed light on how
different features affect the classification of each individual
example. The third and final part of our study exploits one of
these strategies to review each genre separately. Therefore,
Section V-B3 provides a detailed analysis of the features
prominent for each specific genre, discussing also how such
features are present within the other genres.

1) FEATURE ASSESSMENT BY PROPOSED TYPOLOGY
To better analyze the behavior of the features in relation
to the genres, a typology of features was defined so as to
classify them considering three different criteria: their cal-
culation complexity, their semantic load, and whether they
are an expression of the discourse structure. According to
the first criterion, i.e. considering complexity in the calcu-
lation, a feature could be considered as basic or derivative
with the former one requiring only the quantification of its
presence while the second one implying additional operations
to obtain, for instance, ratios, averages or proportions.

Considering the second criterion, i.e. semanticness, each
feature was categorized according to its semantic load. Fol-
lowing this, features representing the length of a word, for
example, would be considered as non-semantic in opposition
to features related to named entities or coreference traits,
labeled as semantic.

A third criterion is selected that enables a distinc-
tion between structural and non-structural features. Conse-
quently, characteristics that indicate, for example, the pro-
portion of sentences in the document that include certain
elements would be considered structural, as opposed to char-
acteristics that mention a quantification of certain elements
in the entire text, which would be tagged as non-structural.

Table 5 summarizes these criteria, including some exam-
ples, while Table 10 in Appendix, indicates the precise label
for each of the 153 features regarding the three aspects con-
sidered, namely complexity of calculation, semanticness, and
relation to the discourse structure.

Following such criteria, 13 subsets of features were cre-
ated and studied to better understand their importance as
generators of meaning related to each genre. We have first
considered each group by itself (basic features, derived
features, . . . ) and then different combinations such as
Basic+semantic or Semantic+Structural. The complete list
of feature sets is presented in Table 6.

To understand the importance of each type of feature,
the BMs were retrained at this time feeding them with the
different subsets just described. The process was repeated
under the same conditions detailed in Section V-A and thus,
the models were evaluated using CVs as before, over the
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TABLE 5. Description of criteria applied to define sets of features, with examples.

TABLE 6. Groups of features classified by type, including their
description.

test set. The accuracies resulting from such testing are shown
in Fig. 2, where each subset is tagged, including the number
of features that comprise it.

The figure includes the BMs and the feature groups from
the typology and their respective accuracies derived from
feeding each model with each set of features. Several key
findings can be summarized. Although the results in general
are quite good, with practically all sets of features yielding
accuracies greater than 0.9, an exception can be observed
when using the feature set that combines structural char-
acteristics that are non-semantic. In this case, the results
show values below 0.9, which may be due to the fact that
the number of features included is very small (19 features).
However, when observing the performance of the systems
with the derived structural features, although the number of
characteristics is slightly lower (17 features), the accuracies
improve, which would indicate that this small set is especially
suitable for distinguishing the genres, producing better mod-
els than some combinations that include more characteristics.
Finally, we noted that most of the combinations that explicitly
discard non-semantic features score worse than combinations
that include them or include both, semantic and non-semantic
features. Features groups of this typemainly occupy the lower
part of the table, with a variable number of features.

At this point in the research, we could not discern whether
these types of features are prominent in any specific genre.
However, we could conclude, in light of these figures, that
a thorough characterization of the genres was achieved, and
this is indicated by the feature groups at the top of the figure,
which are more comprehensive than those at the bottom as
they include a mixed collection of features. Thus, a good
characterization of genres would need to include features of
different types.

2) MOST RELEVANT FEATURES EXTRACTION
In statistics and machine learning, feature selection refers to
the process by which a set of features is selected with the
aim of improving the performance of a defined model. It is
usually applied to reduce overfitting by removing redundant
features. The selection can be performed manually, defining
certain criterion to conduct the screening, or automatically
applying ML strategies. In what follows, we explain how
feature selection strategies have been applied in this research
to determine and analyze which features are most valuable
for distinguishing the three genres studied.

When performing feature selection, the employed method
usually belongs to one of these types: filter, wrapped or
embedded methods, the objective of all them being the
removal of non-relevant features to optimize the classifier
performance [37]. Filter methods apply statistical tests over
the data to extract the features with a strongest relationship
with the label assigned. They are independent from the use of
any classifier, as opposed to the other methods, which make
use of estimators to perform their selection. In this manner,
neither wrapper or embedded methods are model agnostic.
These tend to provide better subsets of features, despite
involving a greater processing burden. Wrapper approaches,
such as as Recursive Feature Elimination (RFE) [38], run
a recursive procedure to remove the irrelevant features and
require a base estimator for which the resultant set of features
is optimal. The embedded strategy actually embeds the selec-
tion within the learning process and provides an importance
score that helps to build the ranking of the features.
We conducted our study to elucidate what are the most

relevant features by considering a total of 16 alternative
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FIGURE 2. Cross-validated accuracy for the 13 features groups.

methods.11 First, Chi-square, mutual information and
ANOVA were employed as filter methods. Next, five com-
mon estimators were selected to perform RFE as wrapper
methods, namely Decision Tree, Random Forest, Linear
Regression, Perceptron and Support Vector Classifier, and we
also perform a permutation technique usually referred to as
permutation importance or Mean Decrease Accuracy over
the Random Forest classifier. Finally, among the embedded
models, which intrinsically attribute an importance score to
each feature, we selected for this research two widely known
methods, Lasso (Least absolute shrinkage and selection oper-
ator) and XGBoost (Extreme Gradient Boosting). Addition-
ally, given that five of the BMs evaluated in the Section V-A
belong to this embedded category, thereby providing feature
importance, we have also included them within this step.
All these methods, along with their specific types, are listed
in Table 7.
All the methods adopted present benefits and drawbacks,

either related to their efficiency, their accuracy results or,
in some cases, their ad-hoc nature. To overcome their weak-
nesses and harness their strengths, we propose a strategy
that aggregates their results as an heterogeneous ensemble,

11While it is not within the scope of this paper to discuss the specifics of
such methods, detailed descriptions can be found in [37] and [39]

TABLE 7. Types of feature selection strategies applied over the general
feature set, including the specific method or estimator. * indicates that
the extraction of features proceeds from the BMs (see Section V-A).

drawing inspiration from [40], whose work introduces the
concept of ensemble feature selection taking as basis the
principle underlying the ensemble learning idea. This idea
states that the results produced by an appropriate combination
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FIGURE 3. Accuracy for the different models over an incremental set of features, ranked by their importance
computed from the different ML strategies. The set of features is gradually incremented from 1 to
153 features.

of models are better than any singular model. Therefore,
the combination of good enough feature selection methods—
each of them different, and hence, heterogeneous—should
lead to the completion of the best set of features, best as
enabler of the effective distinction between genres.

Creating the ensemble of features from the different meth-
ods requires of three steps: i) determining the optimal number
of features per method, ii) creating the final set (ML Selected)
gathering those top features and iii) recalculating their impor-
tance score to establish a new ranking within theML Selected
group.

• Which is the optimal number of features for each
method? In order to address the first task and identify
the appropriate number of features in accordance with
each method, a specific algorithm was implemented.
It assumes that for a given feature selection method fsm,
each feature f has received an importance score that
allows to build an ordered set F as {f0, .., fn−1}. This set
contains the total number of features n in descending
order on the basis of that rating. Therefore, given a
model m and an ordered F, the prediction accuracy can
be computed n times for the model and a subset of F,

starting with the most relevant feature f0 and including
one more feature in each iteration. Subsequently, a set
of accuracies Am = {a0m, .., anm} is calculated with
ajm being the accuracy of the model m computed with
the j first features of F. Since features are included by
importance, accuracy growth is expected to be the fastest
for the set of features.
We compute such a process for the 16 feature selec-
tion methods combined with the BMs resulting from
Section V-A. Fig. 3 shows accuracy measures for
the combinations mentioned. Notably, the accuracy
increased significantly when the first features of the
set, ranked by importance, were input. Thereafter, at a
certain point accuracy stabilized.
For a given feature method, seven A sets have been
computed and it is possible to calculate a new set of
mean accuracies Afsm = {am0, .., amn} related to such
fsm method with amj as the mean of the aj accuracies
calculated for each model in BM. Equation 1 reflects this
part of the process:

Afsm[j] = amj =

∑
i∈BM aji

| BM |
(1)
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In order to extract the optimal number of relevant fea-
tures from a ranking F determined by a given fsm,
we need to find out how many features are needed for
the accuracy mean to stabilize. In this way, being wk a
window over Afsm that contains 5 consecutive elements
{ak-4, ..ak}, we will consider that the number of features
s from which the accuracy is stabilized is such that
the standard deviation std of ws is lower than a certain
threshold. The std provides a measure of the spread
of a set of values with respect to their mean. There-
fore, we can expect that when the accuracy stabilizes,
the differences between consecutive values of accuracy
become very small, resulting in a very low std value, thus
indicating that there is hardly any variation. Fig. 4 shows
the values for the sequence of standard variations related
to each fsm.

FIGURE 4. Standard deviation computed for consecutive accuracy values.

To ensure that all interesting features would be included
in the final set, we empirically established 0.003 as the
value for the threshold. Next, we computed the cut-off
value s for all the fsm. In this case, s refers to the num-
ber of features to be extracted, therefore we retrieved s
features from each F selecting first those with the high-
est importance score. The quantity of features for each
of the 16 resultant groups Fsg ranges between 16 and
34 features each.

• What are the features that comprise the ML Selected
group?
TheML Selected group was then created from the union
of such Fsg groups, and aggregated 95 different features.
Before this procedure, each fsm provided an ordered F.
Next, we designed an algorithm to rank the features
within theML Selected group.

• How is the ranking determined among the ML Selected
features?
Two scores were assigned to each feature belonging
to the ML Selected group. First, a votes score v that
indicates the number of Fsg groups in which the feature

appears and a second one, importance mean im, which
results from averaging the importance scores computed
for this feature by the fsm that generated the Fsg to
which it belongs. With this information, an importance
coefficient ic was calculated for each selected feature as
the product of such values, i.e. ic = v ∗ im.

The ML Selected group is examined from a dual perspec-
tive. First, we analyzed it considering the typology defined
in Section V-B1. An examination of the group configuration
was carried out considering different stages according to the
number of features included, so that the composition of
the 10 most relevant characteristics could be reviewed, next
the composition of the 30most relevant ones, next the 60most
relevant, and finally the whole set of 95 features. The results
are shown in Fig. 5.

The configuration of the top 10 features is mostly balanced
between basic/derived features and non-semantic/semantic
ones. However, although in the first stage 6 out of 10 features
are derived, this ratio changes, and the difference between
both types, basic/derived, keeps increasing with the number
of features considered. Nonetheless, in the final group of 95,
almost all the derived features have been included (30 out
of 34), indicating the relevance of this feature type. Regarding
the semanticness, although non-semantic features are more
abundant in every stage, a balance is perceived and the differ-
ence between them never exceeds ten features, which does not
occur with the other types. As for the discourse-related type—
features related to the structure and composition of the text—
, from the very beginning, the structural features appear
minimal, notwithstanding that half of the total structural
features are considered relevant and are finally included in the
ML Selected group. In line with the results of the gen-
eral analysis performed in Section V-B1, all types of fea-
tures need to be included to obtain a fully representative
set that is capable of conveying the peculiarity of different
genres.

Taking into account the resultant feature ranking computed
by the designed algorithm, a second analysis of the thirtymost
important features of the ML Selected group was conducted.
Fig. 6 includes these features displaying their importance
coefficient. A first glance at the figure shows that those
features at the top of the list have a much higher coefficient
of importance than the rest. It is to be expected that these
characteristics are predominant in one of the genres, as their
importance derives from the capabilities they provide the
models for correctly discriminating and classifying docu-
ments. A connection could be suggested a priori between the
features and the genres to which they are related. For instance,
parenthesis may be more common in reviews, and maybe
proper nouns in news or quotation marks in dialogues within
tales. Nevertheless, this type of analysis would be limited to
our interpretations, underscoring the importance of a more
objective and deeper approach.

As set out previously, the intention of this work is to
leverage theML Selected group of features so that they can be
exploited as more than amere ingredient for anML setup, and
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FIGURE 5. Analysis of the ML Selected type composition. Each row corresponds to the inner
composition of the first 10, 30, 60 and 95 most relevant ML Selected features, considering
the triple criteria introduced in Section V-B1.

can provide a description of the feature set and specific and
well-founded conclusions about each genre. For this purpose,
a further analysis is performed considering the contribution
of the relevant features for each concrete genre, once again
harnessing ML strategies. Details and results are described in
the next section.

3) FEATURE ANALYSIS PER GENRE
Artificial Intelligence and ML currently represent two pow-
erful tools for progress in multiple areas of science and every-
day life. In recent times, a necessity to understand how their
complex algorithms reach conclusions has encouraged a shift
towards developing techniques able to provide such insights,
namely Explainable ML or Augmented ML [41], [42]. The
creation of tools that can explain how features condition a
model’s decisions is one of the objectives of Explainable ML,
which is why we have adopted such perspective in this study.

Among the several libraries devoted to improving model
interpretability, we selected ELI512 (Explain like I’m five)

12https://eli5.readthedocs.io/en/latest/

a Python tool which explains theweights given to each feature
and predictions made by scikit-learn models. ELI5 was used
then to evaluate theML Selected group of features against one
of the models in the BMs set, in this case, the SGD model.

Fig. 7 displays the results provided by ELI5. Each column
corresponds to a genre and the weights therein show how
much a feature has contributed to the classification of the
genre. Their absolute values indicate the relevance of the fea-
ture, either in a positive or a negative way. A thorough study
of such information was conducted also considering previous
theoretical knowledge regarding the nature and composition
of the genres involved. Subsequently, each genre has been
discussed separately.

• News
According to the results ELI5 has elaborated for this first
genre, the characteristics which help most to identify
any text as a piece of news are both proper nouns and
the named entities mentioned in news. This is reflected
in Fig. 7 with the high and positive weight reported
for the frequency of proper nouns per sentence in news
documents (NNPXsent), as well as with the total number
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FIGURE 6. The 30 most relevant features of the 95 selected by the different ML strategies,
after sorting them by their importance coefficient, which results from a combination of the
votes—i.e. number of methods that selected the feature—, and the averaged importance
score also retrieved from such methods.

of proper nouns per document (c_NNP). Moreover, this
is also confirmed by the high weight assigned to named
entities made up of two words (NER_length_2), which
include proper nouns, organizations, locations and other
types.
The high frequency that prevails in these features coin-
cides with Van Dijk’s linguistic theory [43] where
he stated that news prototypical structure followed
a ’top-to-bottom’ pattern. Considering this pattern,
we observed that the most relevant information is intro-
duced at the beginning of the text, and when all the
important elements have been mentioned, then the con-
tent goes back again to pieces of information already
introduced, in order to add further information of less
importance, such as comments, secondary details, etc.
Therefore, proper nouns are a fundamental feature of
this genre, as they lead the introduction and development
of the information by means of their repetition so as
to add new excerpts of the events, always recognizing
what or whom we are referring to at any moment. This
structure is directly related to another feature which also

favors the identification of the news genre, and that is
the number of sentences containing time expressions
(E_c_timexes), because if we allude to the same events
along the piece of news, we need to make use of several
time expressions in order to locate the events in the
temporal context and thus arrange the timeline of those
actions.
In the same vein, the results shows that two other
features help to identify this genre. First, is the
number of sentences containing quotation marks
(E_quotation_marks). Quotation helps to distinguishes
between the narrator level and the statements of the
people involved in the event by using the first per-
son with direct speech. According to Van Dijk’s, this
type of quote-based narrative is one of the linguistic
mechanism journalist use in order to provide a plausi-
bly disinterested piece of news [43]. Second, we also
find the total number of words which contain at least
7 letters (word_length_min_7), which shows this genre’s
preference for the use of terminology from each of
the linguistic fields related to the facts, by means of
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FIGURE 7. Feature contribution analysis performed by ELI5 for the classification of different textual genres (SGD model
evaluated).

the creation of nominalizations [43], mainly due to the
formal register of news.
In the same way that the profuse presence of certain
features in the documents helps to better classify the
texts as news, the scarcity of others also affects the
identification of the genre. This shortage is expressed
by the low numerical value that such features present,
which appears in the ELI5 summary indicated by the
negative weights.
According to the results, one of the features whose
small value seems to help to the classification of a
text as news is the number of words with 4 letters
that are included along the documents (word_length_4).
This might occur, as we have previously mentioned,
because longer words benefit the identification of ter-
minology linked to the formal register of news and can
convey more precise meaning, whereas 4-letter words
may belong to any type of register, being more frequent
in general speech than inside the terminology used in
specialized fields.
Likewise, another two features to consider are the pro-
portion of adjectives to the number of nouns (adj_nouns)
and the total number of adverbs (synsetAdv) used in
the documents, which appear to be more related to the
reviews and they will be analyzed and better explained
within that context. Similarly, the feature that accounts
for the number of sentences in parenthesis in each text
(sent_parenthesis) becomes the feature with the least
weight when classifying texts as news because, as will
be shown hereafter, a high frequency of this feature,
i.e., a high number of parenthesis within the document,
helps the model to classify and define a document as a
review.

The overall trend of news texts is to make a greater use
of nominalizations and noun phrases above every other
grammatical category, since they convey a higher infor-
mational density [44]. This notion consistently reflects
the importance of longer words in these texts, as afore-
mentioned and also explains the low ratio of verbal
phrases per sentence (VPXsent).

• Reviews
Reviews share personal experiences of consuming prod-
ucts or services. As for online reviews, the author tends
to be non-professional and addresses their audience as
peers [45]. This communicative action entails a high
degree of personal involvement compared to other gen-
res such as news, which is typically objective. The fea-
ture that was found to bemost useful to help themodel to
identify the text as a review is the presence of sentences
in parenthesis within a text (sent_parenthesis). While
a high value of the feature is indicative of a review,
the converse—a low value—will enable the model to
classify the text as an alternative genre. Indeed, the result
of this feature was negative in news and tales, but
nonetheless proved to be a determining feature for the
classification of these text genres. Hence, the use of
parenthesis in reviews is a informal means by which
the author can add brief snippets of information about
the product (e.g. ‘(800RMB / 8 hours / overtime ok)’),
address peers directly and informally (e.g. ‘(Did I men-
tion that this film is a disaster?)’), or express emotion
or mental states (e.g. ‘(What the heck?!)’). This finding
is consistent with Vasquez’s analysis of the resources
deployed by users in review texts [46]. Moreover, ques-
tion marks have been identified as a relevant rhetori-
cal element for transmitting emotion [47], [48]. This is
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indeed consistent with ELI5 findings regarding interrog-
ative sentences (sent_interrogative), which appear to be
among themost relevant features for classifying reviews.
The results show a positive weight, i.e. a high numeri-
cal value both for the feature predicative complements
(predicative_complement) and for the average number
of verb phrases per sentence in this genre (VPXsent).
This may be due to the very nature of the reviews and
the motivation of the reviewer, who voluntarily writes
these comments to share experiences and help others,
either by criticizing or praising the product. In any case,
the user normally tries to include as much information
as possible, both in the evaluation part (‘the laptop is
incredibly light’), and in the product description (‘the
room was not insulated’). In this context, an extensive
use of the predicative complements seems adequate, and
if the user has a lot of information to include, their
density will be high. Moreover, another characteristic
with a high position in the table for reviews is the number
of adverbs in each document of such genre (synsetAdv).
Adverbs have the capacity to include physical and tem-
poral contexts [49], so as to complete the description of
each product, its functioning, the circumstances inwhich
it is used, the environment or other matters. Another
way to enrich the description of the product relies on the
use of figures to precisely detail certain characteristics
(e.g. distance or time to the city center, start-up speed
of a system, number of product features. . . ). Consis-
tently, ELI5 detects as a positive distinguishing feature
the high value of the ratio between numbers and words
(numbers_words).
Next, we highlight those features which, due to their
low presence, help the model to identify documents
as reviews. The results indicate that documents show-
ing a low number of quotation marks, either consid-
ering the amount per document (quotation_marks) or
the number of sentences containing quotation marks
(E_quotation_marks), tend to be classified as reviews,
in contrast to news, where this feature has a high value.
Conversely, this feature does not appear in the relevant
list. At times, tales can include dialogue comprised of
quoted sentences but sometimes this type of dialog is
not present and, thus, no quotations are used. Therefore,
the value of the feature varies from one document to
another, and this variation could be the reason why, for
tales, quotation marks related features do not assist the
classification.
Absence of reporting verbs appears to be a remarkable
feature in the results, conveyed by the low value of
the feature that indicates the detection of events of this
nature (E_REPORTING). This finding is consistent with
the lack of quotation marks mentioned before. More-
over, this genre’s communicative purpose is ‘‘rating a
product or service’’ to help the Internet community to
check those opinions [50]. Hence, other types of verbs
are prominent, particularly those which help to rate or

describe users’ perception with respect to the product at
issue.
The reviews relate personal experiences told from the
author’s point of view with the aim of expressing his
opinion regarding a certain object. Thus, although the
third person is used to describe the product under con-
sideration, the number of personal pronouns in third
person per document (pers_pronouns_3P) is quite low,
and appears as negative, in contrast to what happens with
the children’s tales, which will be dealt with next.
Lastly, the number of commas per sentence (com-
mas_per_sent) and the number of commas per document
(c_commas) also affects the classification, with a nega-
tive weight for both. Despite the length of some reviews,
most of them typically use a kind of hybrid colloquial
text that mixes oral and written text. This is reflected by
the omission of apostrophes and punctuationmarks [51].
Thus, users prefer to shorten sentences or either separate
different events by means of other linguistic tools such
as discourse markers, which moreover help to develop
evaluative arguments, essential for this genre. The posi-
tive weight assigned to this feature confirms the relevant
role of this element for reviews (DiscM).

• Children’s tales
In order to analyze the features which contribute the
most to the identification of Children’s tales, we need
to take into consider that as children are the target audi-
ence, excerpts of information need to be simplified so
that children can assimilate the events as they unfold.
Hence, children’s tales should show ‘condensed style
and brevity’ [52]. This notions help us to analyze the
results from the ELI5 algorithm, as the features with the
highest weight in the table for tales are both the number
of commas per sentence (commas_per_sent) and the
total number of commas per document (c_commas).
These grammatical elements help the division of
the sentences, facilitating the progressive introduction
information.
Similarly, another feature to consider for the classi-
fication of this genre are the events that are intro-
duced chronologically for the development of the story,
which is considered suitable for children as especially
very young children may have problems reconstruct-
ing the actual flow of events unless they are ren-
dered chronologically’ [53]. Thus, we can confirm the
relevance of events in children’s tales with the posi-
tive weights for both the number of events per sen-
tence (eventsXsent) and the prevalence of occurrence
events among other types of events (occuXtot_even)—
see Table 8 in Appendix for event types definitions and
examples.
Lastly, on the analysis of findings related to features
relevant due to their positive weight, when it comes
to children’s tales both the proportion of interrogative
sentences in the corpus (sent_interrogative_prop) and
the number of exclamatory sentences in the documents
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(sent_exclamative) posses greater weight compared to
other features. Arguably, the use of interrogative and
exclamatory sentences are intended to emphasize emo-
tion in the salient parts of the tale, considering that ‘their
main rhetorical purpose is first to entertain’ [52].
Moving next to analyzing features with negative
weights, the one with the highest negative weight is the
number of sentences with parenthesis in the documents
(sent_parenthesis). This is likely due to the fact that
parenthesis aremainly used, as the previouslymentioned
literature affirms, to include even more information or to
clarify something already mentioned, whereas in chil-
dren’s tales there is a clear preference for simplicity and
concise language.
Furthermore, another feature to highlight for its limited
presence in tales is the ratio of proper nouns per sentence
(NNPXsent), directly connected also to the number of
proper nouns within a document (c_NNP). This low
presence in many children’s tales is likely driven by the
need for text simplification so that children can follow
the story line without confusing them andwithout divert-
ing attention from the events taking place. This charac-
teristic contrasts with other types of texts, such as news,
which need a clear identification of the elements, people
and locations, involved in unfolding and real events.
Therefore, children’s tales show a preference for ‘gen-
eral words and concrete nouns belonging to children’s
environment’ [54], so narratives are created with general
terms rather than specific entities so as to not lose the
child’s attention. Accordingly, characters of the stories
may be referenced by common names as a forest wolf,
the wonderful musician or a shoemaker, whereas places
are mentioned similarly, e.g. a city, a kingdom, etc. Not
surprisingly, other features that convey information on
the presence of named entities (NER_length_2, B-ORG,
B-MISC) receive negative weights, implying that for a
document to be qualified as a children’s tale, the values
of that characteristic have to be low.
Finally, comparing again this genre with news, another
feature with a negative weight is the number of words
with at least seven letters (word_length_min_7). This is
an unsurprising result, given that children’s tales include
frequently used, simple vocabulary and quite informal
language of a suitable level for their reading age to
challenge and develop their linguistic and vocabulary
skills [52].

This section presented a detailed study that analyzed each
genre separately, together with the subset of features that
were selected as most discriminating in Section V-B2, i.e.
the ML Selected group. The findings indicate that the auto-
matic processing discovered a set of features relevant for
each genre, and the results are aligned with previous work
that alludes to the functionality associated with each fea-
ture and its role within the genre involved. This step lays
the foundation for including such features in NLP strategies
and applications, and concludes the qualitative examination

conducted to address RQ2, which questioned the possibility
of characterizing each of the genres by using the set of
features that we designed.

VI. FURTHER ISSUES FOR CONSIDERATION
Ourworkwas developed under the acknowledged assumption
that genres are defined by communicative purposes and genre
types have a critical influence on the text’s shape. Given
this, genre-specific linguistic features are likely to be identi-
fiable. The present study proves that it is possible to research,
identify, analyze and explain these specific features for three
genres, reviews, news and children’s tales.

Despite the positive performance of our approach, and
the validation of our initial research questions, there are
some other issues that require development. First, although
a genre is typically related to a communicative objective, and
this is considered the dominant type, it is possible to detect
several stages or moves within the text linked to different
purposes [55]–[57]. For example, within a review, the main
purpose of the author may be to evaluate, and the secondary
one to describe the product or narrate the plot [45]. In the
same way, a children’s tale, which narrates to entertain, can
also have a moral intention as happens in fables. The present
work has not investigated a genre’s granularity in terms of its
communicative goal. This represents a merit worthy future
project since the more precise the categorization of the com-
municative objective, the more versatile the features become.

A second concern is related to the assumption of the errors
related to the different linguistic analysis tools. A posterior
analysis of the tools’ output indicated some mistakes when
performing tasks such as disambiguation or coreference res-
olution. Therefore, sometimes the value attributed to a certain
feature may not exactly reflect the properties of the text.
It would be the case, for example, when a word that appears
in capital letters is mislabeled as a named entity. There is
no definitive solution for this issue. It is inherent to NLP
tools due to the ambiguity and richness of the language.
Tools evolve, algorithms andmethods becomemore accurate.
However, a constant evaluation of the tools’ output needs
to be performed not only to facilitate their tuning but to
understand and measure the mistakes and their impact, and
thus, adjust accordingly.

A third element that we have not addressed, yet interesting
for this work, concerns the heterogeneity of the corpus and
the form of its texts. Notwithstanding that heterogeneity is
preferred because it may increase the classifier predictive
power, and thus the robustness of the approach, a careful
analysis of the texts brings to light important insights. In this
manner, one facet of language whose effects are worthy to
study is the temporal evolution of language, evidenced for
instance by comparing more recently published children’s
tales versus the stories of Andersen or Grimm Brothers.

A different phenomenon is produced within the Reviews
genre. Language in computer-mediated communication,
also named electronic discourse [58] or simply internet
language [59], has been increasingly recognized as a new
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TABLE 8. Categories of events and examples.

TABLE 9. Categories of time expressions and examples from corpora.

linguistic variety. Spontaneity, linguistic economy or the need
of new devices to express emotions through written text,
are several factors that affect the shape of language in the
digital discourse [60]. User-generated content on reviews
falls in this category, in which language usage tends to be
informal and unconventional. This represent a challenge for
the NLP field. Thus, although it has been demonstrated that

the features designed in this work can appropriately iden-
tify the reviews, an improvement would be expected if the
linguistic tools were able to adequately interpret the new
word-formations developed for effectively communicate in
space of virtual interactions. Some examples of this irreg-
ular yet flexible use of language would be the presence of
abbreviations (e.g. ‘lol’, ‘dunno’, ‘b4’ instead ‘before’) or
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TABLE 10. Description of the features designed. It has been included the definition of each feature, together with its classification signature according to
the criteria defined in Table 5, with Comp. standing for Complexity in the calculation, Sem. standing for Semanticity and Disc. referring to whether the
feature is related with the structure of the discourse or not
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TABLE 10. (Continued.) Description of the features designed. It has been included the definition of each feature, together with its classification signature
according to the criteria defined in Table 5, with Comp. standing for Complexity in the calculation, Sem. standing for Semanticity and Disc. referring to
whether the feature is related with the structure of the discourse or not

the employment of non-standard spellings and interjections
(e.g. ‘Noooooo!!!’,‘Arghhh!!’) together with textual emoti-
cons (e.g. ‘xD’, ‘:-)’) to express emotions.

VII. CONCLUSION AND FUTURE WORK
The analysis conducted in this paper was performed to
broaden the comprehension of the genres as expressions of
communicative objectives so that findings may be beneficial
to the NLP field. Our efforts were focused on the construction
of a set of linguistically inspired features that needed to be
expressive enough to articulate what is specific to a given
genre, as opposed to others. This robust set of features could
be employed in NLP disciplines, both those that involve tasks
which need to understand language to be successful, as well
as those which aim to create text. Therefore, two research
questions were raised whose answers would confirm whether
the designed set of features could contain enough information
to distinguish between several genres and also express the
peculiarities of each one separately.

Based on the extant literature and observation, we built
the set of features with a significant linguistic load, a total
of 153 features containing lexical, grammatical, seman-
tic information beyond the sentence level. A classification
framework was set up to verify the feature suitability in
terms of our main purpose and, subsequently, a corpus com-
posed of news, stories and reviews in English was assembled
specifically for the project. Next, we performed a twofold
assessment of the features.

First, we fine-tuned a series of models to find out whether
the set of features would succeed regardless of the classifier.
Then, we analyzed the models performance in terms of accu-
racy, and all of them delivered outstanding results. Second,
we conducted a quality assessment of the features at different
levels. A typology was defined to ascertain which type of
features were more influential for the classification. The find-
ings suggest that a group of heterogeneous features provides
a more accurate representation of the genre’s peculiarities,
presumably because a particular genre’s distinctive nature
is not determined by a unique linguistic level. Furthermore,
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we leveraged feature selection techniques to analyze which
features were more discriminant among the 153 designed.
We ended up with a set of 95 features, not surprisingly com-
prised of all the types of features proposed previously. Lastly,
we performed a specific analysis for each of the three genres,
reviewing the behavior of the features that most contributed
to distinguish each one.

The results highlight how our features are consistent with
previous theoretical studies, and thereby endorse our strat-
egy as a valuable framework to boost and enhance research
that investigates the links between linguistic dimensions and
discourse functions. Our contribution here is twofold: we
provide a solid feature set that can be adjusted to any other
genre; and also a methodology that enable the inclusion and
evaluation of new features if needed.

Nonetheless, there is still plenty of room for improvement.
A thorough examination of the features not selected for the
ML Selected group, for example, would be advisable. The
approach presented could be extended not only to more
genres, but to different languages, assuming the existence
of the required linguistic tools. Furthermore, a step beyond
regarding events and their relationwith agents and timewould
aid understanding of narrative and argumentation, maybe
by including graphs in the process. These would be bene-
ficial for tasks like question answering, textual entailment
or story generation. From here, emerges the next challenge;
to include these features within a generation framework and
thus, investigate how to create text according to a specific
communicative objective. The findings achieved in this work
pave the way for what comes next.

APPENDIX
As additional information, we provide some examples of
the type of events and the type of time expressions the
tool CAEVO provides. Events appear in Table 8 whereas
time expressions in Table 9. Besides, Table 10 includes a
complete description of all the designed features, together
with their classification according to the typology defined
in Section V-B1.
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