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The advent of media sharing platforms and the easy availability of advanced
photo or video editing software have resulted in a large quantity of manipulated
images and videos being shared on the internet. While the intent behind such ma-
nipulations varies widely, concerns on the spread of fake news and misinformation
is growing. Therefore, detecting manipulation has become an emerging necessity.
Different from traditional classification, semantic object detection or segmentation,
manipulation detection/classification pays more attention to low-level tampering ar-
tifacts than to semantic content. The main challenges in this problem include (a)
investigating features to reveal tampering artifacts, (b) developing generic models
which are robust to a large scale of post-processing methods, (c) applying algo-
rithms to higher resolution in real scenarios and (d) handling the new emerging
manipulation techniques. In this dissertation, we propose approaches to tackling
these challenges.

Manipulation detection utilizes both low-level tamper artifacts and semantic



contents, suggesting that richer features needed to be harnessed to reveal more
evidence. To learn rich features, we propose a two-stream Faster R-CNN network
and train it end-to-end to detect the tampered regions given a manipulated image.
Experiments on four standard image manipulation datasets demonstrate that our
two-stream framework outperforms each individual stream, and also achieves state-
of-the-art performance compared to alternative methods with robustness to resizing
and compression.

Additionally, to extend manipulation detection from image to video, we in-
troduce VIDNet, Video Inpainting Detection Network, which contains an encoder-
decoder architecture with a quad-directional local attention module. To reveal ar-
tifacts encoded in compression, VIDNet additionally takes in Error Level Analysis
(ELA) frames to augment RGB frames, producing multimodal features at different
levels with an encoder.

Besides, to improve the generalization of manipulation detection model, we
introduce a manipulated image generation process that creates true positives using
currently available datasets. Drawing from traditional work on image blending, we
propose a novel generator for creating such examples. In addition, we also propose
to further create examples that force the algorithm to focus on boundary artifacts
during training. Extensive experimental results validate our proposal.

Furthermore, to apply deep learning models to high resolution scenarios ef-
ficiently, we treat the problem as a mask refinement given a coarse low resolution
prediction. We propose to convert the regions of interest into strip images and com-

pute a boundary prediction in the strip domain. Extensive experiments on both the



public and a newly created high resolution dataset strongly validate our approach.

Finally, to handle new emerging manipulation techniques while preserving per-
formance on learned manipulation, we investigate incremental learning. We propose
a multi-model and multi-level knowledge distillation strategy to preserve perfor-
mance on old categories while training on new categories. Experiments on standard
incremental learning benchmarks show that our method improves the overall per-

formance over standard distillation techniques.
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Chapter 1: Introduction and Motivation

Recent decades have witnessed a rapid development of deep learning, and
it has been applied to various applications including image/video editing, gener-
ative model, object recognition and detection. However, the improving result of
photo/video editing has raised a lot of concerns about malicious purposes or mis-
information. As a result, research comes to light which combines traditional foren-
sics approaches with deep learning to fight against the fake media. In this thesis,
we mainly tackle four different challenges to improve forensic detection with deep
learning— a) harnessing rich features to find evidence of tampering. b) improving
the generalization of deep learning based forensic models. c¢) exploring efficient solu-
tions to apply deep learning model at different scales. d) extending the application
of the learned model to new emerging manipulation techniques.

In Chapter 2, we introduce a two-stream RGB-N network to learn rich features
for manipulation detection. One of the two streams is an RGB stream whose purpose
is to extract features from the RGB image input to find tampering artifacts like
strong contrast difference, unnatural tampered boundaries, and so on. The other
is a noise stream that leverages the noise features extracted from a steganalysis

rich model filter layer to discover the noise inconsistency between authentic and



tampered regions. We then fuse features from the two streams through a bilinear
pooling layer to further incorporate spatial co-occurrence of these two modalities.

In Chapter 3, we take the temporal dimension into account and detect the
inpainting manipulation within videos. A inpainting detection network VIDNet is
then proposed to reveal both spatial and temporal artifacts. The features are learned
by our network based on both the compression coefficient artifacts and visual RGB
artifacts. After that, the features of these two modalities are further decoded by
a Convolutional LSTM to predict masks of inpainted regions. In addition, when
detecting whether a pixel is inpainted or not, we present a quad-directional local
attention module that borrows information from its surrounding pixels from four
directions. Extensive experiments are conducted to validate our approach. We
demonstrate that VIDNet outperforms by clear margins alternative inpainting de-
tection methods.

In Chapter 4, we propose combining a generative model to augment train-
ing data and thus improve the generalization of the learned model. The network
first automatically generates both hard and easy examples, and then segments both
boundary artifacts and the interior regions, and finally replaces the predicted arti-
facts with original regions to refine the predicted result.

In Chapter 5, we study the problem of high resolution boundary refinement to
extend the deep learning model to real scenario. We propose transforming the image
into an image strip domain to reduce the computation and memory consumption.
To detect the target boundary at high resolution, we present a framework with two

prediction layers. First, all potential boundaries are predicted as an initial prediction



and then a selection layer is used to pick the target boundary and smooth the result.
To encourage accurate prediction, a loss which measures the boundary distance in
the strip domain is introduced. In addition, we enforce a matching consistency and
CO continuity regularization to the network to reduce false alarms.

In Chapter 6, we further investigate incremental learning to make deep learn-
ing models robust to new emerging categories while avoiding forgetting the previous
learned knowledge. We leverage all previous model snapshots as the teacher to ob-
tain previous knowledge while trained on new categories. In addition, we incorporate
an auxiliary distillation to further preserve knowledge encoded at the intermediate
feature levels. To make the model more memory efficient, we adapt mask based
pruning to reconstruct all previous models with a small memory footprint.

In Chapter 7, we summarize this dissertation and discuss potential directions

for the future research.



Chapter 2: Learning Rich Features for Image Manipulation Detec-

tion

2.1 Introduction

With the advances of image editing techniques and user-friendly editing soft-
ware, low-cost tampered or manipulated image generation processes have become
widely available. Among tampering techniques, splicing, copy-move, and removal
are the most common manipulations. Image splicing copies regions from an authen-
tic image and pastes them to other images, copy-move copies and pastes regions
within the same image, and removal eliminates regions from an authentic image
followed by inpainting. Sometimes, post-processing like Gaussian smoothing will
be applied after these tampering techniques. Examples of these manipulations are
shown in Figure 2.1. Even with careful inspection, humans find it difficult to recog-
nize the tampered regions.

As a result, distinguishing authentic images from tampered images has become
increasingly challenging. The emerging research focusing on this topic — image
forensics — is of great importance because it seeks to prevent attackers from using

their tampered images for unscrupulous business or political purposes. In contrast to
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Figure 2.1: Examples of tampered images that have undergone different tampering
techniques. From the top to bottom are the examples showing manipulations of
splicing, copy-move and removal.
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Figure 2.2: Mlustration of our two-stream Faster R-CNN network. The RGB stream
models visual tampering artifacts, such as unusually high contrast along object
edges, and regresses bounding boxes to the ground-truth. The noise stream first
obtains the noise feature map by passing input RGB image through an SRM filter
layer, and leverages the noise features to provide additional evidence for manipu-
lation classification. The RGB and noise streams share the same region proposals
from RPN network which only uses RGB features as input. The Rol pooling layer
selects spatial features from both RGB and noise streams. The predicted bounding
boxes (denoted as ‘bbx_pred’) are generated from RGB Rol features. A bilinear
pooling [1,2] layer after Rol pooling enables the network to combine the spatial
co-occurrence features from the two streams. Finally, passing the results through
a fully connected layer and a softmax layer, the network produces the predicted
label (denoted as ‘cls_pred’) and determines whether predicted regions have been
manipulated or not.



current object detection networks [10-15] which aim to detect all objects of different
categories in an image, a network for image manipulation detection would aim to
detect only the tampered regions (usually objects). We investigate how to adopt
object detection networks to perform image manipulation detection by exploring
both RGB image content and image noise features.

Recent work on image forensics utilizes clues such as local noise features [16,17]
and Camera Filter Array (CFA) patterns [18] to classify a specific patch or pixel [5]
in an image as tampered or not, and localize the tampered regions [18-20]. Most
of these methods focus on a single tampering technique. A recently proposed ar-
chitecture [21] based on a Long Short Term Network (LSTM) segments tampered
patches, showing robustness to multiple tampering techniques by learning to detect
tampered edges. Here, we propose a novel two-stream manipulation detection frame-
work, which not only models visual tampering artifacts (e.g., tampered artifacts near
manipulated edges), but also captures inconsistencies in local noise features.

More specifically, we adopt Faster R-CNN [10] within a two-stream network
and perform end-to-end training. A summary of our method is shown in Figure
2.2. Deep learning detection models like Faster R-CNN [10] have demonstrated
good performance on detecting semantic objects over a range of scales. The Region
Proposal Network (RPN) is the component in Faster R-CNN that is responsible for
proposing image regions that are likely to contain objects of interest, and it can be
adapted for image manipulation detection. For distinguishing tampered regions from
authentic regions, we utilize features from the RGB channels to capture clues like

visual inconsistencies at tampered boundaries and contrast effect between tampered
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regions and authentic regions. The second stream analyzes the local noise features
in an image.

The intuition behind the second stream is that when an object is removed
from one image (the source) and pasted into another (the target), the noise features
between the source and target images are unlikely to match. These differences can
be partially masked if the user subsequently compresses the tampered image [17,22].
To utilize these features, we transform the RGB image into the noise domain and
use the local noise features as the input to the second stream. There are many ways
to produce noise features from an image. Based on recent work on steganalysis rich
model (SRM) for manipulation classification [16,23], we select SRM filter kernels to
produce the noise features and use them as the input channel to the second Faster
R-CNN network.

Features from these two streams are then bi-linearly pooled for each Region
of Interest (Rol) to detect tampering artifacts based on features from both streams,
see Figure 2.2.

Previous image manipulation datasets [4,24-26] contain only several hundred
images, not enough to train a deep network. To overcome this, we created a syn-
thetic tampering dataset based on COCO [27] for pre-training our model and then
finetuned the model on different datasets for testing. Experimental results of our
approach on four standard datasets demonstrate promising performance.

Our contribution is two-fold. First, we show how a Faster R-CNN frame-
work can be adapted for image manipulation detection in a two-stream fashion. We

explore two modalities, RGB tampering artifacts and local noise feature inconsis-



tencies, bilinearly pooling them to identify tampered regions. Second, we show that
the two streams are complementary for detecting different tampered techniques,
leading to improved performance on four image manipulation datasets compared to

state-of-the-art methods.

2.2 Related Work

Research on image forensics consists of various approaches to detect the low-
level tampering artifacts within a tampered image, including double JPEG compres-
sion [22], CFA color array anaylsis [18] and local noise analysis [28]. Specifically,
Bianchi et al. [22] propose a probabilistic model to estimate the DCT coefficients
and quantization factors for different regions. CFA based methods analyze low-level
statistics introduced by the camera internal filter patterns under the assumption
that the tampered regions disturb these patterns. Goljan et al. [18] propose a Gaus-
sian Mixture Model (GMM) to classify CFA present regions (authentic regions) and
CFA absent regions (tampered regions).

Recently, local noise features based methods, like the steganalysis rich model
(SRM) [23], have shown promising performance in image forensics tasks. These
methods extract local noise features from adjacent pixels, capturing the inconsis-
tency between tampered regions and authentic regions. Cozzolino et al. [28] explore
and demonstrate the performance of SRM features in distinguishing tampered and
authentic regions. They also combine SRM features by including the quantization

and truncation operations with a Convolutional Neural Network (CNN) to perform



manipulation localization [29]. Rao et al. [30] use an SRM filter kernel as initializa-
tion for a CNN to boost the detection accuracy. Most of these methods focus on
specific tampering artifacts and are limited to specific tampering techniques. We
also use these SRM filter kernels to extract low-level noise that is used as the input
to a Faster R-CNN network, and learn to capture tampering traces from the noise
features. Moreover, a parallel RGB stream is trained jointly to model mid- and
high-level visual tampering artifacts.

With the success of deep learning techniques in various computer vision and
image processing tasks, a number of recent techniques have also employed deep
learning to address image manipulation detection. Chen et al. [31] add a low pass
filter layer before a CNN to detect median filtering tampering techniques. Bayar et
al. [32] change the low pass filter layer to an adaptive kernel layer to learn the filtering
kernel used in tampered regions. Beyond filtering learning, Zhang et al. [33] propose
a stacked autoencoder to learn context features for image manipulation detection.
Cozzolino et al. [19] treat this problem as an anomaly detection task and use an
autoencoder based on extracted features to distinguish those regions that are difficult
to reconstruct as tampered regions. Salloum et al. [34] use a Fully Convolutional
Network (FCN) framework to directly predict the tampering mask given an image.
They also learn a boundary mask to guide the FCN to look at tampered edges,
which assists them in achieving better performance in various image manipulation
datasets. Bappy et al. [21] propose an LSTM based network applied to small image
patches to find the tampering artifacts on the boundaries between tampered patches

and image patches. They jointly train this network with pixel level segmentation
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to improve the performance and show results under different tampering techniques.
However, only focusing on nearby boundaries provides limited success in different
scenarios, e.g., removing the whole object might leave no boundary evidence for
detection. Instead, we use global visual tampering artifacts as well as the local
noise features to model richer tampering artifacts. We use a two-stream network
built on Faster R-CNN to learn rich features for image manipulation detection. The
network shows robustness to splicing, copy-move and removal. In addition, the

network enables us to make a classification of the suspected tampering techniques.

2.3 Proposed Method

We employ a multi-task framework that simultaneously performs manipulation
classification and bounding box regression. RGB images are provided in the RGB
stream (the top stream in Figure 2.2), and SRM images in the noise stream (the
bottom stream in Figure 2.2). We fuse the two streams through bilinear pooling
before a fully connected layer for manipulation classification. The RPN uses the

RGB stream to localize tampered regions.

2.3.1 RGB Stream

The RGB stream is a single Faster R-CNN network and is used both for
bounding box regression and manipulation classification. We use a ResNet 101
network [35] to learn features from the input RGB image. The output features of

the last convolutional layer of ResNet are used for manipulation classification.
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The RPN network in the RGB stream utilizes these features to propose Rol

for bounding box regression. Formally, the loss for the RPN network is defined as

LRPN(gw fz =

l Z Lcls g’” gz

Zg veg(fir 1), (2.1)

Teg

where ¢; denotes the probability of anchor ¢ being a potential manipulated region
in a mini batch, and g denotes the ground-truth label for anchor 7 to be positive.
The terms f;, f7 are the 4 dimensional bounding box coordinates for anchor i and
the ground-truth, respectively. L. denotes cross entropy loss for RPN network and
L.y denotes smooth L, loss for regression for the proposal bounding boxes. N
denotes the size of a mini-batch in the RPN network. N,, is the number of anchor
locations. The term A is a hyper-parameter to balance the two losses and is set to 10.
Note that in contrast to traditional object detection whose RPN network searches
for regions that are likely to be objects, our RPN network searches for regions that
are likely to be manipulated. The proposed regions might not necessarily be objects,

e.g., the case in the removal tampering process.

2.3.2 Noise Stream

RGB channels are not sufficient to tackle all the different cases of manipula-

tion. In particular, tampered images that were carefully post processed to conceal
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the splicing boundary and reduce contrast differences are challenging for the RGB
stream.

So, we utilize the local noise distributions of the image to provide additional
evidence. In contrast to the RGB stream, the noise stream is designed to pay
more attention to noise rather than semantic image content. This is novel — while
current deep learning models do well in representing hierarchical features from RGB
image content, no prior work in deep learning has investigated learning from noise
distributions in detection. Inspired by recent progress on SRM features from image
forensics [23], we use SRM filters to extract the local noise features (examples shown
in Figure 2.3) from RGB images as the input to our noise stream.

In our setting, noise is modeled by the residual between a pixel’s value and the
estimate of that pixel’s value produced by interpolating only the values of neigh-
boring pixels. Starting from 30 basic filters, along with nonlinear operations like
maximum and minimum of the nearby outputs after filtering, SRM features gather
the basic noise features. SRM quantifies and truncates the output of these filters
and extracts the nearby co-occurrence information as the final features. The feature
obtained from this process can be regarded as a local noise descriptor [28]. We find
that only using 3 kernels can achieve decent performance, and applying all 30 kernels
does not give significant performance gain. Therefore, we choose 3 kernels, whose
weights are shown in Figure 2.4, and directly feed these into a pre-trained network
trained on 3-channel inputs. We define the kernel size of the SRM filter layer in the
noise stream to be 5 x 5 x 3. The output channel size of our SRM layer is 3.

The resulting noise feature maps after the SRM layer are shown in the third

13



Tampered image Visual artifacts Noise Ground-truth

Figure 2.3: Illustration of tampering artifacts. Two examples showing tampering
artifacts in the original RGB image and in the local noise features obtained by the
SRM filter layer. The second column is the amplified regions for the red bounding
boxes in the first column. As shown in the second column, the unnaturally high
contrast along the baseball player’s edges provides a strong cue about the presence of
tampering. The third column shows the local noise inconsistency between tampered
regions and authentic regions. In different scenarios, visual information and noise
features play a complementary role in revealing tampering artifacts.
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Figure 2.4: The three SRM filter kernels used to extract noise features.
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column of Figure 2.3. It is clear that they emphasize the local noise instead of
image content and explicitly reveal tampering artifacts that might not be visible in
the RGB channels. We directly use the noise features as the input to the noise stream
network. The backbone convolutional network architecture of the noise stream is
the same as the RGB stream. The noise stream shares the same Rol pooling layer
as the RGB stream. For bounding box regression, we only use the RGB channels
because RGB features perform better than noise features for the RPN network based

on our experiments (See Table 2.1).

2.3.3 Bilinear Pooling

We finally combine the RGB stream with the noise stream for manipulation
detection. Among various fusion methods, we apply bilinear pooling on features
from both streams. Bilinear pooling [1], first proposed for fine-grained classification,
combines streams in a two-stream CNN network while preserving spatial information
to improve the detection confidence. The output of our bilinear pooling layer is x =
fEopfN, where frap is the Rol feature of the RGB stream and fy is the Rol feature
of the noise stream. Sum pooling squeezes the spatial feature before classification.
We then apply signed square root (z ¢ sign(z)+/|z]) and Ly normalization before
forwarding to the fully connected layer.

To save memory and speed up training without decreasing performance, we
use compact bilinear pooling as proposed in [2].

After the fully connected and softmax layers, we obtain the predicted class of
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the Rol regions, as indicated in Figure 2.2. We use cross entropy loss for manipu-
lation classification and smooth L; loss for bounding box regression. The total loss

function is:

Ltotal - LRPN + Ltamper(fRGBv fN) + Lbbox(fRGB)7 (22>

where Liyq denotes total loss. Lrpy denotes the RPN loss in RPN network. Ligmper
denotes the final cross entropy classification loss, which is based on the bilinear pool-
ing feature from both the RGB and noise stream. L., denotes the final bounding
box regression loss. frgp and fy are the Rol features from RGB and noise streams.

The summation of all terms produces the total loss function.

2.3.4 Implementation Detail

The proposed network is trained end-to-end. The input image as well as the
extracted noise features are re-sized so that the shorter length equals to 600 pixels.
Four anchor scales with size from 82, 162, 322 to 642 are used, and the aspect ratios
are 1:2, 1:1 and 2:1. The feature size after Rol pooling is 7 x 7 x 1024 for both
RGB and noise streams. The output feature size of compact bilinear pooling is set
to 16384. The batch size of RPN proposal is 64 for training and 300 for testing.

Image flipping is used for data augmentation. The Intersection-over Union
(IoU) threshold for RPN positive example (potential manipulated regions) is 0.7
and 0.3 for negative example (authentic regions). Learning rate is initially set to
0.001 and then is reduced to 0.0001 after 40K steps. We train our model for 110K

steps. At test time, standard Non-Maximum Suppression (NMS) is applied to reduce
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the redundancy of proposed overlapping regions. The NMS threshold is set to 0.2.

2.4  Experiments

We demonstrate our two stream network on four standard image manipulation
datasets and compare the results with state-of-the-art methods. We also compare
different data augmentations and measure the robustness of our method to resizing

and JPEG compression.

2.4.1 Pre-trained Model

Current standard datasets do not have enough data for deep neural network
training. To test our network on these datasets, we pre-train our model on our
synthetic dataset. We automatically create a synthetic dataset using the images and
annotations from COCO [27]. We use the segmentation annotations to randomly
select objects from COCO [27], and then copy and paste them to other images. The
training (90%) and testing set (10%) is split to ensure the same background and
tampered object do not appear in both training and testing set. Finally, we create
42K tampered and authentic image pairs. We will release this dataset for research
use. The output of our model is bounding boxes with confidence scores indicating
whether the detected regions have been manipulated or not.

To include some authentic regions in Region of Interest (Rol) for better com-
parison, We slightly enlarge the default bounding boxes by 20 pixels during training

so that both the RGB and noise streams learn the inconsistency between tampered
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AP Synthetic test

RGB Net 0.445
Noise Net 0.461
RGB-N noise RPN 0.472
Noise + RGB RPN 0.620
RGB-N 0.627

Table 2.1: AP comparison on our synthetic COCO dataset. The row is the model
architectures, where RGB Net is a single Faster R-CNN using RGB image as input;
Noise Net is a single Faster R-CNN using noise feature map as input; RGB-N noise
RPN is a two-stream Faster R-CNN using noise features for RPN network. Noise +
RGB RPN is a two-stream Faster R-CNN using both noise and RGB features as the
input of RPN network. RGB-N is a two-stream Faster R-CNN using RGB features
for RPN network.

and authentic regions.

We train our model end-to-end on this synthetic dataset. The ResNet 101
used in Faster R-CNN is pre-trained on ImageNet. We use Average Precision (AP)
for evaluation, the metric of which is the same as COCO [27] detection evaluation.
We compare the result of the two-stream network with each one of the streams in
Table 2.1. This table shows that our two-stream network performs better than each
single stream. Also, the comparison among RGB-N, RGB-N using noise features as
RPN and RPN uses both features shows that RGB features are more suitable than

noise features to generate region proposals.

2.4.2 Testing on Standard Datasets

Datasets. We compare our method with current state-of-the-art methods on
NIST Nimble 2016 [25] (NIST16), CASIA [3,26], COVER [4] and Columbia dataset.

e NIST16 is a challenging dataset which contains all three tampering techniques.
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Datasets NIST16 CASIA Columbia COVER

Training 404 5123 - 75
Testing 160 921 180 25

Table 2.2: Training and testing split (number of images) for four standard datasets.
Columbia is only used for testing the model trained on our synthetic dataset.

The manipulations in this dataset are post-processed to conceal visible traces. They
also provide ground-truth tampering mask for evaluation.

e CASIA provides spliced and copy-moved images of various objects. The tampered
regions are carefully selected and some post processing like filtering and blurring
is also applied. Ground-truth masks are obtained by thresholding the difference
between tampered and original images. We use CASIA 2.0 for training and CASIA
1.0 for testing.

e COVER is a relatively small dataset focusing on copy-move. It covers similar
objects as the pasted regions to conceal the tampering artifacts (see the second row
in Figure 2.1). Ground-truth masks are provided.

e Columbia dataset focuses on splicing based on uncompressed images. Ground-
truth masks are provided.

To fine-tune our model on these datasets, we extract the bounding box from
the ground-truth mask. We compare with other approaches on the same training
and testing split protocol as [21] (for NIST16 and COVER) and [34] (for Columbia
and CASIA). See Table 2.2.

Evaluation Metric. We use pixel level F} score and Area Under the receiver
operating characteristic Curve (AUC) as our evaluation metrics for performance

comparison. Fj score is a pixel level evaluation metric for image manipulation
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detection, as discussed in [34,36]. We vary different thresholds and use the highest
F} score as the final score for each image, which follows the same protocol in [34,36].
We assign the confidence score to every pixel in the detected bounding boxes for
pixel-level AUC evaluation.

Baseline Models. We compare our proposed method with various baseline models
as described below:

e ELA: An error level analysis method [37] which aims to find the compression error
difference between tampered regions and authentic regions through different JPEG
compression qualities.

e NOI1: A noise inconsistency based method using high pass wavelet coefficients to
model local noise [38].

e CFA1:A CFA pattern estimation method [39] which uses nearby pixels to approx-
imate the camera filter array patterns and then produces the tampering probability
for each pixel.

e MFCN: A multi-task edge-enhanced FCN based network [34] jointly detecting
tampered edges using edge binary masks and tampered regions using tampered
region masks.

e J-LSTM: An LSTM based network [21] jointly training patch level tampered edge
classification and pixel level tampered region segmentation.

e RGB Net: A single Faster R-CNN network with RGB images as input. i.e., our
RGB Faster R-CNN stream.

e Noise Net: A single Faster R-CNN network with noise feature map as input
obtained from a SRM filter layer. The RPN network uses noise features in this case.
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NIST16 Columbia COVER CASIA

ELA [37] 0.236 0.470 0.222 0.214
NOI1 [38] 0.285 0.574 0.269 0.263
CFA1 [39] 0.174 0.467 0.190 0.207
MFCN [34] 0.571 0.612 - 0.541
RGB Net 0.567 0.585 0.391 0.392
Noise Net 0.521 0.705 0.355 0.283
Late Fusion 0.625 0.681 0.371 0.397

RGB-N (ours) 0.722 0.697 0.437 0.408

Table 2.3: F} score comparison on four standard datasets. ‘-’ denotes that the result
is not available in the literature.

NIST16 Columbia COVER CASIA

ELA [37] 0.429 0.581 0583  0.613
NOI1 [38] 0.487 0.546 0587  0.612
CFA1 [39] 0.501 0.720 0485  0.522
J-LSTM [21] 0.764 - 0.614 -

RGB Net 0.857 0.796 0.789  0.768
Noise Net 0.881 0.851 0.753  0.693
Late Fusion 0.924 0.856 0.793  0.777

RGB-N (ours) 0.937  0.858  0.817  0.795

Table 2.4: Pixel level AUC comparison on four standard datasets. ‘-’ denotes that
the result is not available in the literature.

e Late Fusion: Direct fusion combining all detected bounding boxes for both RGB
Net and noise Net. The confidence scores of the overlapping detected regions from
the two streams are set to the maximum one.
e RGB-N: Bilinear pooling of RGB stream and noise stream for manipulation clas-
sification and RGB stream for bounding box regression. i.e.our full model.

We use the F scores of NOI1, CFA1 and ELA reported in [34] and run the
code provided by [36] to obtain the AUC results. The results of MFCN and J-LSTM
are replicated from the original literatures as their code is not publicly available.

Table 2.3 shows the F} score comparison between our method and the base-
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Tampered image Ground-truth RGB Net result Noise Net result RGB-N result

Figure 2.5: Qualitative visualization of results. The top row shows a qualitative
result from the COVER dataset. The copy-moved bag confuses the RGB Net, and
the noise Net. RGB-N achieves a better detection in this case because it combines
the features from the two streams. The middle row shows a qualitative result from
the Columbia. The RGB Net produces a more accurate result than noise stream.
Taking into account both streams produces a better result for RGB-N. The bot-
tom row shows a qualitative result from the CASIA1.0. The spliced object leaves
clear tampering artifacts in both the RGB and noise streams, which yields precise
detections for the RGB, noise, and RGB-N networks.
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Authentic image Tampered image Noise map Ground-truth Detection result

Ccopy move,

Figure 2.6: Qualitative results for multi-class image manipulation detection on
NIST16 dataset. RGB and noise map provide different information for splicing,
copy-move and removal. By combining the features from the RGB image with the
noise features, RGB-N produces the correct classification for different tamepring
techniques.

lines. Table 2.4 provides the AUC comparison. From these two tables, it is clear that
our method outperforms conventional methods like ELA, NOI1 and CFA1. This is
because they all focus on specific tampering artifacts that only contain partial infor-
mation for localization, which limits their performance. Our approach outperforms
MFCN on Columbia and NIST16 dataset.

One of the reasons our method achieves better performance than J-LSTM is
that J-LSTM seeks tampered edges as evidence of tampering, which cannot always
detect the entire tampered regions. Also, our method has larger receptive field and
captures global context rather than nearby pixels, which helps collect more cues like
contrast difference for manipulation classification.

As shown in Table 2.3 and 2.4, our RGB-N network also improves the in-
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F,/AUC NIST16 COVER CASIA

Flipping + JPEG  0.712/0.950  0.425/0.810  0.413/0.785
Flipping + noise  0.717/0.947  0.412/0.801  0.396/0.776
Flipping 0.722/0.937 0.437/0.817 0.408/0.795
No flipping 0.716/0.940  0.312/0.793  0.361/0.766

Table 2.5: Data augmentation comparison. Flipping: image flipping. JPEG: JPEG
compression with quality 70. Noise: adding Gaussian noise with variance of 5. Each
entry is F1/AUC score.

dividual streams for all the datasets except Columbia. Columbia only contains
uncompressed spliced regions, which preserves noise differences so well that it is
sufficient to use only the noise features. This yields satisfactory performance for the
noise stream.

For all datasets, late fusion performs worse than RGB-N, which shows the
effectiveness of our fusion approach.
Data Augmentation. We compare different data augmentation methods in Table
2.5. Compared with no augmentation, image flipping improves the performance
and other augmentation methods like JPEG compression and noise contribute little
improvement.
Robustness to JPEG and Resizing Attacks. We test the robustness of our
method and compare with 3 methods (whose code is available) in Table 2.6. Our

method is more robust to these attacks and outperforms other methods.

2.4.3 Manipulation Technique Detection

The rich feature representation of our network enables it to distinguish between

different manipulation techniques as well. We explore manipulation technique de-
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JPEG /Resizing 100/1 70/0.7 50/0.5

NOI1 0.285/0.285  0.142/0.147  0.140/0.155
ELA 0.236/0.236  0.119/0.141  0.114/0.114
CFA1 0.174/0.174  0.152/0.134  0.139/0.141
RGB-N 0.722/0.722 0.677/0.689 0.677/0.681

Table 2.6: F score on NIST16 dataset for JPEG compression (with quality 70 and
50) and resizing (with scale 0.7 and 0.5) attacks. Each entry is the F} score of
JPEG /Resizing.

Splicing Removal Copy-Move Mean
AP 0.960 0.939 0.903 0.934

Table 2.7: AP comparison on multi-class on NIST16 dataset using the RGB-N
network. Mean denotes the mean AP for splicing, removal and copy-move.

tection and analyze the detection performance for all three tampering techniques.
NIST16 contains the labels for all three tampering techniques, which enables multi-
class image manipulation detection. We change the classes for manipulation classifi-
cation to be splicing, removal and copy-move so as to learn distinct visual tampering
artifacts and noise features for each class. The performance of each tamper class is
shown in Table 2.7.

The AP result in Table 2.7 indicates that splicing is the easiest manipulation
techniques to detect using our method. This is because splicing has a high probabil-
ity to produce both RGB artifacts like unnatural edges, contrast differences as well
as noise artifacts. Removal detection performance also beats copy-move because the
inpainting that follows the removal process has a large effect on the noise features,
as shown in Figure 2.3. Copy-move is the most difficult tamper technique for our
proposed method. The explanation is that on one hand, the copied regions are

from the same image, which yields a similar noise distribution to confuse our noise
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stream. On the other hand, the two regions generally have the same contrast. Also,
the technique would ideally need to compare the two objects to each other (i.e., it
would need to find and compare two Rols at the same time), which the current ap-
proach does not do. Thus, our RGB stream has less evidence to distinguish between

the two regions.

2.4.4 Qualitative Result

We show some qualitative results in Figure 2.5 for comparison of RGB, noise
and RGB-N network in two-class image manipulation detection. The images are
selected from the COVER, Columbia and CASIA 1.0. Figure 2.5 provides examples
for which our two-stream network yields good performance even if one of the single
streams fails (the first and second row in Figure 2.5).

Figure 2.6 shows the results of the RGB-N network on the task of manipulation
technique detection task using the NIST16. As is shown in the figure, our network

produces accurate results for different tampering techniques.

2.5 Conclusion

We propose a novel network using both an RGB stream and a noise stream
to learn rich features for image manipulation detection. We extract noise features
by an SRM filter layer adapted from steganalysis literatures, which enables our
model to capture noise inconsistency between tampered and authentic regions. We

explore the complementary contribution of finding tampered regions from RGB and
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the noise features of an image. Not surprisingly, the fusion of the two streams
leads to improved performance. Experiments on standard datasets show that our
method not only detects tampering artifacts but also distinguishes between various
tampering techniques. More features, including JPEG compression, will be explored

in the future.

27



Chapter 3: Deep Video Inpainting Detection

3.1 Introduction

Video inpainting, which completes corrupted or missing regions in a video
sequence, has achieved impressive progress over the years [40-48]. The ability to
produce realistic videos that can be used in applications like video restoration, vir-
tual reality, etc., while appealing, brings significant security concerns at the same
time since these techniques can also be used maliciously. By removing objects that
could serve as evidence, malicious inpainting can result in serious legal and social
implications including swaying a jury, accelerating the spread of misinformation on
social platforms, etc. Our goal in this work is to develop a framework for detect-
ing inpainted videos constructed with state-of-the-art methods (see Fig. 3.1 for a
conceptual overview).

Although there are recent studies on detecting tampered regions in images [6,
49-51], very limited effort has been devoted to video inpainting detection. For image-
based manipulation detection, existing approaches either focus on spliced regions or
“deepfake”-style face replacement instead of object removal based on inpainting or
they are designed specifically for images [52,53] only and suffer from poor perfor-

mance on videos. Therefore, it is important to learn robust video representations
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L,
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Figure 3.1: Problem introduction. Given an inpainted video (second column),
we localize the inpainted region both spatially and temporally.

that explore the temporal relationships among frames for video inpainting detection.

In light of this, we introduce VIDNet, a video inpainting detection network,
which is an encoder-decoder architecture with a quad-directional local attention
module to predict inpainted regions in videos (as is shown in Fig. 3.2). In particular,
at each time step, VIDNet takes as inputs the current RGB frame together with
its corresponding Error Level Analysis [54] (ELA) frame to the encoder, truncated
from a pretrained VGG network [55]. Since video are compressed based on discrete
cosine transforms (DCT) and frames extracted are usually stored in JPEG formats,
we leverage ELA images as an additional signal to reveal artifacts like compression
inconsistency (as is shown in Fig. 3.3). Instead of using ELA images directly, which
tends to produce false alarms, we extract features from both ELA and RGB images
with the encoder, producing five different multimodal features at different scales,
that are further jointly trained for inpainting detection. In addition, given a missing

region to fill in, inpainting methods leverage information from surrounding pixels
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Figure 3.2: Framework overview. Given an RGB frame in a video, we first derive
its corresponding ELA frame and compute multimodal features at different scales
with both frames. We also introduce a quad-directional local attention module
(striped) to the last encoded RGB features (colored blue) to explore spatial rela-
tionships among pixels from four directions. These encoded features are further
input into a multi-layer ConvLLSTM (colored green) for decoding, exploiting spatial

and temporal relationships explicitly, to produce masks of inpainted regions. See
texts for more details.

of the region to make the region coherent spatially. Motivated by this, for RGB
features from the last layer of the encoder, we introduce a quad-directional local
attention module to attend to the neighbors of a pixel to detect whether that pixel
is inpainted or not. This allows us to explicitly model spatial dependencies among
different pixels to identify inpainted pixels.

Finally, with multimodal features encoded at different scales, we leverage a

four-layer Convolutional LSTM, serving as a decoder for inpainting detection. More
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specifically, the ConvLSTM at a certain layer not only takes in features from a previ-
ous time step but also features upsampled from a coarse level (i.e., a lower decoding
layer). In this way both spatial relationships across different scales and temporal
dynamics over time are leveraged to produce inpainted masks over time. The frame-
work is trained end-to-end with backpropagation. We conduct experiments on the
DAVIS 2016 [56] Dataset and the Free-form Video Inpaiting Dataset [44]. VIDNet
successfully detects inpainted regions under all different settings and outperforms
by clear margins competing methods. We also show that VIDNet can be generalized
to detect out-of-domain inpainted videos that are unseen during training.

Our contributions can be summarized as follows: 1) We target at a rela-
tively new task, to the best of our knowledge, we introduce the first learning based
approach for video inpainting detection. 2) We present an end-to-end framework
for video inpainting detection, which models spatial and temporal relationships in
videos. 3) We leverage multimodal features, i.e., RGB and ELA features, at differ-
ent scales, for video inpainting detection. 4) We introduce a quad-directional local
attention module to explicitly determine if a pixel is inpainted or not by attending

to its neighbours.

3.2 Related Work

Video Inpainting. With the advance of recent image inpainting approaches [46—
48, 57-62], more recent studies have investigated video inpainting. There are two

lines of work — patch based and learning based approaches. For patch based
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approaches, PatchMatch [63] is a prominent approach which searches for similar
patches in the surrounding region iteratively to complete the inpainted region. To
achieve better quality, Huang et al. [45] explore an optimization based method to
match patches and utilize information including color and flow as regularization. On
the other hand, learning based approaches have been explored recently. Wang [64]
propose a 3D encoder-decoder structure for video inpaining. Afterwards, Xu et
al. [42] leverage optical flow information to guide the inpainting in videos in both
forward and backward passes. Similarly, Kim et al. [41] propose to estimate the
proceeding flow as additional constraint while completing the missing regions. To
maintain more frame pixels, Oh et al. [43] use gated convolution to inpaint video
frames gradually from the reference frame. Lee et al. [40] copy and paste future
frames to complete missing details in the current frame. In contrast, our approach
detects regions inpainted by these approaches.

Manipulation Detection. There are also approaches focusing on manip-
ulation detection. Most mainly tackle splicing based manipulation and use clues
specific to it [19,51,65,66]. In particular, Zhou et al. [49] use both RGB and local
noise to detect potential regions. Salloum et al. [67] rely on boundary artifacts to
reveal manipulated regions in a multi-task learning fashion and Zhou et al. [68] im-
prove its generalization ability with a generative model. Huh et al. [6] use meta-data
to find inconsistent patches and Wu et al. [50] treat it as anomaly detection to learn
features in a self-supervised manner.

More related to our work are methods for image inpainting detection. [53] is

a classical approach that searches for similar patches matched by zero-connectivity.
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However, high false alarm rates limit their applications in real scenarios. More
recently, Zhu et al. [69] use CNNs to localize inpainting patches within images. Li
et al. [52] explore High Pass Filtering (HPF) as the initialization of CNNs for the
purpose of distinguishing high frequency noise of natural images from inpainted ones.
However, the generalization and robustness is limited as these HPF's are learned
given specific inpainting methods. In contrast, we combine both RGB information
and ELA features as inputs to VIDNet, and show that our approach generalizes to
different inpainting methods. In addition, without temporal guidance, the methods

above cannot guarantee temporally consistent prediction like our approach.

3.3 Approach

VIDNet, Video Inpainting Detection Network, is an encoder-decoder architec-
ture (See Fig. 3.2 for an overview the framework) operating on multimodal features
to detect inpainted regions. In addition to RGB video frames, VIDNet utilizes Error
Level Analysis frames (Sec. 3.3.1) to identify artifacts incurred during the inpainting
process. Motivated by the fact that inpaiting methods typically borrow information
from neighbouring pixels of the region to be inpainted, we introduce a multi-head
local attention module (Sec. 3.3.2) which uses adjacent pixels to discover inpaint-
ing traces. Finally, we model the temporal relations among different frames with a

ConvLSTM (Sec. 3.3.3). In the following, we describe the components of the model.
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Figure 3.3: ELA frame example. From the top to the bottom: the inpainted
RGB frame, its corresponding ELA frame, and the ground-truth inpainting mask.
The inpainting artifacts, e.g., the dog, person and ship, stand out in ELA space
while not easily seen in the RGB space.

3.3.1 Multimodal Features

Learning a mapping directly from an inpainted RGB frame to a mask that
encloses the removed object, while feasible, is challenging, since the RGB space is
intentionally modified by replacing regions with their surrounding pixels to appear
realistic. To mitigate this issue, we additionally augment RGB information with
error level analysis features [54] that are designed to reveal regions with inconsistent
compression artifacts in compressed JPEG images. Note although videos are usually

compressed in MPEG formats, extracted frames are often times stored in the format

of JPEG. More formally, an ELA image is defined as:

Tppa = |[I — Lipgll1, (3.1)
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Figure 3.4: The quad-directional local attention module. Given RGB features
from the last layer of the encoder, we derive attention maps with a quad-directional
local attention module. To detect whether a pixel is inpainted or not, the module
attends to its neighbors from four directions (left-to-right, up-to-down, right-to-left
and down-to-up).

where Ipp4 is the ELA image, I denotes the original image and I;,, denotes the
recompressed JPEG image from the original image.

Fig. 3.3 illustrates the corresponding ELA images of sampled inpainted frames.
Although ELA images have been used in forensics applications [36,66], they tend
to create false alarms when other artifacts like e.g., sharp boundaries, are present
in the images, which requires ad-hoc judgement to determine whether a region is
tampered. So, instead of only using ELA frames, we augment them with RGB
frames as inputs to our encoder.

In particular, both the RGB and ELA frame are input to a two-stream encoder.
Each stream, based on a VGG encoder, transforms the input image to high-level
representations with five layers, yielding 5 feature representations at different scales.
At each scale, we normalize the corresponding RGB and ELA features, respectively

with ¢ normalization, and then apply one convolutional layer to absorb both fea-
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tures into a unified representation:

fi=ReLUF ([P | |I£74412D) (1< 5), (3:2)

fRGB

where [|] denotes feature concatenation, f; denotes the feature at I-th layer. f“7,

fEL4 denote the RGB and ELA features at layer [, respectively. F represents the
convolutional layer and ReLU denotes the activation function. The fused represen-
tation at each level is further used for decoding. For [ = 5, we simply use RGB

features as we find that high-level ELA features are not helpful.

3.3.2  Quad-Directional Local Attention

Inpainting methods aim to replace a region with pixels from its surrounding
areas for photorealistic visual effect. Therefore, when determining whether a pixel
is inpainted or not, it is important to examine its surrounding pixels. Inspired
by recursive filtering techniques that model pixel relations from four directions for
edge-preserving smoothing, we introduce a quad-directional local attention module
to explore spatial relations among adjacent pixels.

We learn four attention maps for four directions, left-to-right, right-to-left,
top-to-bottom, bottom-to-top, to determine how much information to leverage from
the pixels in the corresponding direction based on each map. More specifically,
we use F.,, I, F} and F)| to denote functions that derive attention maps for the
left-to-right, right-to-left, top-to-bottom and bottom-to-top four directions. In the

following, we consider the left-to-right direction for simplicity. Given features f;
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from the last layer of the RGB stream, we first transform the features with F., to

have the dimension as f5, and then compute an attention map A_,:

AL =o(FL(fssW2)), (3.3)

where W_, denotes the weights for the convolutional kernel, and o is the sigmoid
function to ensure the attentional weights at each pixel are in the range of [0, 1].
Then, for each pixel in the feature map, we obtain information from the surrounding

pixels as:

foo k] = (1 = AL [K]) fs[k] + AL [K] f5 [k — 1, (3.4)

where k denotes the location of the pixel. Since we are considering attention from
the left-to-right direction, £ — 1 indicates the pixel to the left of k. The current
value of pixel k is updated with information from its neighboring pixel, and the
weight to balance the contribution A_, is derived with convolution, which aggregates
information from a small grid in the original features. As a result, we attend to a
small local region to compute the refined representation. We can derive f5., fst
and f5; similarly, and thus we have four different refined representations.

Note that the quad-directional attention module is similar in spirit to recursive
filtering. However, in standard recursive filtering, a weight matrix, in the form of
an edge map [70] or a weighted map [71], is used as our attention map A to guide
the filtering to restore images or smooth feature maps. In contrast, our filtering can

be considered as a form of self-attention—we derive attention maps by modeling
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similarities in a local region with convolutions conditioned on input features and
the resulting maps are in turn used to refine features, allowing pixels to borrow
information by attending to its adjacent pixels. In addition, the motivation of our
approach can be seen as the “reverse” process of recursive filtering—in recursive
filtering, information from surrounding pixels is diffused to make local regions co-
herent, whereas we wish to detect inconsistent pixels by attending to a neighboring
region.

Furthermore, we compute four refined feature maps for four directions in a
parallel way conditioned on the same feature map. An alternative is to generate a
single feature representation by sequentially performing attention in four directions,
i.e., fs—, is used as inputs to generate f5., and so on and so forth, as in [70].
However, we find through experiments that the parallel multi-head approach offers

better results, possibly due to the disentanglement of different directions.

3.3.3 ConvLSTM Decoder

Temporal information like inconsistency in the inpainted region over time is
a significant clue for video inpainting detection. To explore temporal relationships
among adjacent frames, we use multiple ConvLSTM decoding layers to take features
from the encoders and produce predicted detection results, which enables message
passing from previous frames. More specifically, the decoder contains four Con-
vLSTM layers to process features from different spatial scales. At each time step,

taking into account both spatial and temporal information, we concatenate together
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the skipped connected feature of the current frame and the upsampled feature from
a lower level, as the inputs to the current ConvLSTM layer. More formally, for the
t-th time step, the i-th (2 <=7 <= 4) ConvLSTM computes the hidden states and

cell contents for the t + 1-th time step as:

Rt = ConvLSTM;( ¢f Rt ch), (3.5)

PRI}

gf = [ U(hfti—l) | fé—z’ ]a (3-6)

where h! and ¢! denote the hidden states and cell states for the i-th ConvLSTM,
respectively, and U denotes the function for bilinearly upsampling, which maps the
outputs from a lower-level ConvLSTM with smaller feature maps to have the same
dimension as the current one. In addition, f§_, is the skip connected feature of the
frame ¢ from the encoder.

When ¢ = 1, the first layer of the ConvLSTM takes features from the last layer
of the encoder, i.e. f5 as inputs. Recall that we obtain four refined features based
on f5 with our quad-directional local attention module to identify pixels that are
inconsistent with its neighbours from four directions. Thus, we use these refined
features as inputs to ConvLSTM;. We input them into the LSTM in the order of
f5—, fs—, fs+ and f5; to obtain all the four directional features.

At each time step, we compute gt with Eqn. 3.6 to produce a prediction p*
for each QDLA direction via one convolutional layer. Finally, to explore non-linear

relations among these four directional outputs, we fuse them with one additional
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convolutional layer to form the final prediction. During training, we divide each
video into N clips with equal clip length. To encourage more intersection with
the binary ground truth mask, we use loU score [72] as our loss function which is

formulated as:

HW
D 1wt P * Yu
L(p, y):1 ~ —<HW

VAl VAT , (37
Zm:l,w:l pm,w+zm:17w:1 ym,w_Zm:l,w:l Pmyw * Ymawt€

where p and y denote the prediction and the binary ground truth mask, respectively.
H and W denote the height and width, respectively. e denotes a small number to
avoid zero division.

The loss is updated once the ConvLSTM decoder goes through a single video
clip to collect temporal information. By exploring spatial and temporal information

recurrently, predictions of inpainted regions become more accurate.

3.3.4 Implementation Details

We use PyTorch for implementation. Our model is trained on a NVIDIA
GeForce TITAN P6000. The input to the network is resized to 240 x 427. The
length of our video clips is set to 3 frames during training. To extract ELA frames,
we recompress the corresponding RGB frames by quality factor 50 and compute their
difference. Our feature extraction backbone is VGG-16 [55] for both RGB and ELA
features. To increase the generalization ability, we add instance normalization [73]

layer to the backbone. The encoder is initialized from VGG-16 model pretrained
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on ImageNet [74] and the decoder is initialized by Xaiver initialization [75]. We
concatenate both RGB and ELA features up to the penultimate encoding layer.
Afterwards, the features are passed into one convolutional and normalization layer
to reduce the dimension by half to reduce training parameters. The QDLA module
is only added to the last encoder layer to extract directional feature information
based on ablation results in Sec. 3.4. The decoder is a 4-layer ConvLSTM. We use
Adam [76] optimizer with a fixed learning rate of 1 x 10~ for encoder and 1 x 1073
for decoder. The optimizer of the encoder and decoder network are updated in an
alternating fashion. To avoid overfitting, weight decay with a factor of 5 x 107°
and 50% dropout [77] are applied. Only random horizontal flipping augmentation is
applied during training. We train the whole network end-to-end for 40 epochs with

a batch size of 4.

3.4 Experiment

We compare our VIDNet with approaches on manipulation/image inpainting
detection in this section to show the advantages of our approach on video inpainting
detection. We also analyze the robustness of our approach under different pertur-

bations and show both quantitative and qualitative results.

3.4.1 Experiment setup

Dataset and Evaluation Metrics. Since DAVIS 2016 [56] is the most

common benchmark for video inpainting, which consists of 30 videos for training
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and 20 videos for testing, we evaluate our approach on it for inpainting detection.
We generate inpainted videos using SOTA video inpainting approaches — VT [41],
OP [43] and CP [40], with the ground truth object mask as reference. To show both
the performance and generalization, we choose two out of the three inpainted DAVIS
for training and testing, leaving one for additional testing. The training/testing
split follows DAVIS default setting. We report the F; score and mean Intersection
of Union (IoU) to the ground truth mask as evaluation metrics.

We compare our method with the following approaches:

NOI [38]: A traditional approach which aims to find inconsistent noise region
as the clue of manipulation. The code for evaluation is from Zampoglou et al. [66].
We directly test on the VI, OP and CP test set as it is unsupervised.

CFA [65]: An approach that estimates Camera Filter Array (CFA) and regards
the region with different CFA patterns as the manipulated region. We directly test
on the VI, OP and CP test set as it is unsupervised.

HPF [52]: A learning based image inpainting detection approach that applies
one high pass filter layer as an initialization to reveal high frequency inpainting
artifacts. We implement their filter kernel and train the network frame-by-frame
from the ImageNet pretrained weights for comparison.

GSR-Net [68]: A generic image manipulation segmentation approach that ap-
plies generative models and exploits boundary artifacts to improve the generalization
ability. We use their released code and retrain on inpainted DAVIS frame-by-frame
for evaluation.

Ours RGB (baseline): Our baseline approach which feeds as input RGB frame
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only. No QDLA module is applied.
VIDNet-BN (ours): Our batch normalization [78] version approach.
VIDNet-IN (ours): We report this as our main results, which replaces the
batch normalization in encoder by instance normalization to improve the general-

ization across different video inpainting algorithms.

3.4.2 Main Results

Tables 3.1, 3.2 and 3.3 highlight our advantages over other methods. For all
the three settings, our IN version outperforms other approaches in both trained and
untrained inpainting algorithms, showing the generalization of our approach. Addi-
tionally, we show clear improvement over our baseline, indicating the effectiveness of
our proposed ELA feature and QDLA module. Comparing across different inpaint-
ing algorithms, the performance degrades on the untrained algorithms, indicating
a domain shift between trained and untrained inpainting algorithms. However,
benefiting from diverse features and more focus on proximity regions, our method
still results in better generalization compared with other approaches. Finally, the
results indicate that our BN version generally has better performance on the in-
domain training inpainting algorithms while IN version shows better generalization
on the cross-domain one. Therefore, we provide both results as a trade off between

in-domain performance and generalization.
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Table 3.1: mean [oU and F; score comparison on inpainted DAVIS. *’
denotes that the model is trained on these inpainting algorithms.

VI* OP* CcP
Methods IoU F1 ToU F1 IoU F1
NOIT [38] 0.082 0.137 0.090 0.137 0.072 0.132
CFA [65] 0.103 0.142 0.083 0.137 0.076 0.121
HPF [52] 0.456 0.568 0.494 0.615 0.458 0.577
GSR-Net [68] 0.571 0.693 0.500 0.626 0.509 0.634

Ours RGB (baseline)  0.552  0.671 0.456 0.580 0.493 0.625
VIDNet-BN (ours) 0.620 0.726 0.749 0.833 0.670 0.775
VIDNet-IN (ours) 0.585 0.704 0.588 0.707 0.565 0.685

Table 3.2: mean [oU and F; score comparison on inpainted DAVIS. *’
denotes that the model is trained on these inpainting algorithms.

VI OP* CP*

Methods IoU F1 ToU F1 IoU F1

NOT [3§] 0.082 0.137 0.090 0.137 0.072 0.132
CFA [65] 0.103 0.142 0.083 0.137 0.076 0.121
HPF [52] 0.342 0.444 0.409 0.510 0.676 0.773
GSR-Net [68] 0.302 0.426 0.736 0.818 0.801 0.849
Ours RGB (baseline) 0.308 0.417 0.705 0.773 0.777 0.859
VIDNet-BN (ours) 0.301 0.415 0.801 0.860 0.837 0.915
VIDNet-IN (ours) 0.386 0.493 0.740 0.820 0.810 0.869

3.4.3 Ablation Analysis

We analyze the importance of each key component in our framework and the
details are as follows:

Ours ELA: The baseline architecture which only feeds ELA frame as input.

Ours RF edge: Similar to Chen et al. [70], we add additional edge branch
and apply recursive filter to the final prediction. The output of edge branch is used
as the reference to recursive filter layer. The loss function of the edge branch is a

weighted binary cross entropy loss.
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Table 3.3: mean [oU and F; score comparison on inpainted DAVIS. *’
denotes that the model is trained on these inpainting algorithms.

VI* oP CP*

Methods IoU F1 IoU F1 ToU F1

NOT [38] 0.082 0.137 0.090 0.137 0.072 0.132
CFA [65] 0.103 0.142 0.083 0.137 0.076 0.121
HPF [52] 0.551 0.671 0.18 0.286 0.690 0.796
GSR-Net [68] 0.588 0.703 0.221 0.329 0.700 0.765
Ours RGB (baseline) 0.582 0.689 0.196 0.305 0.753 0.846
VIDNet-BN (ours) 0.578 0.695 0.231 0.323 0.753 0.848
VIDNet-IN (ours) 0.592 0.712 0.245 0.344 0.760 0.850

Table 3.4: Ablation analysis for each component on our approach. *’

denotes that the model is trained on these inpainting algorithms.

VI* opP* CcP

Methods ToU F1 TIoU F1 TIoU F1

Ours ELA 0.460 0.578 0.509 0.631 0.417 0.546
Ours RGB (baseline)  0.552 0.671 0.456 0.580 0.493 0.625
Ours RF edge 0.540 0.661 0.460 0.591 0.555 0.670
QDLA both features  0.555 0.680 0.580 0.700 0.495 0.635
Ours w/o QDLA 0.559 0.682 0.557 0.681 0.512 0.644
Ours frame-by-frame  0.558 0.683 0.566 0.688 0.532 0.664
Ours w/o ELA 0.568 0.691 0.465 0.595 0.560 0.678
QDLA all layers 0.570 0.693 0.469 0.585 0.564 0.682
VIDNet-IN (ours) 0.585 0.704 0.588 0.707 0.565 0.685

Ours w/o ELA: The baseline applied with QDLA in the last encoder layer.
This is our full model without the ELA features.

QDLA both features: Our full model except that the input to QDLA module
is the concatenation of both RGB and ELA feature from the 5-th layer.

QDLA all layers: Applying QDLA module to all the 5 encoding feature layers.

Ours frame-by-frame: Instead of training with video clip length of 3, we train
our full model frame-by-frame.

Ours w/o QDLA: Adding ELA feature to the encoder, and concatenating with
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RGB feature. The decoder follows baseline which only using temporal information
as the additional feature. This is our full model without QDLA module.

Table 3.4 displays the comparison results. Compared to baseline, the ELA
feature alone yields worse performance. This perhaps because the ELA frame also
contains other artifacts like sharp boundary, which leads to confusion without proper
guidance from RGB contents. Adding QDLA module introduces feature adjacency
relationship and thus leads to improvement. However, the higher features are more
useful for our QDLA than lower ones when comparing to QDLA all layers, and high
level ELA features are less helpful than lower ones when comparing with QDLA
both features. Compared to Ours RF edge, our QDLA module (OQurs w/o ELA)
yields better performance because the boundary prediction degrades in video in-
painting scenario and thus edge map contains false positives to guide the segmen-
tation branch. In addition, the comparison between Qurs frame-by-frame and our
final model verifies the importance of temporal information in video inpainting de-
tection. Eventually, with QDLA module, ELA feature and temporal information,

the performance gets boosted further.

3.4.4 Robustness Analysis

To test the robustness of our approach under noise and JPEG perturbation,
we conduct experiments listed in Fig. 3.5. We add Gaussian noise to the input frame
with Signal-to-Noise Ratio (SNR) 30 and 20 dB and evaluate on these noisy frames,

or recompress test frame with JPEG quality 90 and 70 for perturbation. Moreover,
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Figure 3.5: Mean IoU comparison under different perturbations. Perturbation in
JPEG compression consists of the quality factor with 90 and 70; perturbation in
noise consists of SNR 30dB and 20dB. Column from left to right is the result on VI,
OP and CP inpainting. ‘“*’ denotes that the model is trained on these inpainting
algorithms.

to study the effect of specific augmentation in video inpainting detection, we apply
noise and JPEG augmentation to our approach and make comparison together. The
details of our augmentation is as follow.

VID-Noise-Aug: Randomly apply Gaussian noise with SNR 20 dB to the input
frames during training.

VID-JPEG-Aug: Randomly apply JPEG compression with quality factor 90
to the input frames during training.

The robustness of our approach stands out under different perturbations.
Compared to other approaches, HPF suffers more from perturbation because more

high frequency noises will be introduced. With generative models for augmentation,
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Table 3.5: Mean IoU and F1 score comparison on FVI. The results are directly
tested on FVI dataset, and all the model are trained on VI and OP inpainted DAVIS.

FVI

Methods IoU F1

NOI [38] 0.062 0.107
CFA [65] 0.073  0.122
HPF [52] 0.205  0.285
GSR-Net [68] 0.195 0.288
Ours RGB (baseline) 0.156  0.223
VIDNet-IN (ours) 0.257 0.367

GSR-Net shows good robustness. However, our approach outperforms GSR-Net as
more modalities of video inpainting clues have been considered. Even though adding
noise augmentation results in a small degradation on the initial performance, the
robustness to both noise and JPEG perturbation has been improved. Similar ob-

servation is made on JPEG augmentation also.

3.4.5 Results on Free-form Video Inpainting Dataset

To further test the performance on different dataset, additional evaluation is
provided on Free-form Video Inpainting dataset (FVI). FVI dataset [44] provides 100
test videos, which mostly targets at multi-instance object removal. We directly apply
their approach, which leverages 3D gated convolution encoder-decoder architecture
for video inpainting, to generate the 100 inpainted videos. To test the generalization
of our approach, we directly test the models trained on VI and OP inpainted DAVIS.

Table 3.5 displays the comparison results. Since both the dataset and in-
painting approach are different, the performance degrades due to the domain shift.

However, compared to other approaches, our method still achieves relatively better
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GSR-Net

Figure 3.6: Qualitative visualization on DAVIS. The first row shows the inpainted
video frame. The second to fourth row indicates the final predictions from different
methods. The fifth row is the ground truth.

generalization by a large margin. Also, compared with our baseline model which
only uses RGB features, our approach shows clear improvement. This further vali-
dates the effectiveness to combine both RGB and ELA features and introduce spatial

and temporal information for more evidence.

3.4.6 Qualitative Results

Fig. 3.6 illustrates the visualization of our predictions versus others under the

same setting. Thanks to our ELA and RGB features which provide spatial clues,
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it is clear that our approach is able to obtain a closer prediction to the ground
truth than other methods. Specifically, HPF only transfers RGB into noise domain,
making it easier to produce false alarm. GSR-Net makes decision frame-by-frame,
making the result less temporally consistent. In contrast, with the favor of temporal

information, our prediction maintains temporal consistency.

3.5 Conclusions

We introduce learning based video inpainting detection in this paper. To reveal
more inpainting artifacts from different domains, we propose to extract both RGB
and ELA features and make concatenation. Additionally, we encourage learning
from adjacent feature in a self-attended manner by introducing QDLA module. With
both the adjacent spatial and temporal information, we make the final prediction
through a ConvLSTM based decoder. Our experiments validate the effectiveness
of our approach both in-domain and cross-domain. As shown in the results, there
still exists a clear gap in the generalization and robustness, making the problem far
from being solved. Involving some domain adaption strategies might be a remedy

for this issue, which we leave for future research.
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Chapter 4: Generate, Segment and Refine: Towards Generic Manip-

ulation Segmentation

4.1 Introduction

Manipulated photos are becoming ubiquitous on social media due to the avail-
ability of advanced editing software, including powerful generative adversarial mod-
els [79,80]. While such images have been created for a variety of purposes, including
memes, satires, etc., there are growing concerns on the abuse of manipulated images
to spread fake news and misinformation. To this end, a variety of solutions have
been developed towards detecting such manipulated images.

While a number of proposed solutions posed the problem as a classification
task [16,51], where the goal is to classify whether a given image has been tampered
with, there is great utility for solutions that are capable of detecting manipulated
regions in a given image [6,16,81,82]. In this paper, we similarly treat this problem as
a semantic segmentation task and adapt GANs [83] to generate samples to alleviate
the lack of training data. The lack of training data has been an ongoing problem
for training models to detect manipulated images. Scouring the internet for “real”

tampered images [84] is a laborious process that often leads to over-fitting in the
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In-The-Wild

Figure 4.1: Examples of manipulated images across different datasets.
Columns from left to right are images in CASIA [3], COVER [4], Carvalho [5],
and In-The-Wild [6]. The odd rows are manipulated images and the even rows are
the ground truth masks. Different datasets contain different distributions (from an-
imals to person), manipulation techniques (from copy-move (the second column) to
splicing (the rest columns)) and post-processing methods (from no post-processing
to various processes including filtering, illumination, and blurring).

training process. Alternatively, one could employ a self-supervised process, where

detected objects in one image are spliced onto another, with the caveat that such
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Figure 4.2: GSR-Net framework overview. (a) Given a tampered image S,
an authentic target image 7', and the ground truth mask K, the generation stage
generates hard example G(M) starting from a simple copy-pasting image M. (b)
Feeding the training images, copy-pasted images or generated images as input, the
segmentation stage learns to segment the boundary artifacts and fill the interior
to produce the final prediction. (c) The segmentation network concatenates lower
level features to predict boundary artifacts and then concatenate back the boundary
feature to the segmentation branch for final prediction. (d) The refinement stage
creates a novel tampered image with new boundary artifacts by replacing the pre-
dicted manipulated boundaries of segmentation stage with original authentic regions
and learns to make a new prediction.

a process often results in training images that are not realistic. Of course, the best
approach for generating training samples is to employ professional labelers to create
realistic looking manipulated images, but this remains a very tedious process. It is
therefore not surprising that existing datasets [3—6,26] are often not comprehensive
enough to train models that generalize well.

Additionally, in contrast to standard semantic image segmentation, correctly

segmenting manipulated regions depends more on visual artifacts that are often

93



created at the boundaries of manipulated regions than on semantic content [21,
49]. Several challenges exist in recognizing these boundary artifacts. First, the
space of manipulations is very diverse. Omne can, for example, do a copy-move,
which copies and pastes image regions within the same image (the second column in
Figure 4.1) , or splice, which copies a region from one image and pastes it to another
image (the remaining columns in Figure 4.1). Second, a variety of post-processing
such as compression, blurring, and various color transformations make it harder to
detect boundary artifacts caused by tampering. See Figure 4.1 for some examples.
Most existing methods [6, 49,81, 82] that utilize discriminative features like image
metadata, noise models, or color artifacts due to, for example, Color Filter Array
(CFA) inconsistencies, have failed to generalize well for these reasons.

This paper introduces a two-pronged approach to (1) address the lack of com-
prehensive training data, as well as, (2) focus the training process on learning to
recognize boundary artifacts better. We adopt GANSs for addressing (1), but instead
of relying on prior GAN methods [79,85, 86] that mainly explore image level ma-
nipulation, we introduce a novel objective function that optimizes for the realism
of the manipulated regions by blending tampered regions in existing datasets to
assist segmentation. That is, given an annotated image from an existing dataset,
our GAN takes the given annotated regions and optimizes via a blending based ob-
jective function to enhance the realism of the regions. Blending has been shown to
be effective in creating training images effective for the task of object detection [87],
and this forms our main motivation in formulating our GAN.

To address (2), we propose a segmentation and refinement procedure. The
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segmentation stage localizes manipulated regions by learning to spot boundary ar-
tifacts. To further prevent the network from just focusing on semantic content,
the refinement stage replaces the predicted manipulation boundaries with authen-
tic background and feed the new manipulated images back to the segmentation
network. We will show empirically that the segmentation and refinement has the
effect of focusing the model’s attention on boundary artifacts during learning (see
Table 4.2).
We design an architecture called GSR-Net which includes these three components—

a generation stage, a segmentation stage and a refinement stage. The architecture of
GSR-Net is shown in Figure 4.2. During training, we alternatively train the genera-
tion GAN, followed by the segmentation and refinement stage, which take as input
the output of the generation stage as well as images from the training datasets. The
additional varieties of manipulation artifacts provided by both the generation and
refinement stages produce models that exhibit very good generalization ability. We
evaluate GSR-Net on four public benchmarks and show that it performs better to
state-of-the-art methods. Experiments with two different post-processing attacks
further demonstrate the robustness of GSR-Net. In summary, the contributions
of this paper are 1) A framework that augments existing datasets in a way that
specifically addresses the main weaknesses of current approaches without requiring
new annotations efforts; 2) Introducing a generation stage with a novel objective
function based on blending for generating images effective for training models to
detect tampered regions; 3) Introducing a novel refinement stage that encourages

the learning of boundary artifacts inherent in manipulated regions, which, to the
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best of our knowledge, no prior work in this field has utilized to help training.

4.2 Related Work

Image Manipulation Segmentation. [81] train a network to find JPEG compres-
sion discrepancies between manipulated and authentic regions. [16,49] harness noise
features to find inconsistencies within a manipulated image. [6] treat the problem
as anomaly segmentation and use metadata to locate abnormal patches. The fea-
tures used in these works are based on the assumption that manipulated regions are
from a different image, which is not the case in copy-move manipulation. However,
our method directly focuses on general artifacts in the RGB channel without spe-
cific feature extraction and thus can be applied to copy-move segmentation. More
related works from [82] and [21] show the potential of boundary artifacts in differ-
ent image manipulation techniques. These methods are sources of motivation for
us to exploit boundary artifacts as a strong cue for detecting manipulations. [21]
design a Long Short-Term Memory (LSTM) [88] based network to identify RGB
boundary artifacts at both the patch and pixel level. [82] adopt a Multi-task Fully
Convolutional Network (MFCN) to manipulation segmentation by providing both
segmentation and edge annotations. Instead of applying hole filling on edge pre-
diction to do late fusion, our segmentation stage early fuses edge information with
segmentation branch to improve segmentation results.

GAN Based Image Editing. GAN based image editing approaches have wit-

nessed a rapid emergence and impressive results have been demonstrated recently [85,
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86,89-91]. Prior and concurrent works force the output of GAN to be conditioned
on input images through extra regression losses (for example, ¢5 loss) or discrete
labels. However, these methods manipulate the whole images and do not fully ex-
plore region based manipulation. In contrast, our GAN manipulates minor regions
and fits better for manipulation segmentation where minor regions have been ma-
nipulated. A more related work [89] generates natural composite images using both
scene parsing and harmonized ground truth. Even though it targets at region ma-
nipulation, experimental results show that our method performs better in terms of
assisting segmentation.

Adversarial Training. Discriminative feature learning has motivated recent re-
search on adversarial training on several tasks. [92] propose a simulated and un-
supervised learning approach which utilizes synthetic images to generate realistic
images. An online hard negative generation network [93] boosts the performance
on occluded and deformed objects. [94] investigate an adversarial erasing approach to
learn dense and complete semantic segmentation. [95] propose an adversarial shadow
attenuation network to make correct predictions on hard shadow examples. How-
ever, their approaches are difficult to adapt to manipulation segmentation because
they either generate whole synthetic images or leave artifacts on erased regions. In
contrast, we replace manipulated regions with original ones so that the replaced

regions become authentic.
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4.3 Approach

We describe the GSR-net in details in the following sections. A key to the
generation is the utilization of a GAN with a loss function central around using
blending to optimize for producing realistic training images. The segmentation and
refinement stage are specially designed to single out boundaries of the manipulated
regions in order to guide the training process to pay extra attention to boundary

artifacts.

4.3.1 Generation

Generator. Referring to Figure 4.2 (a), the generator is given as input both copy-
pasted images and ground truth masks. To prepare the input images, we start with
the training samples in manipulation datasets (for example, CASIA 2.0 [3]). Given a
training image S, the corresponding ground truth binary mask K and an authentic
target image 7 from a clean dataset (for example, COCO [27]), we first create a

simple copy-pasted image M by taking S as foreground and T as background:

M=KoS+(1-K)oT, (4.1)

where ® represents pointwise multiplication.

In Poisson blending [96], the final value of pixel ¢ in the manipulated regions
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where V denotes the gradient, N is the neighborhood (for example, up, down, left
and right) of the pixel at position 7, b; is the pixel in the blended image B, s; is the
pixel in S and ¢; is the pixel in 7.

Similar to Poisson blending, we optimize the generator to blend neighborhoods
in the resulting image that now contains copy-pasted regions and background re-
gions. A key part of our loss function enforces the shapes of the tampered regions,
while maintaining the background regions. To maintain background regions, we

utilize ¢, loss to reconstruct the background:

1

where Ny, is the total number of pixels in the background, m, is the pixel in M
and k; is the value in mask K at position 7. To maintain the shape of manipulated
regions, we apply a Laplacian operator to the pasted regions and reconstruct the

gradient of this region to match the source region:

1
Lgrad = N_ Z ||Am2 - Asi”l? (44)
fg $;€8,k;=1
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where A denotes the Laplacian operator and N, is the total number of pixels in
pasted regions. To further constrain the shape of pasted regions, we add an addi-

tional edge loss as denoted by

1
Leage = N Z [|mi — sill1, (4.5)

edge s;€S5,e;=1

where Negge is the number of boundary pixels and e; is the value of the edge mask
at position 7, which is obtained by the absolute difference between a dilation and
an erosion on K. To generate realistic manipulated images, we add an adversarial
loss L.qy, as explained below, that serves to encourage the generator to produce
increasingly realistic images as the training progresses.

Discriminator. In our discriminator, a crucial detail to point out is that the
manipulated regions are typically occupying only a small area in the image. Hence,
it is beneficial to restrict the GAN discriminator’s attention to the structure in
local images patches. This is reminiscent of “PatchGAN” [79] that only penalizes
structure at the scale of patches. Similar to PatchGAN, our discriminator applies
a final fully convolutional layer at a patch scale of N x N. The discriminator
distinguishes the authentic image T as real and the generated image G(K, M) as

fake by maximizing:

Lagy = Epflog(D(K, T))]

+ En[1 —log(D(K,G(K, M)))], (4.6)
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where K is concatenated with G(K, M) or T as the input to the discriminator (we
do not show K in the discriminator input in Figure 4.2 (a) for simplicity).

The final loss function of the generator is given as

LG = ng + )\gradLgrad + )\edgeLedge + )\adeadva (47)

where Agrad, Aedge, and A,qy are parameters which control the importance of the
corresponding loss terms. Conditioned on this constraint, the generator preserves
background and texture information of pasted regions while blending the manipu-
lated regions with the background, which can be applied to generate both splicing
and copy-move examples. Also, it can be potentially utilized to generate removal
examples by setting Agraq and Aegge to zero, and thus the generator learns to inpaint

the missing regions, creating images with removal manipulation.

4.3.2 Segmentation

For segmentation, we simply adopt the publicly available VGG-16 [97] based
DeepLab model [70] to include boundary information. The network structure is
depicted in Figure 4.2 (c), consisting of a boundary branch predicting the manipu-
lated boundaries and a segmentation branch predicting the interior. In particular,
to enhance attention on boundary artifacts, we introduce boundary information by
subtracting the erosion from the dilation of the binary ground truth mask to obtain
the boundary mask. We then predict this boundary mask through concatenating bi-

linearly up-sampled intermediate features and passing them to a 1 x 1 convolutional
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Dataset Carvalho In-The-Wild COVER CASIA

Metrics MCC F1 MCC F1 MCC F1 MCC F1

NOI [38] 0.255 0343 0.159 0.2v8 0.172 0.269 0.180  0.263
CFA [39] 0.164 0.292 0.144 0.270 0.050 0.190 0.108  0.207
MFCN [82] 0.408  0.480 - - - - 0.520  0.541
RGB-N [49] 0.261 0383 0.290 0424 0.334 0379 0.364 0.408

EXIF-consistency [6]* 0.420 0.520 0415 0.504 0.102 0.276 0.127 0.204
DeepLab (baseline) 0.343 0420 0.352 0472 0.304 0376 0.435 0474
GSR-Net (ours) 0.462 0.525 0.446 0.555 0.439 0.489 0.553 0.574

(]

Table 4.1: MCC and F; score comparison on four standard datasets. ‘-
denotes that the result is not available in the literature. * Our method is 1600 times
faster than EXIF-consistency.

layer to form the boundary branch. Finally, we concatenate the output features
of the boundary branch with the up-sampled features of the segmentation branch.
Empirically, we noticed such multi-task learning helps the generalization of the final
model. Only the segmentation branch output after boundary feature concatenation
is used for evaluation during inference. During training, we select the copy-pasted
examples M, generated examples G(M) and training samples S in the dataset as
input to the segmentation network which provides a larger variety of manipulation.
The loss function of the segmentation network is an average, two class softmax cross

entropy loss.

4.3.3 Refinement

The goal of the refinement stage is to draw attention to the boundary artifacts
during training, taking into account the fact that boundary artifacts play a more
pivotal role than semantic content in detecting manipulations [21,49]. While we may
be able to employ prior erasing based adversarial mining methods [93,94], they are

not suitable for our purpose because it will introduce artifacts on the erased regions
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that should become authentic background. Instead, the refinement stage utilizes
the prediction of the segmentation stage to produce new boundary artifacts through
replacing with original regions. As illustrated in Figure 4.2 (d), given an authentic
target image 7' in which the manipulated regions was inserted, the manipulated
image M (which could also be the generated image G(M)), and the manipulated
boundary prediction P by the segmentation stage, we replace the pixels in predicted

boundaries by the authentic regions in 7" and create a novel manipulated image:

M =ToP+Mao(1—P), (4.8)

where M’ is the novel manipulated image with new boundary artifacts. The corre-

sponding segmentation ground truth now becomes

K'=K-KoP, (4.9)

where K’ is the new manipulated mask for M’. The new boundary artifact mask can
be extracted in the same way as the previous step. Notice that the refinement stage
utilizes the target images 1" to help training, providing more side information to spot
the artifacts. Taking as input the new manipulated images, the same segmentation
network in Figure 4.2 (c¢) then learns to predict the new manipulated boundaries
and interior regions.

In addition to augment boundary artifacts, the refinement stage also mines

the hard examples during training. Since the refinement stage is based on predic-
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tions from the previous stage, hard examples where the manipulation regions are
not predicted remain the same after the replacing operation. As a result, these
hard examples weight more during training after feeding back to the segmentation
network.

Similar to [94], multiple refinement operations are possible and there is a
tradeoff between training time and performance. However, the difference is that
the segmentation network in the refinement stage shares weights with that in the
segmentation stage. The weight sharing enables us to use a single segmentation
network at inference. As a result, the network learns to focus more attention on

boundary artifacts with no additional cost at inference time.

4.4  Experiments

We evaluate the performance of GSR-Net on four public benchmarks and
compare it with the state-of-the-art methods. We also analyze its robustness under

several attacks.

4.4.1 Datasets and Experiment Setting

Datasets. We evaluate our performance on four datasets — In-The-Wild [6],
COVER [4], CASIA 1.0 [26] and Carvalho [5].

Evaluation Metrics. We use pixel-level F1 score and MCC as the evaluation
metrics when comparing to other approaches. For fair comparison, following the

same measurement as [6,49, 82|, we vary the prediction threshold to get binary
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prediction mask and report the optimal score over the whole dataset.

4.4.2 Main Results

In this section, We present our results for the task of manipulation segmenta-
tion. We fine-tune our model on CASIA 2.0 from the ImageNet pre-trained model
and test directly the performance on the aforementioned four datasets. We compare
with methods described below:

e Nol [38]: A noise inconsistency method which predicts regions as manipulated
where the local noise is inconsistent with authentic regions. We use the released
code [36] for evaluation.

e CFA [39]: A CFA based method which estimates the internal CFA pattern of the
camera for every patch in the image and segments out the regions with anomalous
CFA features as manipulated regions. The evaluation code is public available [36].
e RGB-N [49]: A two-stream Faster R-CNN based approach which combines fea-
tures from the RGB and noise channel to make the final prediction. We train the
model on CASIA 2.0 using the code provided by the authors.

e MFCN [82]: A multi-task FCN based method which harnesses both an edge
mask and segmentation mask for manipulation segmentation. Hole filling is applied
for the edge branch to make the prediction. The final decision is the intersection of
the two branches. We directly report the results from the paper since the code is
not publicly available.

e EXIF-consistency [6]: A self-consistency approach which utilizes metadata to
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learn features useful for manipulation localization. The prediction is made patch
by patch and post-processing like mean-shift [98] is used to obtain the pixel-level
manipulation prediction. We use the code provided by the authors for evaluation.
e DeepLab: Our baseline model which adopts DeepLab VGG-16 model to manip-
ulation segmentation task. No generation, boundary branch or refinement stage is
added.
e GSR-Net: Our full model combining generation, segmentation and refinement
for manipulation segmentation.

The final results, presented in Table 4.1, highlight the advantage of GSR-Net.
For supervised methods [49,82], we train the model on CASIA 2.0 and evaluate on
all the four datasets. For other unsupervised methods [6,38,39], we directly test the
model on all datasets. GSR-Net outperforms other approaches by a large margin
on COVER, suggesting the advantage of our network on copy-move manipulation.
Also, GSR-Net has an improvement on In-The-Wild, CASIA 1.0 and Carvalho. Ad-
ditionally, in terms of computation time, EXIF-consistency takes 1600 times more
computation (80 seconds for an 800 x 1200 image on average) than ours (0.05s per
image). Compared to boundary artifact based methods, our GSR-Net outperforms
MFCN by a large margin, indicating the effectiveness of the generation and refine-
ment stages. In addition to that, no hole filling is required since our approach does
not perform late fusion with the boundary branch, but utilizing boundary artifacts
to guide the segmentation branch instead.

Our method outperforms the baseline model by a large margin, showing the
effectiveness of the proposed generation, segmentation and refinement stages.
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Dataset Carvalho In-the-Wild COVER CASIA

DeepLab 0.420 0.472 0.376 0.474
DL + CP 0.446 0.504 0.410 0.503
DL + G 0.460 0.524 0.434 0.506
DL + DIH 0.384 0.421 0.342 0.420
DL 4+ CP + G 0.472 0.528 0.444 0.507
GS-Net 0.515 0.540 0.455 0.545
GSR-Net 0.525 0.555 0.489 0.574

Table 4.2: Ablation analysis on four datasets. Each entry is the F1 score tested
on individual dataset.

4.4.3 Ablation Analysis

We quantitatively analyze the influence of each component in GSR-Net in
terms of F1 score.
e DL 4+ CP: DeepLab VGG-16 model with just the segmentation output, using
simple copy-pasted (no generator) and CASIA 2.0 images during training.
e DL + G: DeeplLab VGG-16 model with just the segmentation output, using
generated and CASIA 2.0 images during training.
e DL + DIH: DeepLab VGG-16 model with just the segmentation output, us-
ing the images generated from [89] and CASIA 2.0 images during training. We
adapt deep image harmonization (DIH) network for the generation stage as it also
manipulate regions.
e DL + CP + G: DeepLab VGG-16 model with just the segmentation output,
using both copy-pasted, generated and CASIA 2.0 images during training.

e GS-Net: Generation and segmentation network with boundary artifact guided
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JPEG compression consists of quality factors of 70 and 50; scale attacks use scaling
ratios of 0.7 and 0.5. (a) JPEG compression attacks on In-The-Wild. (b) Scale
attacks on In-The-Wild. (c) JPEG compression attacks on Carvalho. (d) Scale
attacks on Carvalho.

manipulation segmentation. No refinement stage is incorporated.

The results are shown in Table 4.2. Starting from our baseline model, simply

adding copy-pasted images (DL + CP) achieves improvement due to broadening

the manipulation distribution. In addition, replacing copy-pasted images with gen-

erated images (DL + G) also shows improvement compared to DL + CP on all the

datasets as it refines the boundary from naive copy-pasting. As expected, adding

both copy-pasted images and generated hard examples (DL 4+ CP + G) is more
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Dataset Carvalho In-The-Wild COVER CASIA

CP+5S 0.343 0.430 0.351 0.242
CP+G+5S 0.354 0.441 0.355 0.270
CP + GSR 0.418 0.479 0.381 0.331

Table 4.3: F1 score manipulation segmentation comparison trained with
COCO annotations.

useful because the network has access to a larger distribution of manipulation.

Compared to applying deep harmonization network (DL + DIH), our gener-
ation approach (DL + G) performs better as it aligns well with the natural process
of manipulation and has a larger variety of manipulation.

The results also indicate the impact of boundary guided segmentation net-
work. Directly predicting segmentation (DL + CP 4 G) does not explicitly learn
manipulation artifacts, and thus has limit generalization ability compared to GS-
Net, which uses the boundary features as side information. Furthermore, GSR-
Net boosts the performance on GS-Net since the refinement stage introduces new

boundary artifacts.

4.4.4 Robustness to Attacks

We apply both JPEG compression and image scaling attacks to test images
of In-The-Wild and Carvalho datasets. We compare GSR-Net with RGB-N [49],
EXIF-selfconsistency [6] using their publicly available code, and MFCN [82] using
the numbers reported in their paper. Figure 4.3 shows the results, which indicates

our approach yields more stable performance than prior methods.
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last row is the ground truth.
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4.4.5 Segmentation with COCO Annotations

This experiment shows how much gain our model achieves without using the
manipulated images in CASTA 2.0. Instead of carefully manipulated training data,
we only utilize the object annotations in COCO to create manipulated images. We
compare the result of using different training data as follows:

e CP + S: Only using copy-pasted images to train the segmentation network.
e CP + G + S: Using both copy-pasted and generated images.

e CP + GSR: Using copy-pasted images and generated images. The refinement
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Figure 4.5: Qualitative visualization of the generation network. The first two
columns show the authentic background and manipulation mask. As the number of
epochs increases, the manipulated region matches better with the background and
thus boundary artifacts are harder to identify.

stage is applied.

Results are presented in Table 4.3. The performance using only copy-pasted
images (CP + S) on the four datasets indicates that our network truly learns
boundary artifacts. Also, the improvement after adding generated images (CP +
G + S) shows that our generation network provides useful manipulation examples
that increases generalization. Last, the refinement stage (CP 4+ GSR) boosts

performance further by encouraging the network to spot new boundary artifacts.

4.4.6 Qualitative Results

Generation Visualization. We illustrate some visualizations of the generation
network in Figure 4.5. It is clear that the generation network learns to match the

pasted region with background during training. As a result, the boundary artifacts
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are becoming subtle and the generation network produces harder examples for the
segmentation network.

Segmentation Results. We present qualitative segmentation results on four
datasets in Figure 4.4. Unsurprisingly, the boundary branch outputs the potential
boundary artifacts in manipulated images and the other branch fills in the interior
based on the predicted manipulated boundaries. The examples indicate that our
approach deals well with both splicing and copy-move manipulation based on the

manipulation clues from the boundaries.

4.5 Conclusion

We propose a novel segmentation framework that firstly utilizes a generation
network to enable generalization across variety of manipulations. Starting from
copy-pasted examples, the generation network generates harder examples during
training. We also design a boundary artifact guided segmentation and refinement
network to focus on manipulation artifacts rather than semantic content. Further-
more, the segmentation and refinement stage share the same weights, allowing for
much faster inference. Extensive experiments demonstrate the generalization ability
and effectiveness of GSR-Net on four standard datasets and show state-of-the-art
performance. The manipulation segmentation problem is still far from solved due to
the large variation of manipulations and post-processing methods. Including more
manipulation techniques in the generation network could potentially boost the gen-

eralization ability of the existing model and is part of our future research.
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Chapter 5: DeepStrip: High Resolution Boundary Refinement

5.1 Introduction

Boundary detection is a well-studied problem and fundamental for human
recognition [99, 100]. Recent decades have witnessed considerable effort to im-
prove the boundary quality of an object that has been detected [101-109] or seg-
mented [110-114]. Consequently, it is not difficult to separate object of interests
from backgrounds with precise boundaries utilizing these methods. While current
learning based boundary detection algorithms are usually computed on low res-
olution (LR) images (0.04-0.25 million pixels), most photos taken these days are
much larger, ranging from cell phone size (8-16 million pixels) to professional cam-
era size (16-400 million pixels). Most methods are not designed for images of this
size and the excessive computation they require, and most machine learning based
methods cannot process them due to memory constraints. Given a precise low res-
olution prediction, a workaround would be to directly apply upsampling to reach
high resolution (HR). Nevertheless, this usually yields poor quality results because
the semantic contents in the HR image are not considered. (See Figure 5.1.)

Most research in boundary detection focuses on improving the boundary qual-

ity in LR through introducing more semantic information [8, 115, 116] or human
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Figure 5.1: Concept overview. The example is from the newly created PixaHR
dataset. Given low resolution mask and high resolution image on the left, a bilinear
upsampling with scale factor 16x would results in boundary misalignment in high
resolution image, as is shown in the enlarged boundary region on the right. Also,
the new details in high resolution would be missed.

interaction [108,112,113,117,118]. While there has been some work on HR seman-
tic segmentation [119,120] and upsampling [121,122], there is less focus on accurately
capturing the boundary detail in HR. Instead of treating this problem as an upsam-
pling problem, we treat it as boundary detection and harness the contents in HR
images for prediction.

To this end, we propose a novel approach to handle boundary refinement in
HR images. (See Figure 5.2.) Our key idea is to allow the power of deep learning
methods to be applied to HR images in a time and memory efficient manner by op-
erating on narrow images made up of pixels near the boundary. Given an accurate
LR mask, the boundary in HR is likely in proximity to the upsampled LR boundary.
(See Figure 5.1.) Therefore, to save memory and computation, we propose to search
for the target boundary in a strip region near the boundary of the upsampled mask.
The strip image is formed by sampling pixels along and normal to the upsampled

mask boundary. Since the normals may not be smooth due to inaccurate boundaries
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Figure 5.2: Framework. To save memory and computation, we predict the boundary
in a strip image instead of the whole image. First, the strip image is extracted from
the HR image and corresponding LR mask. Feeding the strip image as input, the
network predicts all potential boundaries (denoted as “x”) and passes the initial
prediction to a selection layer (denoted as “m”) to pursue more accurate prediction
on the target boundary (denoted as “s”). The numbers are indicator to the losses
displayed on the right. Orange and green curves denote the ground truth and
prediction, respectively. Note that the strip image and prediction are rotated 90

degree for visualization.
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in the upsampled mask, we represent the LR boundary with a spline approximation
and directly treat the orthogonal derivatives of the upsampled spline as the normal
directions. Feeding as input the generated strip images, we train a network to firstly
predict all potential boundaries. Based on the initial prediction, an additional selec-
tion layer is included to predict the target boundary more accurately. To encourage
closer prediction and reduce false positives, we propose loss functions to minimize
the boundary distance between the prediction and ground truth in the strip image
and to encourage CO continuity in the prediction. Lastly, we pursue consistent re-
sults through matching the prediction under different strip sizes to further boost
the performance.

To validate our approach, we create a new PixaHR dataset (see Figure 5.1

for image example) consisting of 100 photos with average resolution 7k x 7k and
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evaluate our approach up to scale factor 32x. Results on DAVIS 2016 and COCO
coarse annotations also show our ability to refine coarse boundary annotations.

In a nutshell, our contribution is three-fold. 1) We propose an approach to
predict the boundary in a strip image which converts potential boundary regions into
a strip space. This approach allows us to apply neural networks in a computationally
and memory efficient manner. 2) To improve performance and encourage closer
prediction, we propose novel losses including boundary distance, matching and CO
continuity loss. 3) We create a high resolution dataset for evaluation. To the best of
our knowledge, we are the first learning based approach to make HR dense boundary
refinement with resolution up to 10k x 10k. Extensive experiments on both public

and the new PixaHR dataset strongly highlight our effectiveness.

5.2 Related Work

Boundary Refinement. Multiple attempts have been made to improve boundary
quality through extracting better features [8,101,116,123,124]. Xie et al. [101] utilize
features from multiple layers and fuse both low and high level features to detect
edges. Liu et al. [116] explore rich convolutional features to boost the performance.
More related, attention has been taken to refine coarse boundary predictions or
annotations [8,115]. Conventional methods like dense Conditional Random Fields
(CRF) [125], Graph Cuts [126] model the relationship between nearby pixels and
thus can be applied to refine LR masks [127]. However, these are segmentation

based and only low-level features have been utilized. With more supervision, Yu

76



et al. [115] propose to simultaneously learn and align edges to refine misaligned
boundaries directly. Acuna et al. [8] further improve the performance by introducing
a thinning layer and active alignment strategy to obtain refined boundary. These
methods mainly explore edge detection in LR images. In contrast, we tackle HR
boundary refinement and apply detection only on regions around upsampled LR
boundary splines and thus is more memory and computation efficient.

Active Contours. Active contour models like Snakes [104] have been introduced
to refine boundaries from coarse ones. Various approaches have been explored to
handle the limitation of Snakes through, e.g., better initialization, morphological
operation [128] or user interaction [108]. Since our method also refines the curve
upsampled from LR mask, we can benefit from these methods and refine the bound-
ary further. Instead of taking the whole image as input, deep active contour [129]
learns to predict the flow of boundary pixels in a patch by patch fashion. However, it
cannot guarantee a continuous boundary prediction. Instead, our approach directly
extracts a consecutive boundary region and thus contains more global information.
Rather than predict the entire curve, other works have explored predicting control
points [117,130,131] through recurrent neural networks or Graph Convolutional Net-
works (GCN) [132] and then fit a curve as the final prediction. However, boundary
details are smoothed in the spline representation. In contrast, our approach predicts
precise edge information directly. Another line of work implicitly represents bound-
ary curves. For example, deep level set methods [133] evolve boundary curves by
minimizing the level energy function. Other learning based approaches [7,134,135]
have proposed to provide useful features, including texture, color or shape, for bet-
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ter optimization. However, these learning based approaches suffer from compu-
tation and memory issues when the resolution increases because they process the
entire image while our approach only focuses on the regions around upsampled LR
boundaries, and thus requires less computation and memory overhead.

High Resolution Up-sampling. With the information of low resolution masks,
researchers have focused on achieving high quality HR segmentation masks. Con-
ventional methods [136,137] reach HR by applying upsampling jointly with the LR
mask reference. However, the fixed filter structures have difficulty capturing new
HR boundary details. He et al. [138] propose guided filtering to smooth while pre-
serving edge information when upsampling. Wu et al. [121] make the guided filter
faster and learnable. For HR segmentation approaches, Zhao et al. [120] propose
to aggregate LR features for HR segmentation and Chen et al. [119] align both
global and local features to avoid heavy GPU consumption for HR segmentation.
Even though these methods can be potentially adapted to boundary refinement, our
method mainly focuses on boundary regions and is designed to detect boundaries in
HR directly. Therefore, our approach learns new HR boundaries better, especially

when LR boundaries are coarsely annotated.

5.3 Approach

Our goal lies in refining boundaries in HR images given LR precise masks. To
achieve this purpose efficiently, we propose to predict on a strip image that captures

the potential boundary region rather than the entire HR image. Figure 5.2 illustrates
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Figure 5.3: Strip image creation. To generate strip image, B-spline representation
of the contour in the LR mask is upsampled to HR as a coarse boundary. The HR
region along the normal direction (e.g., red and green arrows) of the contour is then
extracted. Finally, the strip image and corresponding boundary ground truth is
obtained by flattening the extracted region in both the HR image and mask. Note
that the final boundary filters out noisy boundaries (e.g., the red box region) from
the initial boundary. The strip image and boundaries are rotated 90 degree for
visualization.

our framework. Our approach consists of strip image creation, which converts HR
RGB image into strip image, strip boundary prediction, which refines the edges on
the strip image using a network and strip reconstruction which reconstructs the

prediction in the original image from the strip boundary prediction during testing.

5.3.1 Strip Image Creation

Figure 5.3 describes the procedure of strip image creation. Due to the inter-
polation introduced by upsampling, a directly upsampled boundary from the LR
image is likely to be shifted from the ground truth boundary in HR. To localize
the real HR boundary pixels, searching around the upsampled boundary is more

necessary than searching the whole image. Therefore, we extract pixels near the
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upsampled boundary to create a strip image. To create the strip image, we step
along the boundary and sample points along the normal direction at each point on
the curve. To obtain smoothly varying normal directions along the coarse boundary,
we represent the LR boundary by B-spline and upsample the LR spline to HR.
Given the HR image I(p,q) and the upsampled spline representation C' =
(p(k),q(k)) of the boundary contour, where (p(k),q(k)) denotes the HR image co-
ordinates parameterized by arclength k along the curve, the continuous strip image

Jr ¢ is defined by

Tro(k t+H/2)=I(p(k) + t xny(k), q(k) +t xng(k)), (5.1)

where ¢ denotes the distance in the normal direction, H denotes the height of the
strip image, and (n,(k),n,(k)) is the unit normal to the curve at arclength k. Ac-
cordingly, the strip image J; ¢(j,4) with dimension H x W is obtained by sampling
k = j x dk, t =i x dt, where tangential step size dk = ||C|/W ] and normal step
size dt is set to 1 for simplicity. |C| denotes the length of C, j = 0,1,...,W and
i=—H/2,...,0,...,H/2. Also, bilinear interpolation is applied in the high resolution
image to evaluate I(p, ¢) for non-pixel coordinates (p, q).

The corresponding HR strip boundary ground truth is obtained similarly with
two adaptations. First, for large sampling scale factors, the ground truth boundary
is likely to be outside the range of the strip if the strip height is small, making the
boundary in strip image not continuous. We add labels at the border of strip if no

boundary pixel is included to maintain the CO continuity of the boundary pixels in
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the strip image. Second, if the strip height is large, multiple boundary pixels might
be included in each column in regions where the boundaries are closer than the strip
height. In this case, we filter out the extraneous boundaries that are not connected

to the current boundary. (See Figure 5.3.)

5.3.2  Strip Boundary Prediction

Provided the HR strip image as input, we train a network to predict the
corresponding boundaries within the strip domain. For memory efficiency, we adapt
light-weighted encoder-decoder based structure nested U-Net [139,140] for boundary
prediction. Given the fact that proper dimension of strip image varies for different
resolutions, we use instance normalization [73] during training so that the mean and
variance are approximated per image.

As is shown in Figure 5.2, two prediction layers are proposed to learn the tar-
get boundary in strip image to account for the fact that multiple true boundaries
may be present in a single column of the strip image. Firstly, we extract the last
upsampling layer to predict all potential boundaries. This encourages the network
to learn boundary features within the strip image. To predict the target boundary,
we add a learnable selection layer to pick up the target boundary from potential
boundaries. The input to the selection layer is the initial prediction, and we apply
column-wise softmax to the output of the selection layer as a confidence score for
the initial prediction. Finally, the target boundary is computed by the multipli-

cation between the initial prediction and the selection score. The selection layer
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also smooths the initial prediction, analogous to the non-maximum suppression in

Canny edge detection [100]. Formally,

s=x0Om, (5.2)

where ® denotes pixel-wise multiplication, s denotes the final prediction, x denotes
the initial prediction which applies Sigmoid activation to the output of the last

upsampling layer and m is the softmax activated output of the selection layer.

5.3.3 Loss Function

Our basic loss function for the initial and final boundary prediction is a

weighted [y loss to differentiate the boundary from non-boundary pixels. Formally,

Le = 52 lyij — sigl + (1 — Z |yij — sijl; (5.3)

(1,5)€Y} (i,5)€Y—

where Y, and Y_ denote boundary and non-boundary pixels, respectively. [ =
|Y_|/|Y| denotes the weight to balance the label and |Y'| denotes the total number
of pixels in strip mask. s;; denotes the prediction and y;; denotes the binary ground
truth at position (7, j) in the strip image.

In addition, we adapt Dice loss [141] to boundary prediction to encourage

intersection between prediction and ground truth:

2282‘]‘ Xyz‘j—f—ﬁ
LR

Ldice =1~
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where e denotes a small constant to avoid zero division. The loss aims to maximize

the intersection over union between the prediction and ground truth.

5.3.3.1 Boundary Distance Loss

For boundary prediction, a closer prediction to the boundary ground truth is
preferred. However, both weighted [; and dice loss are not sensitive to the distance
from prediction to ground truth. Therefore, we introduce a boundary distance loss
to measure the average distance between the predicted boundary and the ground
truth to encourage closer prediction. Thanks to the strip domain which maps the
regions along the normal direction in every column, the boundary distance can be
calculated directly through the difference between the prediction and ground truth.
Given the prior that only one boundary pixel exists in each column in the final strip
mask, the boundary distance at every column can be measured by calculating the
argmax difference at every column between the prediction and ground truth. Since
argmax function is not differentiable, we approximate it through soft argmax before

calculating the boundary distance and formulate the loss as

w
1
=W Z | softarg(s;;) — arg max(y;;)|, (5.5)
]:1 7 (2

where W is the width of strip mask and the soft argmax in each column (normal

direction) is computed as

softarg Sij) =

Mm

) , (5.6)

=1



where |[S;||1 is the [; normalization of s;; at column j. Since the final prediction
s;; encourages a unimodal distribution according to Equation 5.2, this loss enforces
the column-wise maximum activation of the final prediction to match with that in

ground truth.

5.3.3.2 Matching Loss

Since the strip height is fixed during training, to introduce variance and avoid
overfitting on specific strip height, we augment the data through cropping the strip
height. Starting from a large height, we crop the strip to a shorter one and make
a new prediction. For consistency, the overlapped regions between original and the
cropped strip should have the same initial prediction since all potential boundaries
are predicted. Formally, we take a [; loss between the cropped and original initial

prediction to calculate the matching loss,

1
crop (

1,)€Yerop

where Y., is the cropped region of original mask Y and x;j is the new initial

prediction for the cropped strip image. In addition, this loss also helps the network

learn to ignore spurious edges detected near the border of the strip.

5.3.3.3 CO0 Continuity Regularization

Additionally, we add a CO continuity regularization to the final prediction to

enforce a continuous prediction. Ideally, at most one boundary pixel is allowed at
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every column in the final prediction, so the prediction is CO continuous if the maxi-
mum activated position of every column is CO continuous. Specifically, we compute
the soft argmax of every column, calculate a marginal difference between nearby
argmax columns and penalize the position within a window size where prediction

becomes discontinuous. Formally,

w
LCOZWZP(maX(O, | Softarg(sij) —sof‘parg(si,j+1) |—v)), (5.8)

J=1

where v denotes the margin value and P denotes the maxpooling with a fixed kernel
size so that all pixels within the range get penalized. s;4; is replicated by s;;
for calculation. This loss serves as a self regularization as no ground truth label is
required.

The total loss function is therefore,
Ltotal = Le + Ldice + >\1Ld + )\2Lm + )\3LCO7 (59)

where \i, A2, A3 are hyper-parameters to adjust the weight of each loss. L. is applied
to both the initial and final prediction. L,, is only applied to the initial prediction
and Lgice, Lq, Lo are applied only to the final prediction. With the total loss func-
tion, a closer prediction is preferred and the network draws attention to the target

boundaries.
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5.3.4 Strip Reconstruction

To make a prediction on the HR image, a mapping between the predicted
strip boundaries and the full HR mask is required at inference. For every pixel in
the strip image, the corresponding coordinates in the HR image are recorded for
reconstruction. Given the raw prediction, we optimize the path with a dynamic
programming similar to seam carving [142] and find the path with minimum energy.

We minimize the function

. o1 g)]

where |0I(i,7)| denotes the magnitude of the image gradients at (i,j). The algo-
rithm searches for the energy cost for neighborhood pixels and finds the path with
a minimum energy cost, which indicates the boundary path with the highest prob-
ability. We then connect the original coordinates of the final path in the full mask
to form the full prediction.

At inference, the flexible input dimension of our framework enables different
strip sizes for different images. Benefitting from it, we determine the width of strip,
which reflects the number of sampling points along the boundary, by multiplying
the LR boundary length with the scale factor. We fix the height of strip with the as-
sumption that all target boundaries are involved, and an adaptive height adjustment
strategy is also discussed in Section 5.4.6. For objects containing multiple contours

due to complex topology, the prediction is made on each contour separately.
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5.3.5 Implementation Details

We generate the spline curve efficiently from the binary mask using the scipy
function ‘splprep’ after extracting contours. To guarantee a consistent sign for the
normals, we extract strip images from closed contours. The starting point of strip
is not deterministic so that no bias is introduced in training. The final ground
truth strip boundary mask is obtained by taking the gradient of the ground truth
segmentation mask after removing any isolated noisy boundaries. Additionally,
we randomly add small shifts to the spline representation to introduce position
variation of the target boundary in strip image during training. Our framework is
implemented in Pytorch. The encoder consists of 4 3 x 3 convolutional layers and
the decoder consists of 4 upsampling layers. The selection layer consists of another
convolutional layer with 3 x 3 kernel size. The activation function is ReLLU [143] for
all encoder and decoder layers. We use instance normalization for all normalization
layers to enable flexible input size at inference. During training, the input strip
dimension is fixed as 80 x 4096. We train the network for 70 epochs with batch
size 6 on an NVIDIA GeForce TITAN P6000. We use Stochastic Gradient Descent
(SGD) as optimizer and the initial learning rate is 0.1. The learning rate decays by
a factor of 10 after every 20 epochs. The momentum is set to 0.9 and weight decay
is set to 0.0005. A1, Ao and A3 are set to be 0.1, 20 and 1 empirically. We crop strip
image by half to obtain Y,,,, for matching loss and the maxpooling kernel size for
CO continuity regularization is 11. The margin in CO continuity regularization is set

to 1. Horizontal flipping is applied as data augmentation.
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Dataset DAVIS 2016 [56] 4% PixaHR 8Xx PixaHR 16X PixaHR 32X

Metrics F(0 pix) F(1 pix) F(1 pix) F(2 pix) F(1 pix) F(2 pix) F(1 pix) F(2 pix)
Bilinear Upsampling 0.171 0.521 0.116 0.194 0.15 0.187 0.07 0.106
Grabcut [103] 0.232 0.541 0.063 0.121 0.020 0.053 0.0 0.0
Dense CRF [125] 0.268 0.702 0.278 0.434 0.245 0.389 0.142 0.227
Bilateral Solver [137] 0.274 0.569 0.207 0.277 0.185 0.247 0.156 0.216
Curve-GCN [117] 0.076 0.160 0.021 0.033 0.018 0.028 0.012 0.028
DELSE [7] 0.271 0.531 0.096 0.133 0.086 0.132 0.080 0.130
STEAL [8] 0.171 0.348 0.282 0.457 0.151 0.255 0.09 0.144
JBU [136] 0.175 0.447 0.140 0.231 0.117 0.184 0.055 0.090
Guided Filtering [138] 0.129 0.349 0.121 0.195 0.092 0.145 0.060 0.097
Deep GF [121] 0.193 0.461 0.286 0.420 0.175 0.269 0.09 0.141
U-Net boundary 0.320 0.656 0.170 0.297 0.139 0.197 0.068 0.108
U-Net strip (baseline) 0.303 0.710 0.334 0.455 0.303 0.425 0.267 0.357
Ours 0.423 0.788 0.416 0.508 0.396 0.498 0.330 0.447

Table 5.1: Boundary-based F' score comparison. The scale factor between low and
high resolution image is 4 on DAVIS 2016 and 8, 16, 32 on PixaHR. For DAVIS
2016, the pixel dilation is 0 and 1 and for PixaHR is 1 and 2 instead.

5.4 Experiments

We evaluate our approach on two HR datasets which provide both low and
high resolution ground truth in Section 5.4.2, and then analyze the importance of
each components in our framework in Section 5.4.3. We also provide memory and

speed comparison in Section 5.4.4.

5.4.1 Datasets and Metrics

For our experiments, we need a dataset with highly accurate pixel-level HR an-
notation. Unfortunately, most current datasets are low resolution and many provide
inaccurate polygon boundaries as ground truth annotations. We found DAVIS [56]
to provide accurate enough results with a resolution that is usable for our needs.
To better evaluate the results at large scaling factors, we introduce a new dataset—
PixaHR. We describe these datasets below.

DAVIS 2016 [56]: A benchmark for video segmentation which consists of 50 classes
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with precise annotations in both 480P and 1080P. To enlarge the scale factor, we
down sample the 480P mask by a factor of 2, train our approach on the 30-class
1080P training set with 240P LR masks and test on 20-class 1080P testing set. The
scale factor is 4.5 for this experiment. The results are evaluated frame by frame.
PixaHR: To evaluate more realistic scenarios, we create a PixaHR dataset. It
contains 100 images with average resolution 7k x 7k (ranging from 5k x 5k to 10k x
10k) collected from public photograph website Pixabay [144]. We manually annotate
the object boundary in the HR images, downsample the HR mask by 8x, 16x and
32x and obtain binary LR mask for evaluation. The photos were uploaded by public
users and have diverse contents. We apply our model that was trained on DAVIS
to this dataset for evaluation.

Metrics: We use boundary-based F score introduced by Perazzi et al. [56] for
evaluation, which is designed to evaluate the boundary quality of segmentation.
As it allows changing pixel tolerance by dilation, we set 0 and 1 pixel dilation on
DAVIS, and 1 and 2 pixel on PixaHR dataset to measure how close the prediction

is to the ground truth.

5.4.2 Main Results

For upsampling based approaches, we compare our approach with Bilinear
Upsampling, Bilateral Solver [137], Joint Bilateral Upsampling [136] (JBU),
Guided Filtering [138] and Deep GF [121]. The boundary is obtained by tak-

ing the gradient of the upsampled mask. For boundary refinement approaches, we
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compare with Grabcut [103], Dense CRF [125] and STEAL [8] using upsam-
pled mask as initialization. For active contour methods, the baselines are Curve-
GCN [117] and DELSE [7], and predictions on PixaHR are made in LR and
upsampled to original resolution since the whole boundary region is required at in-
ference. Learning based approaches are trained or fine-tuned on the training set of
DAVIS and evaluated directly on all datasets. In addition, we also compare our own
implemented baselines as below:
e U-Net boundary: We train U-Net directly on the full resolution images on
DAVIS for boundary prediction. We concatenate both the full resolution image and
upsampled masks as input so that the network learns to refine the coarse masks. The
loss function is a weighted binary cross entropy following Xie et al. [101]. Similarly,
we also add deep supervision and fuse all intermediate layers to obtain the final
prediction. The prediction is made patch-by-patch with patch size 1920 x 1080 on
PixaHR dataset.
e U-Net strip (baseline): Our baseline method which learns to directly predict
the target boundary on strip image. Only weighted [1 loss is used as loss function.
e Ours: Our full model which applies selection layer to predict the boundary in
strip images with our boundary distance loss, matching loss and C0 continuity reg-
ularization.

Table 5.1 exhibits our advantage over the baselines. For the DAVIS dataset,
a simple upsampling yields a boundary shift from the ground truth and thus per-
forms poorly. Grabcut and dense CRF are segmentation based and thus yield worse

performance than ours. Even though other methods including bilateral solver, JBU
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Dataset DAVIS 2016 PixaHR 16x

Metrics F(0 pix) F(1 pix)
U-Net strip 0.303 0.303
U-Net strip dice 0.323 0.320
U-Net strip dice + selection 0.372 0.328
U-Net strip dice + selection + BD 0.390 0.342
Our w/o matching 0.405 0.365
Ours 0.423 0.396

Table 5.2: Ablation analysis on two datasets. Each entry is the boundary-based F
score tested on individual dataset.

and Deep GF leverage the low resolution mask, they are designed for general up-
sampling instead of for boundary refinement and prediction. Curve-GCN fits the
curve from the predicted control points which cannot generate as precise a bound-
ary as ours. DELSE moves the contour along the gradient of its energy function,
but is less robust than our approach which predicts the target boundary pixels.
Additionally, our approach outperforms STEAL as the scale factor increases, indi-
cating the active alignment in STEAL may not be accurate enough for pixel-level
boundary prediction. Compared with U-Net boundary, predicting the boundary in
strip image (U-Net strip) yields a slightly better performance, perhaps because the
strip image narrows down the search space for target boundary. As expected, with
our selection layer and proposed losses, we boost the performance further by better
determining the target boundaries from other potential boundaries. A similar ten-
dency is observed on PixaHR dataset. Note that in large scale factor 32, most of
the methods fail to make close predictions to the ground truth while our method

still has a relatively stable performance.
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Methods Memory (MB) Speed (s/image)

Bilinear Upsampling - 0.01/0.02
Grabcut [103] - 5.17/320
Dense CRF [125] - 3.22/310
Bilateral Solver [137] - 4.18/158
JBU [136] . 0.08/5.71
Guided filtering [138] - 0.08/16.1
Deep GF [121] ; 0.07/3.95
STEAL 8] 7775/7959 43.1/4231
Curve-GCN [117] 17330/17330 0.93/75.2
DELSE [7] 17771/17771 1.02/20.4
U-net boundary 17000/17000 0.31/24.5
Ours 3300/3300 0.28/2.51

Table 5.3: Memory and speed comparison. Each entry is the memory or speed on
DAVIS 2016/PixaHR dataset. We only compare the memory usage among learning-
based approaches.

5.4.3 Ablation Analysis

We analyze the importance of each component in our framework as listed
below:
e U-Net strip dice: Adding dice loss to the baseline.
e U-Net strip dice + selection: Adding dice loss and selection layer to the
baseline.
e U-Net strip dice + selection + BD: Adding dice, boundary distance loss and
selection layer to the baseline.
e Ours w/o matching: Adding additional CO regularization. It is our full model
without the matching loss.

Table 5.2 summarizes the comparison result. Starting from our baseline U-Net
strip, adding dice loss encourages more intersection with the ground truth boundary

and thus yields better performance. Comparing U-Net strip + dice with U-Net
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Figure 5.4: Qualitative results on PixaHR 32x. Rows from top to down are the
results of Dense CRF, STEAL, Ours and the Ground truth. We show the entire
boundary (green color) result first and enlarge the blue bounding box region for
comparison (boundaries are whitened).

strip 4+ dice + selection, the selection layer boosts the performance on DAVIS by
a large margin, indicating it effectiveness in suppressing the noisy boundaries and
smoothing the final prediction. Also, with the boundary distance loss the network
learns to have closer prediction. With CO regularization (Ours w/o matching),
the network filters out false positive boundaries by making a continuous prediction.
Finally, the performance further improves with the matching loss because the net-

work makes a consistent prediction over different strip heights to avoid overfitting.
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Coarse annotation DELSE STEAL Ours

Figure 5.5: Qualitative results on COCO. Columns from left to right are coarse
annotation, DELSE [7], STEAL [8] and Ours.

5.4.4 Memory and Speed Comparison

Since we only extract a strip image for prediction, our approach is efficient in
both memory and computation. Table 5.3 compares our memory overhead and speed
performance with baselines. Over all, our computation and memory requirement is
relatively small. Our memory requirement is smaller than other learning based
approaches. Note that for U-Net boundary and STEAL, the prediction on PixaHR
is made patch-by-patch due to the high resolution.

More specifically, the main computation in our approach lies in strip recon-
struction. e.g., for a 1920 x 1080 DAVIS image with around 3200 pixels along the
boundary, our strip image creation takes 0.08s, prediction process takes 0.06s and

the strip reconstruction takes 0.14s. A similar computation percentage is observed
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Dataset PixaHR 32x

Metrics F(1 pix)
Ours 0.330
Ours adaptive 1 segment 0.353
Ours adaptive 2 segments 0.365

Table 5.4: Strip height selection comparison on PixaHR 32x.

on PixaHR also.

5.4.5 Qualitative Results

We show visualization comparisons in Figure 5.4. It is clear that our approach
produces more accurate boundariers than the other methods. To further show the
effectiveness of our approach on refining the boundaries given LR or coarse masks, we
provide qualitative results on COCO where only polygonal boundary ground truth
is provided. We directly extract strip image using the coarse annotation on COCO,
and visualize the prediction in Figure 5.5. Comparing with other approaches, our
method provides more accurate boundaries, indicating the potential application of

our approach to help refine the coarse boundaries.

5.4.6 Strip Height Adaptation

We predict the target boundary in the strip image under the assumption that
the target boundary exists within the pre-defined height range, however, it might
not hold true especially for a large scale factor. While one solution is to pre-define
a larger height for strip image creation, we propose to progressively increase the

height and regenerate strip image to make new predictions at inference. Specifically,
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we increase the height of strip image until the summation of the final prediction
score decreases. Furthermore, height adjustment is more flexible by dividing the
whole contour into several segments and adjusting them independently. The results
are shown in Table 5.4. The comparison between Ours and Ours adaptive 1
segment indicates the effectiveness to have a flexible height. The performance
increases further when dividing the whole contour into 2 segments which allows

variable height for different regions.

5.5  Conclusion

In summary, this paper presents a novel strategy to handle HR boundary re-
finement computationally and memory efficiently given LR precise masks. To save
memory, we propose to extract boundary regions along the upsampled boundary
spline to form a strip image and make prediction within this strip image. To fo-
cus on the target boundaries in strip image, boundary distance, matching loss and
CO continuity regularization have been proposed. Extensive experiments on both
public and our newly created dataset demonstrate the effectiveness of the proposed
approach. However, the current approach still has difficulty predicting complicated
topology and soft boundary regions. A smarter adaptive strip height adjustment

for every pixel might be a potential solution, which is left for future research.
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Chapter 6: Multi-model and Multi-level Knowledge Distillation for

Incremental Learning

6.1 Introduction

Deep neural networks perform well on many visual recognition tasks [11, 145,
146] given specific training data. However, problem arises when adapting networks
to unseen categories while remembering seen ones, which is known as catastrophic
forgetting [147-149]. To tackle this issue, there is a growing research attention on
incremental learning where the new training data is not provided upfront but added
incrementally. The target of incremental learning is to achieve good performance on
new data without sacrificing the performance on old and it has been widely explored
across different tasks such as classification [9,150] and detection [151].

To alleviate catastrophic forgetting in incremental learning, one possibility is to
maintain a subset of old data to avoid over fitting on new data [9,152,153]. However,
an issue in practice is that when models embedded in a product are delivered to
customers, they no longer have access to trained data for privacy purposes. To
tackle the situation, a stricter exemplar-free setting was introduced in [150], which

requires no exemplar set for previous categories and only distills previous knowledge
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Figure 6.1: Concept overview. We propose to distill knowledge from all previous
models efficiently to preserve old data information rather than sequentially applying
distillation only to the last model. (For example, using both S1 and S2 in S3 for
distillation instead of sequentially using S1 for S2 and then S2 for S3). The confusion
matrix is LWF-MC [9] on the left and our method on the right for the exemplar-free
incremental setting.

from the current categories.

Prior methods typically apply knowledge distillation [154] sequentially during
the incremental procedure to preserve previous knowledge. Since they apply distil-
lation only to the last model, it is difficult to maintain all past knowledge completely
(the left side of Figure 6.1). From that observation, we propose using all the model
snapshots. Prior knowledge is preserved better through our approach (the right

side of Figure 6.1). However, saving all previous models may incur a great penalty

98



in memory storage and without somehow compressing this historical information
would not be practical. To address this, we reconstruct previous outputs using only
“necessary” parameters during training.

To this end, we propose an end-to-end Multi-model and Multi-level Knowl-
edge Distillation (M?KD) framework as depicted in Figure 6.2. We introduce a
multi-model distillation loss which leverages the snapshots of all previous models
to serve as teacher models during distillation, and then directly matches the out-
puts of a network with those from the corresponding teacher models. To make the
pipeline more efficient, we adapt mask based pruning methods to reconstruct the
previous models. We prune the network after each incremental training step and
identify significant weights to reconstruct the model. This allows us to reconstruct
previous models on-the-fly and utilize them as teacher models in our multi-model
distillation. To further enhance the distillation process, we also include an auxiliary
distillation loss to preserve more intermediate features of previous models. Addi-
tionally, our approach addresses catastrophic forgetting in sequential distillation,
and thus generalizes well for both exemplar based and exemplar-free settings.

To show the effectiveness of our approach, we evaluate our model on Cifar-100
[155] and a subset of ImageNet [146]. We achieve state-of-the-art performance for
all the datasets in exemplar-free setting. We also show improvement when adapting
to exemplar-based incremental learning and our exemplar-free setting outperforms
iCaRL [9] with a 200 exemplar budget.

In summary, our contributions are three fold. First, we propose a multi-model

distillation loss, which directly matches logits of the current model with those from
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the corresponding teacher models. Secondly, for efficiency, we reconstruct historical
models via mask based pruning such that model snapshots can be reconstructed
with low memory footprint. Experiments on standard incremental learning bench-
marks show that our method achieves state-of-the-art performance in exemplar-free

incremental setting.

6.2 Related Work

The ultimate goal of incremental learning is to achieve good performance on
new data while preserving the knowledge about old data. Generally, two types
of evaluation settings [156] have been considered. One is multi-head incremental
learning which utilizes multiple classifiers at inference, and the other is single-head
incremental learning which only utilizes one classifier at inference.

Multi-head incremental learning. The evaluation setting in this stream is that a
specific classifier is selected during testing according to the tasks or categories. With
this prior information, no confusion exists across different classifiers, and thus the
target becomes how to adapt the old model for new tasks or categories. Research has
been focused on utilizing an episodic memory to trace back previous tasks [157-159],
or constraining the important weights on old tasks [149]. In addition, [160, 161]
learn a mask for pruning to further constrain the weights on old tasks. [162] distill
the knowledge from the old model when adapting to new tasks. Different from
this setting, we do not assume the task or category information is known during

inference and follow the setting of single-head incremental learning. Also, even
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though we apply pruning in our approach, our goal is different from [160,161] as
the masks are utilized to reconstruct previous models and our approach requires no
mask selection at inference.

Single-head incremental learning. Single-head evaluation uses only one clas-
sifier to predict both the old and the new classes. This setting is more challeng-
ing [156] compared to the multi-head counterpart because of the confusion between
old and new categories. Knowledge distillation [154] is frequently utilized to pre-
serve information. [150] distill the knowledge from the last model. [163] introduce
Grad-CAM [164] in the loss function. A relaxed setting is to introduce exemplar
set [9] for the old data and match previous logits through distillation. [152] explore
the balance between old and new data during training. [153] focus on constructing
exemplar set and [165, 166] replay the seen categories with GANs [83]. Instead of
saving exemplars, we save the parameters of previous models for reconstruction.
With that, this paper can be considered a complement research direction. In fact,
as knowledge distillation is an important component in these methods, they can po-
tentially benefit from our approach as well. Additionally, [167] alleviate the bias in
knowledge distillation by introducing a scaling vector to trained classifier, however,
our approach is agnostic to classifier and achieves better performance.

Network pruning. Considerable research has explored this area to reduce net-
work redundancy. [168,169] propose to compress network through quantization and
Huffman coding. [170] compress the weights according to their scores. Other meth-
ods [171-173] explore compression for fast inference. In contrast to these methods,

we leverage network redundancy and use pruning to reconstruct all previous models
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Model 1

Model 2

Current model

Figure 6.2: Framework overview. Given images from the current training data,
we preserve previous knowledge directly from the reconstructed output through
matching the logits with the corresponding model and classifying the current data
with its ground truth. As an example, each layer contains a mask matrix M,, at
the t;-th incremental step recording significant weights for previous data. The gray
dots represent the weights to be trained on the current data. The red and green
dots are fixed during training, denoting the weights retained from the first and
second incremental step respectively. The gray dots are fine-tuned for the current
data before pruning. After pruning, a subset of the gray dots will be marked as
important weights and become blue dots, and the remaining weights will be fine-
tuned during the next incremental step. Accordingly, M,, is updated and used as
M, at the end of this round. In multi-model distillation, the red and green output
logits of the current model are matched with the model 1 and 2 respectively while
the blue logits are matched with its ground truth.

in incremental learning with low memory footprint.

6.3 Approach

We propose novel distillation losses to preserve previous information without
introducing too much memory overhead (See Figure 6.2). The model is agnos-
tic to the backbone architecture and generalizes well to both exemplar based and

exemplar-free methods.
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6.3.1 Multi-model Distillation

Single-head incremental learning consists of a sequence of incremental class
inclusion process, referred to as incremental steps. Samples from a batch of new
classes (), are added at the k-th incremental step. For instance, 20 classes will be
added per incremental step in a 20-class batch setting. Accordingly, the network
assigns new logits (output nodes) for the incremental classes. At inference, the
maximum logit score in the output is treated as the final decision.

The knowledge distillation used in incremental learning [9,150] mainly aims to
match the output of the current model to a concatenation of the last model logits
and ground truth labels. Formally, it optimizes the cross entropy for both the old

and new logits,

N
1
— N Z yij lOg(Sij), (61)

where N and C' denotes the number of samples and the total class number so far
respectively, and C, denotes the old classes. s;; is the output score of the network
obtained by applying Sigmoid function to the output logits for sample ¢ at logit j.
s;j denotes the old score obtained by the penultimate model. y;; denotes the ground
truth.

Treating the penultimate model as the teacher and applying this distillation
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sequentially helps preserve historical information, especially when no previous exem-
plar set is stored, which is the protocol for prior methods [9,150,152,163]. However,
the historical information will be gradually lost in this sequential pipeline as the cur-
rent model must reconstruct all the prior information from the penultimate model
alone. To address this limitation, we propose multi-model distillation, which di-
rectly leverages all previous models as our teacher model set. Since we mainly have
current training data and labels for both settings, the network is more confident
on current classes than old ones. Therefore, matching the previous logits of the
current model directly with their corresponding old models preserves information
better than always using the last model. Formally, we minimize the cross entropy
for the logits between the current model and corresponding teacher models from

previous incremental steps,

N P-1

Lyvp = —% Z Z Z sigie 108 (s1jk)

’le}lj Ck1+1

N C
—%Z > yiilog(sy), (6.2)

i=1 j=Cp_1+1

where classes from Cy_; + 1 to C belong to the k-th incremental step and P
denotes the number of incremental steps. Classes from Cp_1 + 1 to C belong to the
current categories. s;j; is the output score of the current model for sample ¢ at logit

j in the k-th incremental step. s, denotes the output score of the k-th previous

ijk
model.

Multi-model distillation matches the logits in the current model with the corre-
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Figure 6.3: Illustration of auxiliary distillation. We extract the intermediate features
and connect directly with an auxiliary classifier to preserve middle level knowledge.

sponding teacher model directly, reducing the information loss between incremental
steps. At inference, we directly choose the maximum among the output logits, which

acts as an ensemble of all the previous teacher models and the current model.

6.3.2 Auxiliary Distillation

Previous incremental learning methods preserve old class information through
matching the final output. However, the features from intermediate layers also
contain useful information. Inspired by the auxiliary loss in segmentation task [174],
we propose an auxiliary distillation loss to preserve the intermediate statistics of
previous models. Similar to using the final output to represent network statistics,
the prediction made by lower level features also represents intermediate feature
statistics. Following the main branch classification, we extract lower level features
and use an auxiliary classifier to conduct classification based on intermediate features

(See Figure 6.3).
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Also, a multi-model distillation loss is added on this auxiliary classifier for the
purpose of preserving prior lower level features, and a standard cross entropy loss is

also included for classifying the current data. Formally,

- % Z Z yi; log(aij), (6.3)

where a;jk denotes the output score from previous auxiliary classifiers, a;;; or
a;; is the output score of the auxiliary branch, « is the ratio between the distillation
and cross entropy loss. Notice that all the logits in ground truth labels are utilized
in the classification cross entropy to enforce the correct prediction of current data.

The total loss function of the network becomes,
Liotat = Layrnp + AL ap, (6.4)

where A is the ratio between the main classification multi-model distillation and
the auxiliary classification distillation. This auxiliary classification branch is only
used during training. At inference time, we only use the main branch classifier for

prediction.
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Algorithm 1 Pruning Algorithm

Input: X' ..., X* //input image sets of incremental step 1,...,k
S) // current model parameters
store pre-update parameters and masks m
fory=1,...,k do
Grad(©y(m <y))=0 // apply mask
update optimizer through Back-Propagation
@y — min(LMMD(Gy) + )\LAD(Gy))
adjust threshold by pruning ratio  //update threshold
©,(0y < threshold) =0 // prune and update ©,
m(©, >=threshold) =y //update masks
10: end for

6.3.3 Model Reconstruction

One drawback of multi-model distillation in its original form is that it utilizes
all previous models, requiring additional memory storage for the models. However,
we observe that distillation aims to match logits. Therefore it is only necessary
to preserve the outputs of previous networks, not the entire networks themselves.
Our idea is to save only a small set of the necessary parameters from which we can
approximate the output. By that way, all the models can be recovered on-the-fly
without large memory penalty.

To determine the necessary parameters, we adapt mask based pruning [160]
for model reconstruction. Specifically, after training each incremental step we sort
the magnitude of weights in each layer, freeze the important ones to reach a specified
pruning ratio, and use the residual weights to train the next incremental class set.
We repeat this procedure for all future incremental steps until all the incremental
classes are included. (See Algorithm 1)

We use a mask M to identify the important weights of each layer for all pre-

vious incremental steps. After each pruning procedure, we update the mask for the
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Figure 6.4: Performance on ilLSVRC-small and Cifar-100 dataset in exemplar-free
setting. (a) Top-1 accuracy on Cifar-100 (5-class batch). (b) Top-1 accuracy
on Cifar-100 (10-class batch). (c) Top-1 accuracy on Cifar-100 (20-class batch).

(d) Top-5 accuracy on iILSVRC-small (10-class batch). (e) Top-5 accuracy on
iILSVRC-small (20-class batch).

current incremental step. With the saved biases, batch normalization and classifier
parameters, we can reconstruct all previous models from the last model (pre-updated
model) on-the-fly. Formally, the output of a network with n convolutional layers is

obtained from its classifier (the last layer) and features,

5= W(fm), (6.5)

where ¥ denotes the classifier and £ denotes the features in the n-th layer and

can be generally written as

F = g =1 4 )y, (6.6)
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where w and b are weights and biases respectively, ¢ denotes the activation function
and f© is the input.
With the mask M, for the k-th incremental step, we reconstruct the corre-

sponding features by:

F = g(wMs(M™ <= k) FY 4 M), (6.7)

where M, ]gn) denotes the mask in the n-th layer at incremental step %, f,g") denotes
the feature in the n-th layer in k-th incremental step, and § denotes delta function.

Thus the output of the k-th model is reconstructed by

SE = ‘I’k(fkn))> (6-8)
where s, and ¥, denote the output of the network and the classifier for the k-th
incremental step respectively.

6.4 Experiments

We first evaluate our method in the exemplar-free setting. Then we extend
our method to the exemplar-based setting. For more analysis, we also compare our

memory cost with other methods.

6.4.1 Datasets and Evaluation Metrics

The evaluation is conducted on iILSVRC-small [175] and Cifar-100 [155].
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Evaluation Metrics. Following the same metrics in prior methods [9,150], the top-
1 classification accuracy is reported for Cifar-100 and top-5 classification accuracy

is reported for iILSVRC-small.

6.4.2 Exemplar-free setting

We evaluate our methods in exemplar-free single-head setting. For evalua-
tion, we also compare with the following baselines and state-of-the-art single-head
approaches.

FT: A baseline approach that only applies cross entropy loss to fine-tune the penul-
timate model on new coming incremental classes. Knowledge distillation is not
applied.

Scaled [167]: A threshold moving strategy to alleviate the bias in knowledge distil-
lation. We use the released code for evaluation.

DGM [166]: A dynamic generative memory approach which utilizes GANs to gen-
erate old samples as exemplar set. We use the released code for evaluation and no
real sample is used during training.

Rwalk [156]: A generalization algorithm of EWC [149] and Path Integral [176].
The official code is evaluated.

LWF-MC [9]: A multi-class classification version of [150] as described in [9], ap-
plying distillation to the logits from the last previous model sequentially.

M?KD (ours): Our full model applying multi-model, auxiliary distillation along

with pruning to save memory storage.

110



Step 1 2 3 4 5
No pruning 83.5 61.8 52.5 51.5 42.1

Ratio 0.6 82.9 59.6 522 46.5 40.1
Ratio 0.7 83.5 61.7 525 50.0 42.8
Ratio 0.8 83.5 585 520 493 42.0
Ratio 0.9 83.0 58.0 49.7 473 399

Table 6.1: Top-1 accuracy comparison among different pruning ratios on Cifar-100
(20 classes per incremental step).

M?KD (no pruning): The upper bound of our model which directly loads all the
previous snapshots for multi-model distillation.
Upper-Bound: The upper bound of incremental learning which directly trains all
classes together.

Figure 6.4 highlights our performance compared to state-of-the-art methods.
For Cifar-100, our method consistently outperforms other methods from 5-class to
20-class batch per incremental step. The margin becomes larger as more incremen-
tal steps are added. This demonstrates the advantage of multi-model distillation
as it avoids accumulating loss of historical information. Similar observation can be
made when evaluating on ilLSVRC-small. It is interesting to note that our model
with pruning achieves comparable performance with the no-pruning version. This
indicates the effectiveness of the pruning procedure in terms of saving memory while
maintaining performance. Even though the residual active weights decrease gradu-

ally due to pruning, we still preserve the performance up to 20 incremental steps.

111



6.4.3 Ablation Studies

We investigate the effectiveness of each component of our method in this sec-
tion. In particular, we compare our full model with the following baselines.
LWF-MC aux: Add auxiliary distillation to LWF-MC.

LWF-MC MMD: Change the original loss to our multi-model distillation. No
auxiliary distillation is applied.

Ours skipl: Instead of using all previous models, we study the case when skipping
some snapshots. Starting from the last previous model, we skip the first model
in multi-model distillation. The skipped model is replaced by the next model for
multi-model distillation.

Ours skip2: Skip the first two models instead of one compared to Ours skipl.

Figure 6.5 shows the comparison for each of the component in our approach.
LWF-MC aux improves our baseline model LWF-MC on all the datasets after
adding auxiliary distillation, indicating that the intermediate level information also
contributes to preserving previous knowledge. With only multi-model distillation
(LWF-MC MMD), the performance gradually improves for both datasets as more
incremental steps are involved, which demonstrates that directly distilling knowledge
from the corresponding model helps to reduce the lost in sequential distillation. Note
that our multi-model distillation reduces to the standard distillation used in [150]
if only one or two incremental steps are added. By incorporating the auxiliary
distillation, however, our method still shows improved performance. Lastly, our

model achieves nearly the same performance as our upper bound which saves all
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Figure 6.5: Ablation Studies for our approach. (a) Top-1 accuracy comparison
on Cifar-100 (20-class batch). (b) Top-5 accuracy performance on iILSVRC-small
(20-class batch).

previous snapshots, showing the effectiveness of our pruning based approach.
Figure 6.6 compares how multi-model distillation is affected by the number of
models. LWF-MC can be regarded as a special case which skips 3 models in the last
round. The trend from LWF-MC to Ours shows that the performance improves
as the number of model preserved increases, confirming the value of multi-model

distillation.

6.4.4 Analysis on pruning ratio

We compare the results corresponding to different pruning ratios to investigate
the robustness of our approach. Table 6.1 summarizes the results. Marginal perfor-
mance variation (around 3%) is observed for different pruning ratios. Even though
a higher (0.9) pruning ratio affects the performance as the active weights decrease

in the current incremental step and a lower (0.6) ratio affects the performance as
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Figure 6.6: Comparison between different number of models used in multi-model
distillation on Cifar-100 20-class batch.

available weights decrease in the future steps, the relatively trivial influence indi-
cates that a large redundancy exists in the network architecture. Benefitting from

it, our approach shows robustness to different pruning ratios.

6.4.5 Exemplar Based Setting

Our approach can also be applied to exemplar based incremental learning
methods which use distillation sequentially on the output of networks [9, 152, 153].
To evaluate our model in this setting, we add exemplar selection to our approach
and compare with exemplar based methods.
iCaRL [9]: A prominent exemplar based incremental learning approach which con-
structs exemplar set for the old data according to the feature means and do distil-

lation on the last previous model. A nearest class mean classifier [177] is applied at
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Figure 6.7: Performance comparison in exemplar based setting. (a) Top-1 accuracy

performance on Cifar-100 (10-class batch). (b) Top-5 accuracy performance on
iILSVRC-small (10-class batch).

inference.
iCaRL aux: Adding auxiliary distillation to iCaRL.
iCaRL M?KD: Change the original distillation function which only matches logits
from the last previous model to our multi-model distillation. Auxiliary distillation
is also appended for a better performance.

The results are shown in Figure 6.7. With the introduction of multi-model
and auxiliary distillation, the performance of iCaRL improves. It indicates that

with direct access to all the previous models for distillation, the knowledge preserves

better even with exemplar set.

6.4.6 Memory Comparison

Starting from the memory footprint of LWF as our baseline, we compare the
extra memory storage between exemplar based method such as iCaRL [9] and our
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approach. The memory is calculated in the 10-class incremental step setting for
both iILSVRC-small and Cifar-100. For our approach, we directly calculate the
storage difference between the last and the initial step. For iCaRL, the memory is
approximately calculated by the average size of image for 2000 samples (i.e. the
default exemplar size), and the compensation for saving the record of exemplar set.
To optimize the memory consumption of iCaRL, we resize the images in ilLSVRC-
small to 256 x 256 and compress to JPG with quality 95 to match their network
input size during training.

Table 6.2 shows the memory compensation for different methods. It indi-
cates that our approach has approximately 7x smaller memory compensation on
iILSVRC-small and 10x smaller on Cifar-100 than iCaRL. On average, for each
incremental step, our approach only takes 0.98 MB and 0.08 MB for iILSVRC-small
and Cifar-100 respectively. The memory advantage to exemplar based methods
might become larger as higher resolution images take more storage.

We provide further memory analysis in Figure 6.8. We compare our approach
with iCaRL on Cifar-100 given the same memory constraint. For fair comparison,
we reduce the exemplar set as a penalty of the additional memory we use for net-
work parameters to match with the memory size used for iCaRL. The performance
is evaluated by averaging the top-1 accuracy across all the incremental steps. When
memory budget equals to 200 images, we do not use any exemplar set but still
perform better than iCaRL. The reason for this is that the sequential distillation
pipeline tends to lose information even when exemplars from old classes are avail-

able. Moreover, increasing memory budget makes the performance gap between
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Dataset iILSVRC-small Cifar-100

LWF-MC 0 0
iCaRL 68.0 9.4
M?KD (ours) 9.80 0.84

Table 6.2: Memory compensation comparison (MB). Each entry is the additional
memory requirement for methods across different datasets based on the memory
footprint of LWF.

—— M?2KD(ours)

iCaRL
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Figure 6.8: Analysis on performance and memory compared to iCaRL on Cifar-100
(10-class batch). We increase memory budget for exemplar set from 200 to 4000
images and report the average accuracy of all the 10 incremental steps.

our approach and iCaRL larger, showing our strength to memorize what has been

learned.

6.5 Conclusion and Discussion

This paper presents a novel distillation strategy that mitigates catastrophic
forgetting in single-head incremental learning setting. We introduce multi-model dis-

tillation which directly guides the model to distill knowledge from the corresponding
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teacher models. To further improve our performance, we incorporate auxiliary dis-
tillation to preserve intermediate features. More efficiently, we avoid saving all the
model snapshots through reconstructing all previous models using mask based prun-
ing algorithm. Extensive experiments on standard incremental learning benchmarks
demonstrate the effectiveness of our approach. Incremental learning is still far from
solved. A significant gap between one-step training versus incremental training still
exists. It remains to be a open question how to reduce the confusion between dif-
ferent incremental steps especially without access to previous data, which might be

a future exploration for our research.
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Chapter 7: Conclusion

In this dissertation, we have studied the existing challenges in combining deep
learning with forensics to make manipulation detection. We proposed RGB-N net-
work to learn rich features to reveal more artifacts in the domain of local noise
and RGB image. Moreover, we also extended from image manipulation to video
manipulation detection and studied the problem of video inpainting detection. Fur-
thermore, We combined a blending based GANs to improve the generalization of
manipulation segmentation networks. We then studied the general issue with deep
learning models. For the issue of high resolution prediction, we proposed a Deepstrip
approach to handle inaccurate results at high resolution more efficiently. Lastly, we
explored the field of incremental learning to prevent the catastrophic forgetting is-
sue of current neural networks. Even though researchers have provided promising
solutions to fight against the fake images/videos, the problem is still far from solved.
Below we discuss some of the potential directions for the future research.

The first direction is to handle various manipulation techniques. We mainly
focused on splicing and inpainting detection in the dissertation, however, detect-
ing other manipulation techniques are also valuable. Taking into account this cat-

and-mouse problem, the new emerging manipulation techniques including deepfake,
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generative model based image editing still remains to be explored. Applying deep
learning to detect these new types of manipulation is an interesting direction for the
future research.

Another challenge exists in manipulation detection is the domain shift prob-
lem. Research has demonstrated performance degradation when applying learned
manipulation detection models to a different manipulation domain. This degrada-
tion is one of the major factors that limit the application of manipulation detection
models. Exploring more generic features or discovering the domain specific to ma-
nipulation and applying domain generalization algorithms might be an interesting

direction.
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