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    AbstractAbstractAbstractAbstract    

Recently, technological advances in the design of processors, memory and radio 

communications have propelled an active interest in the area of distributed 

sensor networking, in which a number of independent, self-sustainable nodes 

collaborate to perform information gathering and processing in real time. 

Networks of such devices are commonly referred to as Wireless Sensor Networks 

(WSNs), which are envisioned as a bridge between the modern broadband packet 

data networks and the physical world. WSNs have made possible real-time data 

aggregation and analysis on an unprecedented scale. Naturally, they have 

attracted attention and garnered widespread appeal towards applications in 

diverse areas including disaster warning systems, environment monitoring, 

health care, safety and strategic areas such as defence reconnaissance, 

surveillance, and intruder detection.  

 

Due to the distributed nature, multi-hope communications and their deployment 

in remote areas, WSNs are vulnerable to numerous security threats that can 

adversely affect performance. Therefore, to ensure the functionality of WSNs, 

security is the first and foremost concern in almost all wireless sensor 

networking scenarios. WSN mechanisms cannot at present ensure that an attack 

will not be launched. For example, using a compromised node an adversary could 

perform an attack acting as a legitimate node of the network to acquire all the 

information. Such attacks are known as internal attacks. Therefore, it is 

important to protect the wireless sensor network from internal attacks, which is 

the purpose of this thesis.  

 

This thesis investigates internal security issues in wireless sensor networks 

(WSNs) and proposes relevant solutions. The development of multi stage 

mechanisms to protect WSNs from internal attacks is performed. The major 

contributions of this thesis to prevent internal attacks are summarised below. 
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Initially, this thesis developed misbehaviour identification mechanisms with 

multi agents through timing control, the pairwise key method and cosine 

similarity based on the abnormal behaviour identification method (ABIM). It is a 

fast, robust mechanism, and also gives good results when data sets are distinct or 

well separated from each other.   

 

Secondly, this research investigated and took the advantage of the Dempster-

Shafer theory (DST) to develop a novel algorithm for protecting WSNs from 

internal attacks. This algorithm observes neighbour nodes in a WSN and uses 

parameters to make judgments for the behaviour based on the DST.  The DST 

considers the observed data as a hypothesis. If there is uncertainty about which 

hypothesis the data fits best, the DST makes it possible to model several single 

pieces of evidence within the relations of multi hypotheses. Using this method 

the system does not need any prior knowledge of the pre-classified training data 

of the nodes in a WSN. 

 

Thirdly, this work extended the algorithm of the Markov Chain Monte Carlo 

(MCMC) – Metropolis-Hasting (MH) to our research to detect internal attacks on 

WSNs. With the MCMC method, it is possible to generate samples from an 

arbitrary posterior density and to use these samples to approximate expectations 

of quantities of interest. Moreover, it works in real time by constricting the 

sample chain and computes the changes together with an acceptance ratio. The 

new algorithm can decide the internal attacker based on the acceptance ratio.  

 

This work used the fourth generation programming language MATLAB and Java 

based development J-Sim for simulations. The simulation results show that the 

algorithm for the detection of the internal attacks is effective. In a simulation, 

the accuracy of detection in one hop communication, in the three stages, is 

between 75% and 95% based on the percentage of the compromised node. The 

accuracy of detection is higher for compromised nodes less than 10% even though 

the system does not survive if the compromised node is more than 50%.  
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Chapter Chapter Chapter Chapter 1111        IntroductionIntroductionIntroductionIntroduction    

The advances in the fields of semiconductor devices and large scale transistor 

integration coupled with the development of high speed broadband wireless 

technologies such as MIMO-OFDM have led to the deployment of wireless sensor 

networks (WSNs). WSNs consist of spatially distributed autonomous devices to 

cooperatively monitor real world physical or environmental conditions, such as 

temperature, sound, vibration, pressure, motion, pollution and location. This 

technology is also widely used by military applications, such as battlefield 

surveillance, transportation monitoring, and sensing of nuclear, biological and 

chemical agents. Recently, this technology has developed and been widely used in 

daily life as WSNs are low cost, low power, rapid deployment, have self-

organizing capability and cooperative data processing, including applications for 

habitat monitoring, intelligent agriculture and home automation.  

 

The major components of a normal WSN sensor node are a microcontroller, 

memory, transceiver, power source and one or more sensors to detect the physical 

phenomena. The structure of the sensor node is generally divided into four major 

parts: sensing unit, processing unit, communication unit and power unit. A 
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sensor node sends the measurement of the physical phenomenon to the sink 

which has bigger memory and processing power. Depending on the application 

scenario, sometimes extra hardware is added in the sensor nodes and a 

deployment strategy is devised. Normally, in applications for WSNs the 

environment is unpredictable such as hostile, with remote harsh fields or 

disaster areas, sometimes called toxic environments. Hence, no standard 

deployment strategy existed. The deployment usually involves scattering or by 

possibly carrying out the application scenario. Despite their quick deployment 

and significant advantages over traditional methods, WSNs have to face various 

security problems because of their nature and the possibility of the presence of 

one or more faulty or malicious nodes in the existing network.  

 

There are many technically interesting research discussions involving WSNs, 

such as development of models and tools for the design of better WSNs 

architecture and elaboration of standard protocols in WSN adapted to work 

robustly on certain scenarios. However, one of the most important issues that 

remains subject to debate is security. The emphasis in this thesis focuses on  

security in WSNs. More precisely, the work focuses on investigating models 

preventing internal attacks on WSNs.   

 

1.11.11.11.1    MotivationMotivationMotivationMotivation    

 

Wireless communication is the transfer of information between two or more 

points that are not connected by electrical conductors. Most of the wireless 

communication technology uses radio waves in order to transfer information 

between the points which are known as nodes. One application domain of 

wireless communication is wireless sensor networks. WSN is a distributed 

system, containing resource or constrained nodes that work in an ad hoc manner 

using multi-hope communication [1].  WSNs and Internet are integrated as a new 

application area called Internet of Things (IoT), covering almost every area in 
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current daily life [2]. IoT encourages several novel and existing applications such 

as environment monitoring, infrastructure management, public safety, medical 

and health care, home and office security, transportation, and military 

applications [3]. Figure 1-1 shows the complexity of wireless sensor networks [4], 

which translate sensing and identification activities into services using WSNs 

with WSN middleware and access networking. It can use: (i) different 

communication platforms such as WiFi, wireless LAN, 3G and 4G; (ii) different 

devices which are based on different processors such as various types of PDA, 

smart phones and laptops and (iii) all these platforms and devices being built on 

different architectures such as centralised, distributed or peer-to-peer.  

 

WSNs provide unprecedented ability to identify, observe and understand large-

scale, real-world phenomena at a fine spatial-temporal resolution. The 

applications range from military to daily life. For example, in community services 

WSNs can (1) provide early warnings for natural disasters such as floods, 

hurricanes, droughts, earthquakes, epidemics; (2) disseminate surveillance 

information for cities in parks, hotels, forests, to support municipality service 

delivery; and (3) provide enjoyment of the city by citizens and tourists through 

public services support such as monitoring of water quality to ensure that 

citizens always have clean water or providing free environmental information on 

the main tourist destinations. In general, the network consists of a data 

acquisition network and a data distribution network, monitored and controlled by 

a management centre.   

 

Security is an inevitable need both in wired and wireless communication 

networks. The ultimate security aim in both networks is to provide 

confidentiality, integrity, authenticity, and availability of all messages in the 

presence of resourceful adversaries [5][6]. Every eligible receiver should receive 

all messages intended for the message recipient and be able to verify the 

integrity of every message as well as the identity of the sender. Adversaries 

should not be able to infer the contents of any message. 
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Figure 1Figure 1Figure 1Figure 1----1111    : The: The: The: The    complexity of WSNs complexity of WSNs complexity of WSNs complexity of WSNs     

 

In the wireless paradigm wireless sensor networks continue to grow because of 

their application scenarios and cost effectiveness. A major benefit of these 

systems is that they perform in network processing to reduce large streams of 

raw data into useful aggregated information [7]. Protecting information is 

critical. The traditional computer network security goal is to deliver the message 

to the end user in a reliable way. The leading traffic pattern in the conventional 

computer network is end to end communication. The message content is not 

important beyond the necessary header. In this process the message authenticity, 

integrity and confidentiality are usually achieved by an end to end security 

mechanism such as Secure Socket Layer (SSL) [8].  

 

The use of wireless communication technology in WSNs introduces more 

challenges compared to that of fixed wired networks. The wireless medium is not 

only easier to eavesdrop on than guided media; it is also vulnerable to jamming 
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and other kinds of Denial of Service (DoS) attacks [9]. Thus, effective security 

mechanisms became vital for WSNs. 

 

Wireless sensor networks pose unique security challenges. The traditional 

security techniques used in traditional networks cannot be efficiently applied to 

WSNs directly to deal with attacks, because WSNs have the following 

characteristics: 

 

• The sensor networks should be economically viable as sensor devices are 

limited in their energy, computation, and communication capabilities.  

• Unlike traditional cases wireless sensor nodes are often deployed in 

accessible areas, which presents the additional risk of physical attack.  

• Wireless sensor networks normally have open media within the 

deployment environment, which increases challenges to the security.  

 

Consequently, existing security mechanisms are inadequate, and new models are 

needed in order to ensure the functionality of WSNs, especially in a malicious 

environment or in the case of internal attacks (internal attacks are from 

compromised nodes, which are actually part of the network and act as a 

legitimate node). Internal attacks are found in almost every layer [10]. In the 

following, this thesis discusses only a few examples to highlight “internal 

attacks” which can be at different levels of a WSN.  

 

At the physical layer a node can inject fake messages, or corrupt the messages by 

affecting the radio signal through compromised nodes (a compromised node is 

defined as the node that shares the information with an adversary by acting as a 

legitimate node). For example, in wormhole attacks, the attacker takes the 

message from one area and displays it in another area.   
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In the data link layer, an attacker can compromise a node to get the 

cryptographic information that has been implemented in the data link layer 

security mechanism, which is used to fulfil the security requirements of 

(authenticity, integrity and confidentiality) to exchange the information with the 

neighbour nodes. This enables the adversary for example to perform attacks such 

as eavesdropping, by decrypting the encrypted messages exchanged between the 

neighbouring node and compromised node.  

 

The data link layer security mechanism can provide extra security to protect the 

message of a higher level such as network layer, transport layer. For example, if 

the security is broken at the data link layer an attacker can inject the bogus 

routing information to disrupt the routing functionality at the network layer.  

 

At the network layer, the compromised node normally advertises the routes and 

creates routes to prevent new routes from being created by normal node. By 

attacking the routing protocols, the attacker can absorb the network traffic and 

control the traffic follow.   

 

The transport layer objective is setting up the end to end connection. In this layer 

an attacker creates a large number of half opened Transport Control Protocol 

(TCP) connections with receiver but never completes the handshake to fully open 

the connection. In the application layer an attacker can send false messages to 

the sink that result in a false alarm such as false data injection [11]. Thus, from 

the above description an effective security mechanism is necessary to protect the 

WSN from internal attacks.  

 

Internal attacks cause serious damage to WSNs [12],  For functioning  WSNs in 

the malicious (internal attacker) environment an effective security mechanism is 

essential. Layer based security alone is not enough to protect the whole network, 

as an internal attacker can completely access any message routed through any 
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layer, and can modify, suppress, or even discard the message. Besides, for the 

conventional cryptographic way, it is not possible to protect the WSNs from 

internal attacks because of the unpredictable wireless channel [13]. The 

unreliable channel makes it easy for the attacker to compromise the node and 

establish an untrustworthy relationship with attacker.  

 

Therefore, to develop an efficient security mechanism to protect WSNs from 

internal attacks becomes a critical and challenging task. In order to do that, it is 

important to understand WSNs and their security strategies. This knowledge 

facilitates the development of new efficient methods to protect WSNs from 

internal attacks (compromised node). The new problems inspire new research 

and provide an opportunity to properly address sensor network security. 

 

1.1.1 1.1.1 1.1.1 1.1.1 Motivation summMotivation summMotivation summMotivation summaaaary ry ry ry     

 

The current challenge for the WSNs’ security research is to save WSNs from 

internal attacks as discussed in the earlier paragraph. This problem is the main 

research question i.e., can internal attacks be detected to secure WSNs. Hence, 

the primary objective of the thesis is to develop mechanisms to protect WSNs 

from internal attacks.  

 

1.21.21.21.2    Contribution Contribution Contribution Contribution     

 

In this thesis, the work mainly focuses on the threats from internal attacks in 

wireless sensor networks (WSNs). The results of this research work reveal 

internal attack detection mechanism to secure wireless sensor networks. The 

agenda is realized in two parts: investigation of the nature of internal attacks 

and development of detection techniques, which are integrated into the research 
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contributions in this work. The research work includes the following major 

contributions: 

 

• To investigate and explore the nature of internal attacks in WSNs.  

• To develop a misbehaviour identification mechanism using a multi-agent 

system, pair wise key and cosine similarity.    

• To extend the Dempster Shafer Theory method to the action of detecting 

an internal attack. 

• To create a statistical analysis using the Metropolis Hasting most popular 

Markov Chain Monte Carlo for decision making about the internal attacks. 

 

Contributions to this thesis are also shown in the list of my publications within 

my PhD research.   

  

1.31.31.31.3    Thesis StructureThesis StructureThesis StructureThesis Structure    

 

Chapter 2 provides a literature review of wireless sensor networks, investigating 

the gaps between the description of the literature and challenges presented in 

Chapter 1. Chapter 2 also introduces the main characteristics, architecture, and 

existing node platform and application scenarios, which motivate the work 

performed in the thesis. Brief discussion of wireless sensor network threats, 

attacks and security follows.. Then this work carefully investigates security 

challenges in WSNs. In that Chapter the work presents the taxonomy of internal 

attacks within WSNs for future discussion in the following Chapters. The 

shortcomings and drawbacks of the approaches employed to secure WSNs, as 

covered in the literature are discussed.  

 

Chapter 3 presents an analysis of misbehaved nodes to find an internal attacker 

in a WSN. This chapter discusses the system model and sensing model of the 



 

9 

 

WSN. A multi-agent mechanism, pairwise key, and cosine similarity method are 

introduced to detect the internal attacker through misbehaviour identification.  

 

The Dempster-Shafer theory (DST) is introduced in Chapter 4 to detect an 

internal attacker in a WSN. In this Chapter, DST is used to make multi criteria 

evaluation about the internal attacks. This work presents the DST mathematical 

framework as a case study to describe the whole processing of the 

implementation, algorithm and simulation.      

 

Chapter 5 introduces the Markov Chain Monte Carlo (MCMC) method. MCMC 

techniques are often applied to solve investigation and optimization problems in 

large dimensional spaces. In this Chapter Bayesian interface, Monte Carlo and 

Markov Chain are discussed for building an algorithm to detect internal attacks. 

Metropolis Hastings (MH), the most popular algorithm in MCMC, is also 

implemented to take the decision about the internal attacker in a WSN, based on 

the acceptance ratio of nodes. Simulation results showed the acceptance ratio of 

the nodes to conform the working status of the target WSN.    

 

Chapter 6 concludes the thesis and provides a summary of the research 

outcomes, and future research work involved in security of wireless sensor 

networks, particularly internal attacks. 
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Chapter 2  LiteratureChapter 2  LiteratureChapter 2  LiteratureChapter 2  Literature    ReviewReviewReviewReview        

Modern technological advancements in integrated circuit fabrication made it 

possible for the deployment of small, inexpensive, low-power, distributed devices 

to be capable of local processing and wireless communication [14]. Such small 

devices are called sensor nodes, which are capable of only a limited amount of 

processing. But when they are coordinated with the information from a large 

number of other nodes, they have the ability to measure a given physical 

environment in great detail. Thus, a wireless sensor network can be described as 

a collection of sensor nodes which coordinate to perform some specific action. 

Unlike traditional networks, wireless sensor networks depend on dense 

deployment and coordination to carry out their tasks. In this Chapter, special 

care will be taken with the challenges for the current wireless sensor network. 

This Chapter discussed the WSNs evaluation, characteristics, architecture, 

protocols, applications, security and suggested mechanisms, which lead us to 

investigate what the gaps between the current and future challenges which lead 

this research direction.  
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2222.1.1.1.1    Wireless Sensor NetworkWireless Sensor NetworkWireless Sensor NetworkWireless Sensor Networkssss    

 

During the cold war in the 1950’s, the United States Navy had trouble locating 

soviet submarines due to the lack of underwater visibility. In that regard they 

developed a mesh of connected hydrophones called the Sound Surveillance 

System (SOSUS) to locate these submarines. SOSUS was a system that used an 

underwater acoustic sound microphone, hydrophone to detect the nearest 

submarines, which is considered one of the first large scale Wireless Sensor 

Networks [15].  

 

The Defense Advanced Research Projects Agency (DARPA) started to use 

Arpanet to communicate between nodes in the 1980s. The idea was to use this 

form of communication to allow many low cost sensing nodes to be distributed 

over a larger area with each node operating autonomously using this form of 

communication as a central processor deciding where the information collected 

was best used [16].   

 

In the early 1990s under the Cooperative Engagement Capability, the United 

States Navy installed a new system that used the sensed data from other nearby 

vessels, to produce a clearer image of the target. This communication between 

the vessels extended the range that the naval vessels could detect and engage 

from. This communication between the vessels extended the range that the naval 

vessels could detect and engage from.  

 

In the early 2000s [17], DARPA developed software for networks using micro 

sensors, which was designed to create ad-hoc connections with the sensors. Those 

were low cost, small as well as disposable, which was considered the first 

distributed wireless self-contained sensor network. The development leads us to 

the current wireless sensor networks that have been used in numerous civil 

applications. 
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Each node in a wireless sensor network is a self-contained unit comprised of a 

power supply (generally batteries), a communication device (radio transceivers), 

a sensor or sensors, analog-to-digital converters (ADCs), a microprocessor, and 

data storage [1][18]. The nodes self-organize themselves, into wireless sensor 

networks and data from the nodes is relayed to neighboring nodes until it reaches 

the desired destination for further processing.  

 

Recently, the WSN’s technology has widely been used in our daily life [19]. A 

typical WSN is shown in Figure 2 -1. In Figure 2-1 an event is detected in the 

sensor field and the information is routed to the sinker or base station then to the 

user with several communication media.  

 

 

Figure 2Figure 2Figure 2Figure 2----1111    ::::    A typical WSNA typical WSNA typical WSNA typical WSN    

 

Wireless Sensor Networks have been applied to a range of applications, 

monitoring of space which includes environmental and habitat monitoring, 

indoor climate control, surveillance. Monitoring things example can be outlined 
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as structural monitoring, condition-based equipment maintenance. In addition, 

monitoring the interactions of things with each other and the surrounding space 

e.g., emergency response, disaster management, healthcare, energy sector [20 – 

25]. The majority of these applications may be split into two classifications: data 

collection and event detection. 

 

In various applications of WSNs, the node deployment always draws attention to 

cover the area of interest. Node deployment strategy is a fundamental issue of a 

WSN provisioning that is done based on the implementation scenario [24]. The 

types, number, and locations of devices impact on many intrinsic properties of a 

WSN, such as coverage, connectivity, cost and lifetime.  

 

Deployment can normally be categorized as either a dense deployment or a 

sparse deployment. A dense deployment has a relatively high number of sensor 

nodes in a given field of interest while a sparse deployment would have fewer 

nodes in the same field. The dense deployment model is usually used in 

situations where intensive information is needed for every event or when it is 

important to have multiple sensors cover an area. Sparse deployments may be 

used when the cost of the sensors make a dense deployment prohibitive or when 

a WSN needs to achieve maximum coverage using the bare minimum number of 

sensors [26]. For example, surveillance applications require different degrees of 

surveillance in different locations, in highly sensitive areas, dense deployment is 

needed.  

 

The limitations of wireless sensor networks are significant factors and must be 

addressed when designing and implementing a wireless sensor network for a 

specific application. Therefore, any security mechanism to extract meaningful 

and actionable information from WSNs becomes a challenge.  
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It is noted that, there is some security mechanism developed for wireless ad hoc 

networks but that cannot be applied for WSNs. Although wireless sensor 

networks share many properties with wireless ad hoc networks and may require 

similar techniques such as routing protocols, in certain cases WSN directly 

prohibit using the protocols proposed in wireless ad hoc networks. Thus, the 

characteristics and architecture for WSNs and wireless ad hoc networks are 

different concepts. To demonstrate this issue, the dissimilarities between the 

WSNs and wireless ad hoc networks (mobile ad hoc networks) are summarized as 

below: [1][27]  

 

• The number of nodes (hundreds or thousands nodes) in WSNs can be 

several orders of magnitude higher than the nodes in ad hoc networks. 

• WSN Nodes can be densely deployed, so multiple sensors can perform to 

measure the same or similar physical phenomenon. 

• Even, WSNs can be stationary or moving whereas the ad hoc networks is 

used to moving.  

• Nodes in WSNs are prone to failure because of battery exhaustion and 

hostile environment. 

• The topology of a wireless sensor networks changes very frequently caused 

by so called effective nodes. For example, some nodes can fail after 

deployment. 

• Nodes in WSNs mainly use a broadcast communication paradigm, whereas 

most ad hoc networks are based on point-to-point communications. 

• Nodes in WSNs are limited in power, computational capacities and 

memory.  

• Nodes in WSNs may not have global identification (ID) because of the 

large amount of overhead and large number of sensors. 

 

A comparison of WSNs and Wireless ad hoc networks is shown in Table 2-1  [28 – 

32].     
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Table Table Table Table 2222----1111    : WSNs vs Wireless ad Hoc networks: WSNs vs Wireless ad Hoc networks: WSNs vs Wireless ad Hoc networks: WSNs vs Wireless ad Hoc networks        

    WSNsWSNsWSNsWSNs    Wireless ad hoc NetworksWireless ad hoc NetworksWireless ad hoc NetworksWireless ad hoc Networks    

Communication patternCommunication patternCommunication patternCommunication pattern    Specialized to: 

Many-to-one 

One-to-many 

Local communications 

Typically support routing 

between any pair of 

nodes 

Energy and Energy and Energy and Energy and resourcesresourcesresourcesresources    

constrainedconstrainedconstrainedconstrained    

More Less 

MobilityMobilityMobilityMobility    Most of the deployment is 

stationary 

Mobile deployment is 

most 

Node coNode coNode coNode co----operationoperationoperationoperation    The modes co-operate 

each other for different 

purpose (e.g. sending 

data, to build trust 

relationship) 

Less cooperative compare 

to WSNs node 

SecuritySecuritySecuritySecurity    

mechanismmechanismmechanismmechanism    

Authentication and 

routing based on public 

key cryptography is too 

expensive and consume a 

lot of processing time and 

memory. 

Both public key and 

asymmetric cryptography 

are applied. 

RoutingRoutingRoutingRouting    Distance vector and 

source routing protocols 

are generally too 

expensive 

Support different types of 

routing protocols. 
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Although many protocols and security algorithms have been proposed for 

traditional wireless ad hoc networks, they are not well suited to the unique 

features and applications requirements of sensor networks. WSN has nature that 

have been based on its characteristics  as listed below [33][34]: 

 

• WSNs improve sensing accuracy by providing distributed processing of 

vast quantities of sensing information (e.g., seismic data, acoustic data and 

high-resolution images). When those sensors are networked, sensors can 

aggregate such data to provide a rich, multi-dimensional view of the 

environment. 

• WSNs can provide coverage of a very large area through the scattering of 

thousands of sensors. 

• Networked sensors in WSNs can continue to function accurately in the face 

of fail-network self-organization: given the large number of nodes and their 

potential very large area through the scattering of thousands of sensors. 

• Networked sensors in WSNs can continue to function accurately in the face 

of failure of individual sensors thus, allowing greater fault tolerance 

through a high level of redundancy. 

• Wireless sensor networks can also improve remote access to sensor data by 

providing sink nodes that connect them to other networks, such as the 

Internet, using wide-area wireless links. 

• WSNs can localize discrete phenomenon to save power consumption. 

• The technology in WSN can minimize human intervention and 

management. 

• WSNs can work in hostile and unattended environments. 

 

2.22.22.22.2    Characteristics of WSNCharacteristics of WSNCharacteristics of WSNCharacteristics of WSNssss    

 

WSNs are currently used for real-world unattended physical environments to 

measure numerous parameters. Therefore, the characteristics of a WSN must be 
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considered for efficient deployment of a network. The discussion of the differences 

of WSNs with traditional wireless ad hoc networks was done in the above section 

and now it is necessary to summarize the characteristics of WSNs.  The 

significant characteristics of WSNs are described as follows [35][36]: 

 

Low cost:Low cost:Low cost:Low cost: in a WSN normally hundreds or thousands of sensor nodes are 

deployed to measure the desired physical environment. In order to reduce the 

overall cost of the whole network the cost of the sensor node must be kept as low 

as possible.  

 

Energy efficient:Energy efficient:Energy efficient:Energy efficient: energy in WSNs is used for different purpose such as 

computation, communication and storage.  Sensor nodes consume more energy 

compared to any other for communication. If they run out of the power they often 

become invalid as it does not have any option to recharge.  

 

Computational power:Computational power:Computational power:Computational power: normally a node in a WSN has limited computational 

capabilities as the cost and energy need to be considered.  

 

Communication cCommunication cCommunication cCommunication capabilities:apabilities:apabilities:apabilities: a WSN typical communication uses radio waves 

over a wireless channel. It has the property of communicating in short range, 

with limited and dynamic bandwidth. The communication channel can be either 

bidirectional or unidirectional. With the unattended and hostile operational 

environment it is difficult to run a WSN smoothly.  

 

Security and Security and Security and Security and pppprivacy:rivacy:rivacy:rivacy: Each sensor node should have sufficient security 

mechanisms in order to prevent unauthorized access, attacks, and unintentional 

damage of the information inside of the sensor node. Furthermore, additional 

privacy mechanisms must also be included.  
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DistriDistriDistriDistributed sensing and processing:buted sensing and processing:buted sensing and processing:buted sensing and processing: the large number of sensor nodes is 

distributed uniformly or randomly. In WSNs, each node is capable of collecting, 

sorting, processing, aggregating and sending the data to the sink. Therefore the 

distributed sensing provides the robustness of the system. 

    

Dynamic network topology:Dynamic network topology:Dynamic network topology:Dynamic network topology: in general WSNs are dynamic networks. The sensor 

node can fail for battery exhaustion or other circumstances. Communication 

channel can be disrupted as well as the additional sensor node may be added to 

the network. All those, result in frequent changes for the network topology.  

SelfSelfSelfSelf----organization:organization:organization:organization: the sensor nodes in a network must have the capability of 

organizing themselves as the sensor nodes are deployed in a unknown fashion in 

an unattended and hostile environment. The sensor nodes have to work in 

collaboration to adjust themselves to the distributed algorithm and form a 

network automatically. 

 

MultiMultiMultiMulti----hop communication:hop communication:hop communication:hop communication: a large number of sensor nodes are deployed in a 

WSN. Therefore, the feasible way to communicate with the sinker or base station 

is to take the help of an intermediate node through the routing path. If one needs 

to communicate with the other node or base station which is beyond its radio 

frequency, it must be through the multi-hop route by the intermediate node.  

 

Application oriented:Application oriented:Application oriented:Application oriented: WSNs are different from the conventional network due to 

their nature. It is highly dependent on the application ranges from military, 

environmental as well as the health sector. The nodes are deployed randomly and 

spanned depending on the type of use.  

 

Robust Operations:Robust Operations:Robust Operations:Robust Operations: since the sensors in a WSN are going to be deployed over a 

large and sometimes hostile environment. Therefore, the sensor nodes have to be 

fault and error tolerant. Therefore, sensor nodes need the ability to self-test, self-

calibrate, and self-repair. 
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Small physical size:Small physical size:Small physical size:Small physical size: sensor nodes are generally small in size with a restricted 

range.  Due to size its energy is limited which makes the communication 

capability low 

 

Considering the major characteristics of WSNs it is necessary to design WSN 

architecture. In the sext section this work shall discuss WSNs architecture.  

 

2222.3.3.3.3    Architecture of WSNArchitecture of WSNArchitecture of WSNArchitecture of WSNssss    

 

The network architecture is crucial for WSNs to make them reliable and scalable. 

In fact, the design of architecture of WSNs enables the network to be active and 

workable.   

 

2.2.2.2.3.3.3.3.1 Objectives of Architecture Design 1 Objectives of Architecture Design 1 Objectives of Architecture Design 1 Objectives of Architecture Design     

 

WSNs are widely considered as the new emerging technology underpinning the 

different applications.  Because of their characteristics, WSN proposes numerous 

development challenges to make the sensor nodes. However, before any of the 

challenges can be properly addressed the design and architecture of WSN must 

be considered  [37]. The WSN has to be designed and implemented and it should 

have flexible mechanisms with means for their efficient and convenient use. In 

order to do that architecture design goals should be considered. Some important 

objectives of WSNs architecture design are as follows [35][38]:   

  

Identifying rIdentifying rIdentifying rIdentifying reqeqeqequirements of WSNuirements of WSNuirements of WSNuirements of WSNs as as as application:pplication:pplication:pplication: based on the target application 

necessities, the quantitative analysis of the application needs to be able to 

facilitate and meet the accurate design.  
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Identifying Identifying Identifying Identifying relevant technological trelevant technological trelevant technological trelevant technological trends:rends:rends:rends: technology is growing exponentially 

with the help of microelectronics development. A WSN is known to be a 

heterogeneous and complex system. In such a complex system it is essential to 

consider the design cost and constrains to find the best fit for a WSN with 

maximum power optimization based on the desired application.  

 

 Optimised dOptimised dOptimised dOptimised design:esign:esign:esign: sensor nodes are resource constrained.  Therefore, it is 

significant to design the network in such an optimised way that maximum 

utilization of the sensor can be done with minimum use of resources.  

 

Design techniques and technology:Design techniques and technology:Design techniques and technology:Design techniques and technology: based on existing and upcoming technologies, 

architecture needs to be designed. Among sensor nodes components a power 

supply and storage existing technology is considered to be mature technology. 

But ultra-low power wireless communication, sensors and actuators are being 

upgraded almost every day and are not yet revolutionary.  It is important to 

identify which technology can be used and which need to be developed in the 

design phase of architecture. 

  

Qualitative and quantitative analysis:Qualitative and quantitative analysis:Qualitative and quantitative analysis:Qualitative and quantitative analysis: existing technology, components and 

sensors need to be surveyed to do the qualitative and quantities analysis for 

effective and functional architecture of WSNs.   

 

2.2.2.2.3.23.23.23.2    WSNWSNWSNWSNssss    Architecture Architecture Architecture Architecture     

 

WSNs are dynamic and can consist of various types of sensor nodes. The 

environment is heterogeneous in terms of both hardware and software. The 

sensor node construction focuses on reducing cost, increasing flexibility, 

providing fault tolerance. Development process and conserving energy also need 

to be considered.  
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Figure 2Figure 2Figure 2Figure 2----2222    : Structure of a sensor n: Structure of a sensor n: Structure of a sensor n: Structure of a sensor nodeodeodeode    

 

The structure of sensor node consists of sensing unit (sensor and analog to digital 

converter (ADC)), processing unit (processor and storage), communication unit 

(transceiver), and power supply unit [1] [35]. The major blocks for a sensor node 

can be shown in Figure 2-2. Concise descriptions of different units are as follows:  

    

Sensing unit:Sensing unit:Sensing unit:Sensing unit: It is composed of a collection of different types of sensor which is 

needed for measurement of different phenomenon of the physical environment. 

Sensors are selected based on their application. Sensor’s outcome is an electric 

signal which is normally analog. Therefore, an analog-to-digital converter (ADC) 

is used to transform the signal to digital to communicate with the 

microcontroller.  

 

Processing unit:Processing unit:Processing unit:Processing unit: It consists of a processor (microcontroller) and storage (RAM). In 

addition, it has operating systems as well as a timer. The responsibility of the 

processing unit includes collecting data from various sources then processing and 

storing. A timer is used to do the sequencing for the processes.  

 



 

23 

 

Communication unit:Communication unit:Communication unit:Communication unit: It uses a transceiver which consists of a transmitter as well 

as a receiver. Communication is performed through the communication channels 

by using network protocols. Based on the application requirements and relevance 

in order to build a stable communication it normally uses a suitable method such 

as radio, infrared or optical communication.  

 

Power unit:Power unit:Power unit:Power unit: The task of the power unit is to provide the energy to the sensor node 

for monitoring the environment at a low cost and less time. The life of the sensor 

depends on the battery or power generator which is connected to the power unit. 

Power unit is required for an efficient use of the battery.  

 

When the knowledge about the structure of a sensor node is acquired, it is 

necessary to further check and understand the communication architecture of 

WSNs. The communication architecture of a WSN is slightly different from the 

conventional computer communication and computer network. The major entities 

that build up the communication architecture are [35][39]: 

 

• The sensor node objectives are to make discrete, local measurements of 

phenomena surrounding these sensors, forming a wireless sensor network 

by communicating over a multi-hop wireless medium, and collect data and 

rout data back to the user via a sink or a base station. 

• The sink (Base Station) communicates with the user via a suitable 

communication method such as internet, satellite, Wimax, WiFi, 3G or 4G. 

It is located near the sensor field or well-equipped nodes of the sensor 

network. Collected data from the sensor field routed back to the sink by a 

hop to hop infrastructure.  

• Phenomenon expressed by related physical parameters, which is an entity 

of interest to the user to collect measurements about specific phenomenon. 

This phenomenon sensed and analysed by the sensor nodes of a WSN. 
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The communication architecture is normally classified in different layers. In 

order to get the maximum efficiency with limited resources and low overhead a 

WSN does not adhere as closely to the layered architecture of OSI model of 

conventional network. 

  

Nevertheless, the layered model is useful in WSNs for categorizing protocols, 

attacks and defenses. In contrast to the traditional seven layers in an OSI stack 

the WSN layers are reduced to the five in a TCP/IP stack, which includes the 

physical layer, data link layer, network layer, transport layer and application 

later. Figure 2-3 shows the communication protocol model of wireless sensor 

network [1].  

 

 

Figure 2Figure 2Figure 2Figure 2----3333    : Protocol : Protocol : Protocol : Protocol sssstack of WSNstack of WSNstack of WSNstack of WSNs    

 

The physical layer is responsible for frequency selection such as carrier frequency 

generation which corresponds to checking RFID data list to make sure the task, 

signal detection, modulation, and data encryption are running well. The data link 
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layer is concerned with the media access control (MAC) protocol. Since the 

wireless channel is normally affected by the noise and sensor nodes may be 

changing the location, the MAC protocol at the data link layer has to be power-

aware and should have the capability of minimizing the collisions [40].  The 

network layer manages the routing data supplied by the transport layer or 

between the nodes. Whereas the transport layer is able to maintain the data flow 

if the WSN’s application requires that. Various types of application can be 

implemented in the application layer depending on the physical environmental 

sensing.  

 

Orthogonal to the five layers, Akyildiz et al. [1] defined three management plans 

named power, mobility and task management as shown in Figure 2-3. These 

plans are responsible for monitoring the power, movement and task distribution 

among the sensor nodes. These management plans help the sensor nodes to 

coordinate sensor tasks and minimize the overall power consumption.  

 

2.4 Protocols of WSN2.4 Protocols of WSN2.4 Protocols of WSN2.4 Protocols of WSNssss    

 

WSNs are designed to carry out various tasks which are underpinned by several 

protocols. This section are going to discuss some major related protocols for 

WSNs. Routing protocols of WSNs are inspired by ad hoc networking for some 

similarities in their characteristics [41]. Moreover, WSNs have some specific 

properties such as coverage cast traffic profile, strong energy constrain, densely 

deployed high number of nodes [42][43]. Thus, it is necessary to take special care 

for WSNs. There are different ways to classify the sensor networks routing 

protocols. According to Ochirkhand [42], the classification of routing protocol can 

be divided into four categories: Flooding based routing, Probabilistic routing, 

Location based routing and Hierarchical routing, as shown in the Figure 2-4  
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Figure Figure Figure Figure 2222----4444    : Routing p: Routing p: Routing p: Routing protocols of WSNsrotocols of WSNsrotocols of WSNsrotocols of WSNs    

 

Flooding based routing is a static algorithm which uses flooding mechanism to 

discover routs. In flooding based protocol every incoming packet is sent out on 

every outgoing line except the one it arrived on [44]. Flooding based generates 

infinite number of duplicate packets unless some measures are taken to damp 

the process. Probabilistic routing chooses the next hope using a dynamically 

assigned probability or random choice making their behaviour non-deterministic 

[42]. The location based routing protocols uses geographical location information 

to guide routing discovery and maintenance as well as data forwarding, enabling 

directional transmission of the information and avoiding information flooding in 

the entire network [45][46].  Each node needs to know its destination, its own 

location and the location of the neighbour.  Hierarchical routing is based on 

hierarchy among the nodes [42]  when a larger amount of resources is necessary 

to take care or a routing table becomes enormous and makes routing impossible. 

The idea of hierarchical routing suggests that routers should be divided into 
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regions, with each router knowing all the details about how to route packets 

within its own region, but knowing nothing about the internal structure of other 

regions. Most of the routing protocol is shown in Figure 2-4. The list of a few 

popular routing protocols for wireless sensor networks below [47]. 

 

• Direct diffusion 

• GBR (Gradient Based Routing) 

• AODV (Ad hoc On-Demand Distance Vector)  

• GPSR (Greedy Perimeter Stateless Routing) 

• LEACH (Low Energy Adaptive Clustering Hierarchy) 

 

2.52.52.52.5    Applications of WSNApplications of WSNApplications of WSNApplications of WSNssss    

 

The August 1999 Business Week has identified WSNs as one of the most 

important technologies for various applications in the 21st century [48]. They can 

be deployed on the ground, in the air, under water, on bodies, in vehicles, and 

inside buildings to measure different phenomenon based on the sensor nodes 

classifications. The existing applications can be categorised under some main 

general headings based on the sensor taxonomies [19] [49 -52].  

 

• Military applications (e.g. Battlefield monitoring, Border surveillance) 

• Environmental monitoring (e.g. Animal tracking, Flood detection) 

• Commercial or human centric applications (e.g. Vehicle tracking, Patient 

monitoring) 

• Robotics (e.g. Monitoring equipment and automation) 

 

To get the maximum efficiency from any application and security sensor node 

selection is important. In the next section introduces the existing hardware 

platform for sensor nodes.  
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2.6 2.6 2.6 2.6 Existing Hardware PExisting Hardware PExisting Hardware PExisting Hardware Platformlatformlatformlatform    

 

There are a number of hardware platforms for WSNs. The experts from the 

Commonwealth Scientific and Industrial Research Organisation (CSIRO) found 

that the best performance of a sensor network comes from adapting the nodes 

and communication methods to the local environment and the application [53]. 

The list of a few main prototype and commercial motes/sensor nodes available in 

the market to choose from is bellow, which help to select the hardware of WSNs 

in order to develop effective security mechanisms.  

 

• BTnode (use Atmel ATmega 128L Microcontroller) 

• Mica (use ATmega 103 Microcontroller) 

• T-mote (use Texas Instruments MSP430 Microcontroller) 

• IMote (use ARM core 12 MHz Microcontroller ) 

 

2222....7777    Network Security Network Security Network Security Network Security         

 

Recently, the world is becoming more interconnected with the advancement of 

semiconductor devices which drive faster Internet and new networking 

technology in smaller devices.  Personal, commercial, military, and government 

information on networking infrastructures worldwide is increasing every day 

[54]. Hence, to secure any information in a network the security issue became a 

major concern both in wired and wireless networks. 

 

Wired and wireless networks may achieve the same goal but they are not the 

same at the technical level.  Thus, the security mechanisms are different in 

wireless networks because of the nature of wireless communications.  Wired 

networks connected via Ethernet normally are reasonable secure for the 
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communication media by its nature as its dedicated connection. Whereas, 

wireless communications require security configuration to prevent anyone within 

the transmission range of the router, switches and bridges from connecting to the 

network as the transmission media is shared [55]. Thus, malicious deeds can 

easily happen, such as hacking of networks.  

 

WSN is another paradigm of wireless networks. A highly distributed network 

indicates that it is possible to work autonomously in a harsh environment. For 

example, a large number of sensors are deployed to monitor specific phenomena. 

Considering the application for environment monitoring WSNs are organised in 

two structures based on underlying topology: (i) flat and (ii) hierarchical [56]. 

Based on the application the topology can decided. In flat structures all sensor 

nodes have essentially same role to perform. Hierarchical structures assign 

different roles to sensor nodes; it is done by crusting the network.  

 

During the data collection and communication any significant or insignificant 

role performed by the low cost sensor nodes needs to transfer the meaningful 

information to the sink, thus security provisioning is essential. To develop the 

security mechanism for WSNs, it is necessary to understand threats, security 

requirements, challenges as well as the types of attacks that involve in WSNs. 

 

2222....7777.1 Threats .1 Threats .1 Threats .1 Threats in WSNsin WSNsin WSNsin WSNs    

 

The wireless network transmission medium has a broadcast nature. Hence, it is 

more susceptible to security attacks compared with the traditional wired 

network. In wireless sensor networks, nodes can be deployed randomly in the 

hostile environment so an adversary can easily attack the targeted WSNs [57]. 

The security of WSNs can be investigated in different perspectives. This work 

formulate a threat model that distinguishes two major types of attacking classes 

[58 – 61] namely, (i) based on attacker's location, and (ii) based on attacker's 
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strength. In this research, the work focused on the internal attacks of a WSN. In 

order to clarify all those mentioned terminologies, the definitions are described 

below: 

 

Attacks based on attacker's lAttacks based on attacker's lAttacks based on attacker's lAttacks based on attacker's locationocationocationocation:::: Based on knowledge and privileges of the 

attacker, attacks can be categorized as insider (internal) and outsider (external) 

depending on whether the attacker is a legitimate node of the network or not 

[62]. Attacks can also be classified as passive and active attacks.  

 

Internal attackInternal attackInternal attackInternal attackssss: When a legitimate node of the network acts abnormally or 

illicitly it is considered as an internal attack. It uses the compromised node to 

attack the network which can destroy or disrupt the network easily. An 

adversary by physically capturing the node and reading its memory can obtain its 

key material and forge network messages. Having access to legitimate keys can 

give the attacker the ability to launch several kinds of attacks, such as false data 

injection and selective reporting, without easily being detected. Overall, insider 

attacks constitute the main security challenge in wireless sensor networks; that 

is why all of this research focusing this direction, which will be demonstrated in 

the following Chapters. 

 

External attackExternal attackExternal attackExternal attackssss: This attack is defined as the attack performed by a node that 

does not belong to the network. Obviously, the attacker node does not have any 

internal information about the network such as cryptographic information.  

 

PassivePassivePassivePassive    attackattackattackattackssss:::: The attack does not have any direct effect on the network as it is 

outside the network. Passive attacks are in the nature of eavesdropping, or 

monitoring of packets exchanged within a WSNs when the communication takes 

place over a wireless channel. This type of attack does not create any 

interruption in communication process. An attacker can inject useless packets to 

drain the receiver's battery, or it can capture and physically destroy nodes. 
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Usually authentication and encryption techniques prevent such attackers from 

gaining any special access to the network. 

 

Active attackActive attackActive attackActive attackssss:::: This type of attack involves disruption of the normal activity of 

the network. It can do information interruption, modification, traffic analysis, 

and traffic monitoring [63]. Active attacks are jamming, impersonating, and 

denial of servicing and message replay. 

 

Attack bAttack bAttack bAttack based on attacker's strengthased on attacker's strengthased on attacker's strengthased on attacker's strength::::    Attackers may use different types of devices 

to attack the targeted network; these devices have different computation power, 

radio antenna and other capabilities. Two common categories have been 

identified by Karlof and Wagner [59] including laptop-class and mote-class 

attackers.    

 

Laptop classLaptop classLaptop classLaptop class: To launch an attack, attackers may have access to powerful devices 

such as faster CPU, larger battery power, bigger memory space, high-power radio 

transmitter or a sensitive antenna. This hardware device allows a more broad 

range of attacks which are more difficult to stop. Their goal may be to run some 

malicious code and seek to steal secrets from the sensor network or disrupt 

network normal functions. For example, Harting et. al. demonstrated how to 

extract cryptographic keys from a sensor node using a JTAG programmer 

interface in a matter of seconds [64]. 

 

MMMMoteoteoteote----classclassclassclass:  Attackers have accessed one or more sensor nodes with the same or 

similar capabilities like the sensor node deployed in the network. They may try to 

jam a radio link, but only in the sensor node's immediate vicinity. However, these 

attacks are more limited since the attackers try to exploit the network's 

vulnerabilities using only the sensor's node capabilities. 
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2222....7777.2 Generic Security .2 Generic Security .2 Generic Security .2 Generic Security RequirementsRequirementsRequirementsRequirements    

 

The characteristics of WSNs lead a challenge to provide reasonable security to a 

network. The ultimate security requirement is to provide confidentiality, 

integrity, authenticity, and availability of all messages in the presence of 

resourceful adversaries. In the case of internal attack the compromised node uses 

the legitimate network parameters to attack the network  [65]. In order to 

provide the reasonable security in WSNs all messages must maintain minimum 

security requirements. The standard requirements to provide security in a WSN 

are discussed as follows [66]:   

 

Confidentiality:Confidentiality:Confidentiality:Confidentiality: An adversary can choose any node to eavesdrop as long as it is 

within the radio range due to the signals are transmitted over the opened 

channel. It is a threat for the data confidentiality as the attacker may gain the 

cryptographic information and take the information away.  

 

Authentication:Authentication:Authentication:Authentication: To determine the legitimate node and whether the received data 

has come from the authorized sending node or not. Authentication is one of the 

key issues for a security.  

 

Integrity:Integrity:Integrity:Integrity: Information moving through the network could be altered or tampered 

by others. Infect integrity is the description to trust the received information 

from the network. 

 

Freshness:Freshness:Freshness:Freshness: To save the network from the replay packets it is needed to ensure 

that the received data is fresh and unused. 

 

Secure management:Secure management:Secure management:Secure management: It is necessary to manage the distribution of cryptographic 

keying material in the network 
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2.72.72.72.7.3 .3 .3 .3 SSSSecurity ecurity ecurity ecurity ChallengesChallengesChallengesChallenges    

 

The critical goal of WSNs security is to protect the wireless sensor networks from 

any types of attack. The different application scenarios presented in the earlier 

section point out that WSNs may have very different properties. Thus, 

considering the generic security requirements and application scenario the 

algorithm is developed to secure a WSN. The major properties that made the 

security mechanism challenging in WSNs are resource constraints, operational 

environment and unreliable communication [66], which are discussed below.  

    

Resource constrainResource constrainResource constrainResource constraintttts:s:s:s: it is commonly assumed that sensor nodes are highly 

resource constrained. For an example, the Berkeley MICA2 motes and TMote 

mini, are presented in Table 2-2 [67][68].  Thus, security protocols for WSNs 

must be executable based on the available hardware and especially must be very 

efficient in terms of energy consumption and execution time. 

 

Table Table Table Table 2222----2222    : Sensor Platforms: Sensor Platforms: Sensor Platforms: Sensor Platforms    

CharacteristicsCharacteristicsCharacteristicsCharacteristics    Mica2Mica2Mica2Mica2    TMote miniTMote miniTMote miniTMote mini    

RAM RAM RAM RAM     4(Kbytes) 10 (Kbytes) 

Program Flesh Memory Program Flesh Memory Program Flesh Memory Program Flesh Memory     128 (Kbytes) 48 (Kbytes) 

Maximum data rate Maximum data rate Maximum data rate Maximum data rate     76.8 (Kbps) 250 (Kbps) 

Power Draw: Receive Power Draw: Receive Power Draw: Receive Power Draw: Receive     36.81 (mW) 57 (mW) 

Power Draw: Transmit Power Draw: Transmit Power Draw: Transmit Power Draw: Transmit     87.90 (mW) 57 (mW) 

Power Draw: sleep Power Draw: sleep Power Draw: sleep Power Draw: sleep     0.048 (mW) 0.003 (mW) 
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Operational environment:Operational environment:Operational environment:Operational environment: in most WSNs the operational environment is always 

assumed to be unattended or even hostile. Since sensor nodes are usually not 

assumed to be physically protected by some tamper resistant hardware, an 

adversary is able to physically attack and compromise the nodes.  The attackers 

are not only capable of physically damaging the device, but they can also alter 

device characteristics and security mechanisms to send out data readings of their 

choice. Once a WSN is in control, the attackers can do whatever attackers wanted 

to the node, such as altering the node to listen to information about the network, 

inputting malicious data or performing a variety of attacks.  

 

The above vulnerability can be enhanced by the absence of any fixed 

infrastructure. In particular, there is no central controller to monitor the 

operation of a network and identify attack attempts. Thus, even if security 

mechanisms are deployed, an adversary is able to participate in a network since 

it has access to all data [42], such as, cryptographic keys stored on the node can 

be obtained. Thus, security protocols should be able to operate when the sensor 

nodes are compromised, which prevents cooperating nodes from taking corrective 

measures against their corrupt neighbours so that they continue to rely on the 

fake information being fed to them.  

 

Unreliable Communication:Unreliable Communication:Unreliable Communication:Unreliable Communication: Certainly, the very nature of the wireless 

communication medium, which is inherently insecure, poses another threat to 

WSNs security. Unlike wired networks, where a device has to be physically 

connected to the medium, the wireless medium is open and accessible to anyone. 

Therefore, any transmission can easily be intercepted, altered, or replayed by an 

adversary. The wireless medium also allows an attacker to easily intercept valid 

packets and inject malicious ones. 

 

Moreover, the unreliable transmission in wireless channel may result in 

damaged packets. If packets meet with others in the middle of transfer, conflicts 

will occur and the transfer itself will fail. Such a weakness can be exploited by an 
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attacker, with a strong transmitter, who can easily produce interference or 

jamming [69][70] of the network. In addition, wireless multi-hop communication 

can introduce great latency in a network, which makes it difficult to achieve 

synchronization among sensor nodes. Compromised nodes may be part of a route, 

enabling them to modify forwarded messages. 

 

2222....7777.4 Nature and T.4 Nature and T.4 Nature and T.4 Nature and Types of ypes of ypes of ypes of Internal AInternal AInternal AInternal Attacksttacksttacksttacks    

 

Simple sensor nodes are usually not well physically protected because they are 

cheap and are always deployed in open or even in hostile environments where 

they can be easily captured and compromised. Hence, from a compromised node 

an adversary can extract sensitive information, control the compromised node, 

and let the compromised node service the attacker (adversary). The attacks are 

involved in corrupting network data, disconnect network communication. The 

compromised node has the following characteristics [71][72]:  

 

• Compromised node is usually reprogrammed by the attacker by injecting 

malicious code. Thus, the compromised node seeks to steal information 

from the sensor network or disrupt the network normal functionality.  

• Compromised node uses the same radio frequency as the other normal 

sensor nodes so that it appears to communicate with normal nodes. 

• Deployed normal nodes are authenticated and participate in the sensor 

network. Since secure communication in sensor networks is encrypted and 

authenticated using cryptographic keys, compromised nodes with the 

secret keys of a legitimate node can participate in the secret and 

authenticated communication of the network. 

 

The compromised nodes are dangerous in a WSN, due to the fact that an 

adversary can easily access information from compromised nodes such as the 

cryptographic information, by which a compromised node can gain trust of other 
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sensors. This type of attack is difficult to break or stop. That is why it has become 

a challenging task to secure WSNs from internal attacks. 

 

In many applications, the data obtained from the sensing nodes needs to be kept 

confidential and it has to be authentic. In the absence of security a malicious 

node could intercept private information, or could send false messages to nodes in 

the network. In order to make further investigation for the attacks related to 

WSNs, in the corresponding sub-sections discussed and took a closer look at some 

popular attacks. The major attacks this work want to highlight are: Denial of 

Service (DoS), Worm hole attack, Sinkhole attack, Sybil attack, Selective 

forwarding attack, Spoofed and altered, or Replayed routing information, Hello 

flood attack and Flooding attack. Based on the Open System Interconnect (OSI) 

model the attacks can be tabulated in Table 2-3 [71] [73 - 75]:  

 

Table Table Table Table 2222----3333    : Layer Based Security Attacks : Layer Based Security Attacks : Layer Based Security Attacks : Layer Based Security Attacks  

LayerLayerLayerLayer    AttacksAttacksAttacksAttacks    

Physical layerPhysical layerPhysical layerPhysical layer    Jamming, Tampering, Sybil Attack 

Data Link LayerData Link LayerData Link LayerData Link Layer    Collision, Sybil Attack, Spoofing and 

Altering Routing Attack, Replay attack 

Network LayerNetwork LayerNetwork LayerNetwork Layer    Internet smart attack, Sybil Attack, 

Blackhole Attack, Spoofing and 

Altering Routing Attack, wormhole 

attack, selective forwarding attack, 

Hello Flood Attack. 

Transport LayerTransport LayerTransport LayerTransport Layer    Flooding Attack, Desynchronisation 

ApplicationApplicationApplicationApplication    Spoofing and Altering Routing Attack, 

False Data Injection, 
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Denial of Service (DoS) attacksDenial of Service (DoS) attacksDenial of Service (DoS) attacksDenial of Service (DoS) attacks: : : :     

 

This attack is an explicit attempt to prevent the legitimate user of a service or 

data. The common method of attack involves overloading the target system with 

requests, such that it cannot respond to normal traffic. As a result, it makes the 

system or service unavailable for the user. The basic types of attacks are: 

Jamming, Tapering, Collision, Homing and Flooding. 

 

If a sensor network encounters DoS attacks, the attack gradually reduces the 

functionality as well as the overall performance of the wireless sensor network. 

In WSNs several types of DoS can be performed in different layers which are 

tabulated in Table 2-4 [74] [76 - 78].  

 

Table Table Table Table 2222----4444    : Layer Based DoS Attacks : Layer Based DoS Attacks : Layer Based DoS Attacks : Layer Based DoS Attacks     

LayerLayerLayerLayer    AttacksAttacksAttacksAttacks    

Physical Physical Physical Physical layerlayerlayerlayer    Jamming, Tampering 

Data Link LayerData Link LayerData Link LayerData Link Layer    Collision, Exhaustion 

Network LayerNetwork LayerNetwork LayerNetwork Layer    Misdirection 

Transport LayerTransport LayerTransport LayerTransport Layer    Desynchronisation 

Application LayerApplication LayerApplication LayerApplication Layer    Path Based DoS 

 

The discussed attacks are linking some terminologies that are defined as follows  

[75 - 78]:  

    

Jamming:Jamming:Jamming:Jamming:  In this attack the attacker attempts to jam the frequencies of the 

radio used for communication between the nodes in the network. An adversary 
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may use a few nodes in strategic positions to effectively jam most of the 

communications inside the network. In essence, an attacker needs only a few 

nodes in order to disseminate a large network. 

 

Tampering:Tampering:Tampering:Tampering: Because of the nature of wireless sensor networks, an adversary 

could easily get physical access to the sensor nodes. This may enable an attacker 

to compromise sensor nodes in a DoS like manner. 

 

Collision:Collision:Collision:Collision: In This attack a node induces a collision in some small part of a 

transmitted packet. The packet will then fail the checksum check, because of the 

changes brought on by the collision, and the receiver node will then ask for a 

retransmission of the packet. 

 

Exhaustion:Exhaustion:Exhaustion:Exhaustion: This attack is one of collision attacks which take them a bit further 

damage WSNs. A malicious node may conduct a collision attack repeatedly in 

order to exhaust the power supply of the communicating nodes. 

 

Misdirection:Misdirection:Misdirection:Misdirection: In this attack a malicious node that is part of a route can, instead of 

dropping packets, quite simply send them on a different path which does not 

exist in a route to the destination. The malicious node may do this for certain 

packets, or all packets. 

 

Desynchronisation:Desynchronisation:Desynchronisation:Desynchronisation: It can disrupt an existing connection between two end points. 

Adversary transmits a lost packet with bogus sequence numbers or control flags 

to degrade or prevent the exchange of data.   

 

PaPaPaPath Bth Bth Bth Based DoS:ased DoS:ased DoS:ased DoS: [11]An adversary overwhelms sensor nodes by flooding a multi-

hop end to end communication path with either replayed [79] or injected false 

message to waste secure energy resources. 
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Wormhole AWormhole AWormhole AWormhole Attackttackttackttack: : : :     

 

In this attack, a malicious attacker receives packets from one location of a 

network, forwards them through the tunnel and releases them into another 

location[80][81]. Hence, the attacker is able to send packets, routing information, 

ACK etc., through a link outside the network to another node somewhere else in 

the same network. The malicious node can achieve the faith of the neighbour 

node as a legitimate node [82]. This can also confuse routing mechanisms that 

rely on knowing distances between nodes. A wormhole attack can be used as a 

base for eavesdropping, not forwarding packets in a DoS like manner, and 

altering information in packets before forwarding them. 

 

Sinkhole Sinkhole Sinkhole Sinkhole AAAAttackttackttackttack: : : :     

 

An attacker gains attraction to surrounding nodes with respect to the routing 

algorithm through a compromised node [83]. It prevents the base station from 

obtaining complete and correct data. In this attack, a malicious node advertises a 

zero cost route through itself. If the routing protocol in the network is a “low cost 

route first” protocol, like distance vector, other nodes will chose this node as an 

intermediate node in routing paths. The neighbours of this node will also chose 

this node in their routes, and compete for the whole bandwidth. \ 

 

Sybil ASybil ASybil ASybil Attackttackttackttack: : : :     

 

The concept of Sybil (or multiple-identity) attacks was first proposed by Douceur 

in P2P networks [84], and it is defined as a single node has multiple identities to 

disrupt the accordance among the entities and physical devices in a networks. 

This attack poses a serious threat for damage to WSNs’ integrity. A malicious 

node forges multiple identities to mislead the network and let the neighbour 
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nodes to believe that they have several trusted neighbours [85]. This attack 

targets fault tolerant schemes such as distributed storage, dispersity, multipath 

routing and topology maintenance. This attack is especially confusing to 

geographic routing protocols as the adversary appears to be in multiple locations 

at once. Hence, it is very hard to identify the position as the malicious node could 

appear in more than one place at the same time.  

 

Selective Forwarding ASelective Forwarding ASelective Forwarding ASelective Forwarding Attackttackttackttack::::    

 

In a simple form of selective forwarding attack, malicious nodes try to stop the 

packets in the networks by refusing to propagate any further [86]. Another 

variance of selective forwarding attacks is to delay packets passing through the 

nodes, creating the confused routing information between sensor nodes [87].Even 

though the protocol is completely resistant to the sinkholes, wormholes, and the 

Sybil attack. If a compromised node is strategically located near the source or a 

base station there is a significant probability of including the compromised node 

on a data flow to launch this type of attack. However, such an attacker takes the 

risk that neighbouring nodes will conclude that it has failed and take other route.   

    

SpoofinSpoofinSpoofinSpoofing Ag Ag Ag Attackttackttackttack: : : :     

    

In an open nature, the characteristics of a wireless medium are easy for any 

malicious node to monitor the communications to find the layer-2 Media Access 

Control (MAC) addresses of the other entities in this network. This can have a 

serious negative impact on the network performance as well as facilitate many 

forms of security weaknesses.[88] In this attack, a malicious node is able to 

create routing loops, wormholes, black holes, partition the network, by spoofing, 

altering or replaying routing information. 
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Hello Flood AHello Flood AHello Flood AHello Flood Attackttackttackttack: : : :     

 

Hello Flood Attack is introduced in [59]. The malicious nodes broadcast hello 

messages to announce their presence to the neighbouring nodes. The node 

receiving the message assumes that the malicious node is within its range or a 

neighbour. An attacker with a high powered antenna can convince every node 

who receives “hello” in the same network which means this node is their 

neighbour. Hence, the malicious node can deceive other nodes to believe that a 

normal node is malicious. Nodes at a large distance from the attacker will be 

sending their messages to an out-of-reach malicious node that can disrupt the 

network by simply decreasing traffic load and make communications in a state of 

confusion. This form of attack is specifically designed against routing protocols 

that are dependent on localised information. 

 

All of the above mentioned attacks have the common purpose that is to 

compromise the integrity or workability of the network that they attacked. In 

order to ensure the network functions as originally designed a network needs to 

be saved internally and externally. This research work will need to understand 

the internal attacks of WSNs. As mentioned in the paragraphs, this thesis 

highlights internal attacks and discussion about external attacks is outside the 

scope of this thesis even it is equally important. For meeting up security the next 

sub section presents related suggestions for this research focus, internal attacks. 

 

2.82.82.82.8    SuggestionSuggestionSuggestionSuggestionssss    in the Lin the Lin the Lin the Literature toiterature toiterature toiterature to    SSSSecureecureecureecure    WSNs fromWSNs fromWSNs fromWSNs from    Internal Internal Internal Internal 

AAAAttackttackttackttackssss    

 

WSNs use multi-hop communication to increase network capacity. In multi-hop 

routing, messages may traverse many hops before reaching their destinations. 

However, simple sensor nodes are usually not well physically protected because 

they are cheap and are always deployed in open or hostile environments where 
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they can be easily captured and compromised. An adversary can extract sensitive 

information, and control the compromised nodes. Even though let those nodes 

service for the attackers. Therefore, when a node is compromised, an adversary 

gains by accessing to the network and can produce malicious activities. The 

attacks are involved in corrupting network data or even disconnecting a major 

part of the network. To address the protection from internal attacks the following 

paragraphs discussed some existing mechanisms.   

 

Zhang et al. in [89] proposed a scheme that is the first and most cited work on 

intrusion detection in wireless ad hoc networks. Architecture is investigated  for 

collaborative statistical anomaly detection which provides protection from 

attacks on ad hoc routing on wireless MAC protocols, or on wireless applications 

and services. Conceptually this architecture is divided into different modules. 

Firstly, Data collection; this module gathers streams of real time data form 

various sources. Secondly, using the local detection engine to analyze the local 

data traces gathered by the local data collections for evidence of anomaly and 

they suggested the statistical method for this stage. Detection methods need 

border data that requires collaboration among the nodes to be used in the 

cooperative detection. Intrusion responding actions are provided by both the local 

response and global response modules. Finally, secure communication module 

provides a high confidence communication channel to the agents. The advantage 

of this architecture is that they used statistical analysis. This architecture can 

only work on routing. For internal attack detection, it is not sufficient as it only 

focuses on routing protocol.   

 

Silva et al. in [90]  proposed the first work on the rule based intrusion detection 

scheme to detect many different kinds of attacks in different layers. In this 

scheme three main phases are involved. Phase 1:  data acquisition phase, in 

which the messages are filtered by the monitoring node to be analyzed. Phase 2: 

the rule application phase, which is responsible for applying the predefined rule 

to the stored data from the previous phase. Phase 3:  the intrusion detection 
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phase, which compares the case between the numbers of raised failures produced 

from the rule application phase with a predefined number of occasional failures. 

If the total number of raised failures is higher than the predefined threshold, the 

alarm is raised. According to Xie et al. [91], this scheme presents a good 

framework to a class of rule-based intrusion detection. But, the main drawback of 

this scheme is the ambiguity in determining the number of monitoring nodes and 

the way of choosing them, such as how to make sure that the way of selection will 

cover the entire network. In addition, this scheme is restricted to some types of 

attacks, as the decision is made based on only a simple summation of the rule.  

 

Karlof and Wagner discussed attacks at the network layer in [59]  and mentioned 

altered or replayed routing information and selective forwarding, node 

replication, Sybil attacks or black-grey-sink holes, and HELLO flooding. They 

suggested suitable countermeasures that can help to mitigate the attack. The 

solution discussed is prevention based and to secure the routing. This solution 

does not focus on the internal attacks or compromised node specifically. 

 

Staddon et al [92] proposed a way to trace the failed nodes in wireless sensor 

networks at the base station assuming that all the sensor measurement will be 

directed along the sinker based on a routing tree. The first step of the protocol 

enables the base station to learn the topology of the network. During the 

execution of many well-known route-discovery protocols, nodes learnt the 

identities of their neighbours. To convey this information to the base station, 

each node simply attaches a little bit of information about its neighbours to each 

of its measurements. In a constant amount of time the base station has adjacency 

information for the entire network and hence can construct its topology. Once the 

base station knows the node topology, the failed nodes can be efficiently traced 

using a simple divide-and-conquer strategy based on adaptive route update 

messages. In this work the sinker has the global view of the network topology 

and can identify the failed nodes through route update message.  
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Watchdog like techniques were discussed in [93], [94] and [95]. The purpose of 

the watchdog mechanism is to identify a malicious node by overhearing the 

communication of the next hop. This technique can detect the packet dropping 

attack by letting nodes listen to the next hope nodes broadcasting transmission. 

From their research papers, each sensor node has its own watchdog that 

monitors and records its one hop neighbours’ behaviours such as packet 

transmissions. When a sending node S sends a packet to its neighbour node T, 

the watchdog in S verifies whether T forwards the packet toward the Base 

Station (sink) or not by using the sensor’s overhearing ability within its 

transceiver range. In this mechanism, S stores all recently sent packets in its 

buffer, and compares each packet with the overheard packet to see whether there 

is a match. If yes, it means that the packet is forwarded by T and S will remove 

the packet from the buffer. If a packet remains in the buffer for a period longer 

than a pre-determined time, the watchdog considers that T fails to forward the 

packet and will increase its failure tally for T. If a neighbour’s failure tally 

exceeds a certain threshold, it will be considered as a misbehaving node by S. 

But, multiple watchdogs need to work collaboratively in decision making. A 

reputation system is necessary to provide the quality rating of the participants. 

This method will fail when the following matters happened, ambiguous collision, 

receiver collision, limited transmission power, false misbehaviour, and partial 

dropping.  

 

A machine learning based approach is proposed by Huang and Lee in [96] for 

anomaly detection. They developed a cross feature analysis anomaly detection 

approach that explores the co-relation between each feature and all other 

features for the nodes.  This is conducted by computing classifiers from a training 

set composed of normal nodes. An intrusion alarm is raised if the correlation 

between the features does not match those of the classifiers. The machine 

learning procedure assumes a large number of features being monitored from 

sensor behaviours, and the availability of normal sensors as the training data set, 

both of which are difficult to obtain considering the restrained sensor resources 

and dynamic networking behaviours. 
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Pires et al. in [97] presented a solution to identify malicious nodes in wireless 

sensor networks through detection of malicious message transmissions in a 

network based on the signal strength. A message transmission is considered 

suspicious if its signal strength is incompatible with its originator’s geographical 

position. The geographical position is determined by the Global Positioning 

System (GPS).  In this work they showed how to detect HELLO flood attack and 

the wormhole attack by comparing the energy of the received signal and the 

energy of the same observed signal around the network. This is work use GPS for 

location detection.  Thus, this system can only be implemented in the line of sight 

scenario and restricted with HELLO flood attack and the wormhole attack. In 

addition, the signal strength can be infected by other factors such as interference 

from electronic devices, environmental factors for example, rain and storm.  

 

Branch et al. in [98] studied the in network outlier. They developed an algorithm 

that has the following properties: (i) it is generic – suitable for many outliers 

detection heuristics; (ii) it works in networks with a communication load 

proportional to the outcome that is the number of outliers reported; (iii) it is 

robust with respect to data and network change; (iv) the outcome is revealed to 

all of the sensors. In other words, in this method each sensor in the network first 

identifies the outliers based on the neighbourhood data. Then exchange the 

decision with neighbours to achieve the global set of outliers. But this method 

does not work well for small system with limited samples. In addition, it is 

expensive as well as it depends on the neighbour collaboration.   

 

Support Vector Machine (SVM), based on techniques for internal attack detection 

in sensor data was proposed in [99]. This technique uses one-class quarter-sphere 

SVM to reduce the effort of computational complexity and locally identify outliers 

at each node. The sensor data that lies outside the quarter sphere is considered 

as an outlier or internal attack. Each node communicates only summary 

information (the radius information of sphere) with its parent for global outlier 

classification. This technique identifies outliers from the data measurements 
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collected after a long time accumulation within a window. The technique also 

ignores spatial correlation of neighbour nodes, which makes the results of local 

outliers inaccurate. The main drawback of SVM-based techniques is their 

computational complexity and hard for the choice of proper kernel function. 

 

Zhang et al. in [100] proposed a distance-based technique to identify n global 

outliers in snapshot and continuous query processing applications of sensor 

networks. This technique reduces communication overhead as it adopts the 

structure of aggregation tree and prevents broadcasting of each node in the 

network [98]. Each node in the tree transmits some useful data to its parent after 

collecting all the data sent from its children. The sink node then roughly figures 

out top n global outliers and floods these outliers to all the nodes in the network 

for verification. If any node disagrees on the global results, it will send extra data 

to the sink node again for outlier detection. This procedure is repeated until all 

the nodes in the network agree on the global results calculated by the sink node. 

This technique considers only one-dimensional data and the aggregation tree 

used may not be stable due to the dynamic changes of network topology. 

 

Recently Game theory is commonly used to analyze wireless sensor networks 

with selfish/attacker nodes [101]. Reddy and Ma studied game theory [101][102], 

Reddy et al. presented in  zero-sum game  which may find malicious sensor nodes 

in the forwarding path only [101]. Zero-sum game method needs to maintain a 

certain level of energy. The proposed game theory method in [102] not only 

improves the security of WSNs, but also reduces the cost caused by monitoring 

sensor nodes and prolongs the lifecycle of each sensor node. However, the method 

does not consider the effects of the compromised entity of the sensor nodes, which 

can discard normal packets or not transfer normal packets in WSNs. 

 

The fuzzy logic based intrusion detection approach has been widely used and 

studied such as by Chi and Moon [103][104]. In [103], node energy, transmission 

rate, lists of the neighbour nodes and transmission errors are taken as the 
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measurement parameter.  Based on the four features the base station will take 

the decision about the denial of service (DoS) attacks. In [104],  the approach is to 

detect sinkhole attacks in directed diffusion based sensor networks based on the 

radio and transmission radius.  In a sinkhole attack, there will be extra message 

traffic in area compare to the normal traffic and the transmission radius will be 

smaller. The fuzzy logic system will produce detection value based on the normal 

traffic and transmission radius. The decision will be taken based on the 

predefined threshold and the fuzzy rules need to be set according to the 

symptoms with extensive study of sinkhole attack. The main drawback of the 

fuzzy logic is that it needs the manual settings of rules in this method. 

 

Stetsko et al. implemented an intrusion detection system which employs the 

neighbour based detection technique [12].  They designed the system to work on 

the TinyOS operating system running the Collection Tree Protocol. They used 

selective forwarding, jamming and hello flood attacks to evaluate the system. In 

their work, the nodes collaboration among themselves is efficient as at the same 

time it generates the communication overhead. This method suffers from false 

alarm for packet dropping and sending rate. Moreover, this method does not 

consider the power consumption rate related to the network performance.  

 

A collaborative and decentralized approach for an intrusion detection system was 

proposed by Lemos et al. [105] to detect node repetition attacks. In this scheme 

some special nodes, called monitors, will be responsible for monitoring the 

behaviour of neighbour nodes in turn by using predefined rules. The malicious 

activities evidence discovered by each monitor will be shared and correlated with 

the purpose of increasing the accuracy in detection of intruders. This paper also 

claimed that it was a robust method with two layers of protection. The drawback 

of this method is the monitor nodes could be compromised, which were not to be 

considered. It is a rule based approach that has an assumption of the parameters 

that need to be made. Therefore, it has inflexibility for applications.   
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An integrated approach is proposed by Wang et al. [106]. This method can 

provide the system to resist intrusions, and process in real-time by analysing the 

attacks. The Integrated Intrusion Detection System (IIDS) includes three 

individual Intrusion Detection Systems (IDSs): (i) Intelligent Hybrid Intrusion 

Detection System (IHIDS); (ii) Hybrid Intrusion Detection System (HIDS); and 

(iii) Misuse Intrusion Detection System (MIDS). The goal is to raise the detection 

rate and lower the false positive rate through misuse detection and anomaly 

detection. Finally, a decision-making module is used to integrate the detected 

results and report the types of attacks. The advantage of this method is that it is 

suitable for design of detection modules based on capabilities and probabilities of 

getting compromised. The use of back propagation method in building the 

detection module implies high computational complexity. In addition it has low 

detection accuracy and high false alarm.  

 

Bankovic et al.  proposed a machine learning solution for anomaly detection 

[107].  This combines with the feature extraction process that tries to detect 

temporal and spatial inconsistencies. It uses the sequences of sensed values buy 

nodes and the routing paths used to forward these values to the base station. The 

data produced in the presence of an attacker are treated as outliers and detected 

using clustering techniques. The techniques are coupled with a reputation 

system to isolate the compromised node. A drawback of this system is that the 

system cannot use all the information of the nodes since the nodes cannot share 

their bad experiences such as dropped packets. This is particularly detrimental 

since learning from one’s own experience in this scenario comes at a very high 

price.  

 

A dual-weighted trust evaluation in a hierarchical sensor network is proposed by 

Hyun et al. [108].  In this method sensor nodes report their readings to a 

forwarding node for aggregation. Each sensor node need to assigned two trust 

values. They are increased or decreased depending on its reading and the 

aggregation results at the forwarding node. An updating policy is developed to 
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keep misdetection rates low while achieving high malicious node detection rate 

for a wide range of fault and related probabilities. But, the performance of a 

malicious node detection scheme depends on the correctness of the aggregation 

and results at the forwarding node, since wrong decisions at the node lead to 

inaccurate management of trust values. The resulting false alarms might waste 

energy and thus shorten the network lifetime. 

 

Znaidi et al. addressed the problem of nodes replication attacks [109]. They first 

introduced a hierarchical distributed algorithm for detecting node replication 

attacks using a Bloom filter mechanism and a cluster head selection. The 

algorithm works as soon as the network is built upon a cluster head selection 

mechanism generating a three-tier hierarchy. In this method, each cluster head 

exchanges the member nodes identifications (IDs) through a Bloom filter with the 

other cluster heads to detect eventual node replications. However, this method 

needs to employ additional clustering algorithm and the authors presented only a 

theoretical discussion on the boundaries.  

 

Garofalo et al. in [110] proposed a new intrusion detection system  architecture 

designed to ensure a trade-off between different requirements. It is high 

detection rate obtained through decision tree classification. By which the energy 

saving is obtained through light detection techniques on the motes. But, in this 

method the power consumption is high, it is not resilient to node failures as it 

uses a tree classification, with a long delay to send the data to the base station, 

data overhead is high and it is costly.  

 

A few papers also addressed pollution attacks in internal flow coding systems 

employing special crafted digital signatures [111] [112] or hash functions [113] 

[114].  Recently some papers discussed preventing the internal attacks by related 

protocols [115] [116] but looking at protocol does not protect the WSN completely.  
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2.92.92.92.9    Proposed Method Proposed Method Proposed Method Proposed Method     

 

The previous section discussed the suggested methods in the literature to secure 

WSNs from internal attacks. From the discussion it can be seen that most of the 

method has some serious drawbacks such as consume more energy, low accuracy 

raise false alarm, inflexibility for applications. In order to overcome the problems 

in the suggested methods in literature, this research developed a multistage 

mechanism to protect wireless sensor networks. Multi-agent, pairwise key, cosine 

similarity is discussed and implemented. To check for the misbehaving node by 

considering neighbour nodes output is investigated. The evidence theory, 

Dempester-Shafer theory, has been carefully discussed and observations of 

neighbour nodes parameters are considered for judgment. The benefit of this 

method is that it can deal with uncertainty efficiently. Markov Chain and Monte 

Carlo - Metropolis Hasting, has been introduced and it works in real time by 

constricting the sample chain and computes the changes and come up with an 

acceptance ratio of the node.  

 

A detailed explanation of the above proposed methods is presented in Chapters 3, 

4 and 5. 

 

2222.10.10.10.10    SSSSummaummaummaummaryryryry    

 

This Chapter has provided an overview of WSNs and a consideration of the 

importance of security in WSNs technologies, and the problems imposed by 

computation under such a resource limited WSNs’ environment. The limited 

resources and sparse availability for WSN nodes frequently offer an advantage to 

the internal attacker, whether in regard to low-power transceivers being 

swamped with interference on the wireless channel, or cryptography is being 

restricted to small key spaces due to energy constraints. This Chapter carefully 

presented the most popular attacks to the WSNs and highlighted this thesis 
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focus in this thesis, which focuses on internal attacks and discussed some 

suggestions in the literature to deal with internal attacks in WSNs and outline 

the proposed method. The coming Chapter shall investigate misbehaviour in 

WSNs to build up a base for this thesis coming discussions in the rest of the 

Chapters.   
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Chapter Chapter Chapter Chapter 3  3  3  3  MisbehaviourMisbehaviourMisbehaviourMisbehaviour    IdentificationIdentificationIdentificationIdentification    

In wireless sensor networks the nodes are deployed to perform specific tasks. If 

any node does not act or perform the task that the node was supposed to do as 

designed during the deployment phase, it is known as misbehaviour. 

Misbehaviour in WSNs can happen in different ways such as, packet dropping 

and packet modification, skewing of the network’s topology or creating fictitious 

nodes [117][118]. As discussed in Chapter 2, WSN nodes are easy to compromise; 

thus an attacker may launch various types of attacks to disrupt the network 

communication via a compromised node. Misbehaved nodes interrupt the normal 

functionality of a WSN. In order to keep functional WSNs at design level it is 

necessary to identify the misbehaviour of the node, which will save the network 

from internal attacks. Chapter 2 summarise that suggested mechanisms to save 

WSNs from internal attacks have some shortcomings. This chapter and the next 

two chapters present the new mechanism to save WSNs from internal attacks.  

This Chapter introduce the system model of this research WSN. Then it 

introduces multi-agent, pairwise key and cosine similarity for misbehaviour or 

internal attacker identification. The simulation results show the mechanisms are 

working well to identify misbehaviour of the node.  
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3333.1 .1 .1 .1 System MSystem MSystem MSystem Modelodelodelodel    

 

The WSN system under consideration consists of an area of interest where region 

wise detection requirements are provided by the end user. The work model the 

area of interest as a two dimensional grid Ω of �� × �	 points to cover the sensor 

field, in which �� × �	 is representing the matrix for the grid. The sensor nodes 

deployment is done randomly with a single sink. Each sensor node sends the data 

periodically to the sink in the WSN. The sink is located within the network. The 

work assumes all sensor nodes and the sink are time synchronized. The sink is 

aware of the network topology, which can be achieved by requiring nodes to 

report their neighbouring nodes right after deployment. The model also assumes 

the network sink is trustworthy and free of compromise; this is because the sink 

has more powerful and bigger capacity computing, self-protection.  Compromised 

sink discussion is out of the scope of this thesis.  It is the case that the work 

assumes the adversary cannot successfully compromise regular sensor nodes 

during the short topology establishment phase after the network is deployed. 

 

The following sections discuss the sensing model and explain how to prevent the 

network from internal attacks by identifying them by using multi-agent, pairwise 

key and cosine similarity.  

 

3.2 Sensing M3.2 Sensing M3.2 Sensing M3.2 Sensing Modelodelodelodel    

    

In WSN there are two common sensing models that are popular, namely binary 

detection model and the exponential detection model. Both models share the 

assumption that the detection capability of a sensor depends on the surrounding 

obstacles such as rain; background noise such as magnetic field of earth. 

Following the paper [119] the notations have used for the case in binary detection 
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model, the probability of temperature detection 
� (, �) is given as in equation 

3.1. 

 

 
�(, �) = �1							��	�(, �) ≤ ��0						��	�(, �) > ��  (3.(3.(3.(3.1111))))    

 

where �� is the detection radius and �(, �) is the distance between the 

measurement point (at which the temperature to be measured) “	” and the 

sensor location “�	” on a two dimensional space. If the distance between the 

sensor location and measurement point (detection point) is greater than ��, the 

measurement of the temperature at measurement point is not possible by the 

sensor. However, if measurement point is within the detection radius, the 

temperature will always be measured. The exponential model is a more realistic 

model, where the probability of detection corresponds to as in equation 3.2 

 

 
�(, �) = �����( ,!)						��	�(, �) ≤ ��0																		��	�(, �) > ��  
(3.2)(3.2)(3.2)(3.2)    

 

where " is a decay parameter that is related to the quality of a sensor or the 

surrounding environment.  In the exponential model of equation 3.2, even if a 

measurement point is within the detection radius, there is a probability that the 

temperature will not be measured, which means it will be missed. As this model 

is closer to the realistic case, The thesis uses this model in following discussion. 

 

Based on the Linear Shift – Invariant (LSI) system as described in [120], it is 

possible to mathematically quantify the individual sensor measurement 

characteristic on the grid using miss probabilities, 
#$%% = 1 −	
�, where 
� is the 

probability of detection of temperature.  The collective miss probability '((, )) is 

the product of all sensor probabilities to miss the measurement of temperature at 
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the point	((, )).  '((, ))means the probability of a measurement point at grid 

point ((, ))	is being missed by the all the neighbouring sensors. Considering the 

two points ((, )) and (�, *) on the grid, the Euclidean distance between them 

is		�	+((, )), (�, *),. Hence, the collective miss probability is shown in Equation 3.3.  

 

 '((, )) = 	 - 
#$%%	(((, )), (�, *)).($,/)
($,/)∈Ω

 (3.3)(3.3)(3.3)(3.3)    

 

where 2(�, *) is a step function that demonstrate the presence or absence of the 

data detection (temperature) at the location (�, *) on the grid, in this research 

definition when there is no detection. 2(�, *) can be expressed as in equation 3.4.  

 

 2(�, *) = 	 � 1, ��	3ℎ���	�5	6	�636	��3�73��		63	(�, *)0, ��	3ℎ���	�5	89	�636	��3�73��	63	(�, *) (3.4)(3.4)(3.4)(3.4)    

 

Hence, the work considers 
#$%% 	(… );=1, taking the natural logarithm of the both 

sides in equation 3.3, it is possible to have as in equation 3.5. 

 

 <8	'((, )) = 	 = 2(�, *)	<8	
#$%%	(((, )), (�, *))	
($,/)∈Ω

 (3.5)(3.5)(3.5)(3.5)    

 

where '((, )) is so-called the overall logarithmic miss probability at the point 

((, )).   Following the LSI model, the work define a function	>((, )), which can be 

expressed as 

 >((, )) = 	 ? ln 
#$%% 	+((, )), (0,0),, �	+((, )), (0,0), ≤ ��
0,																																																�	+((, )), (0,0), > ��	 

(3.6)(3.6)(3.6)(3.6)    
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The overall logarithmic miss probabilities for all points on the grid can be 

arranged in a vector ' of dimension ���	 	× 	1 that corresponds to equation 3.9 

as shown below: 

 

 	'	BBBBC 	= 	 D'((, )), ∀	((, ))FG (3.7)(3.7)(3.7)(3.7)    

 2	BBBC 	=	 D2(�, *), ∀	(�, *)FH (3.8)(3.8)(3.8)(3.8)    

 and 	'	BBBBC = I	2	BBBC   (3.9)(3.9)(3.9)(3.9)    

 

If there are some compromised nodes distributed in WSNs, they can be detected 

by miss probability count, as it will not be able to collect the actual data from the 

actual point.  The following sections explains how to prevent the network from 

internal attacks and how to identify them using multi agent, pairwise key and 

cosine similarity.  

 

3.33.33.33.3    MultiMultiMultiMulti----AAAAgentgentgentgent    BBBBased ased ased ased     

 

A multi-agent system (MAS) is a group of agents able to interact and cooperate in 

order to reach a specific objective. In MAS agents are characterized by their 

autonomy, their ability to interact with other nodes. They can learn, plan future 

tasks and able to react and to change their behaviour according to the changes in 

their environment.  

 

In this research WSN environment, the MAS manages a set of sensors of WSNs 

sensing field with agents. MAS considers a range of sensors with agents to 

protect WSN from compromised node. Before the work establish MAS in the next 

few paragraphs will first investigate about the signal transmission, the 

construction of sensor node, target node and sink node in WSN.  
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In order to communicate among agent, sensor and sink, it is necessary to check 

the transition among their signal to each other through wireless channel.  In fact 

in the real world, the transmitted signal in a WSN will suffer from several noises, 

caused by the complex and hostile environment [121]. The transmission problem 

directed us to focus on signal to noise ratio (SNR) because the compromised node 

can take the information of SNR as an opportunity to attack the network.  

Following the discussion [119], a typical wireless sensor network environment 

can be modelled as shown in Figure 3-1. From the top view of the Figure 3-1 it 

can be said that, sensor nodes detect the transmitted signals generated by the 

target nodes over a sensor channel and forward the detected information to the 

sink nodes over a wireless channel.   

 

 

 

Figure Figure Figure Figure 3333----1111    : The model of a typical wireless sensor network environment : The model of a typical wireless sensor network environment : The model of a typical wireless sensor network environment : The model of a typical wireless sensor network environment     

 

In Figure 3-1, the operation of the nodes shown by considering a fairly simple 

event-to-sink transport protocol, namely a stimulus is periodically generated by a 
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target node and propagated over a sensor channel. It is noted that a target node 

can only send data packets over a sensor channel. The neighbouring sensor 

nodes, which are within the sensing radius of the target node, will then receive 

the stimulus over the sensor channel. The neighbouring sensor nodes, which are 

within the sensing radius of the target node as shown in equation 3.2, will then 

receive the stimulus over the sensor channel. To implement MAS with the 

channel it is necessary need to have a good understanding of the construction of 

target, sink and sensor nodes. In the following paragraphs, I shall discuss the 

construction of the nodes.     

 

Considering an example, a sensor node may either forward data packets as soon 

as they detect the stimuli, or process them first, which is computing the average 

values measured within a period of time say a few minutes, and then forward 

processed data to the sink node. Any networking processing mechanism can be 

implemented in the sensor application layer [122]. As the sink node may not be in 

the vicinity of a sensor node, communication over the wireless channel is usually 

multi-hop as well as one hop. This implies sensor nodes are capable both send 

and receive data packets over the wireless channel. In WSNs nodes are normally 

divided into three different nodes, namely target node, sink node and sensor 

node.  Their constructions can be shown in Figures 3-2, 3-3 and 3- 4 respectively.  

 

The information received at the sink node over the wireless channel can be 

further analysed by a control server and/or a human operator. The sink node has 

to send commands or queries to the sensor nodes, based on the content of the 

information sink node received. In addition, sink nodes should be capable of both 

sending and receiving data packets over the wireless channel. Sensor node 

includes both the energy-producing components such as battery and the energy-

consuming components such as CPU and radio. 
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Figure Figure Figure Figure 3333----2222::::    Construction of a target nodeConstruction of a target nodeConstruction of a target nodeConstruction of a target node    

 

 

 

Figure Figure Figure Figure 3333----3333::::    Construction of a sink nodeConstruction of a sink nodeConstruction of a sink nodeConstruction of a sink node    

 

The sensor function is subject to the energy efficiency of the sensor. For example, 

the energy incurred in handling a received data packet is dictated by the CPU, 
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and the energy incurred in sending and/or receiving data packets is dictated by 

the radio. Both the CPU and radio can be in one of several different operation 

modes [123]. For example, the radio can be in one of the following operation 

modes: idle, sleep, off, transmit or receive. The amount of energy consumed by an 

energy consumer (sensor) depends on the operation mode. 

 

 

 

Figure Figure Figure Figure 3333----4444::::    Construction of a sensor node (dashed line)Construction of a sensor node (dashed line)Construction of a sensor node (dashed line)Construction of a sensor node (dashed line)    

 

In order to save energy and increase efficiency in the system set the 

collaborations among the sensor nodes and sink node by their MAC layer, which 

makes the timing control to realize the sink node status, i.e. sleeping or active. 

Therefore, the sink node only opens at a special time period; the other time is in 

the sleeping state and ignoring any incoming signals such that sink node can not 

only save energy but also protect the network from the internal attacks. Hence, 

the possibilities of attacking the node will significantly decrease due to the 

“closed state” within the sleeping time period. The implementation procedure can 

be described as below, Algorithm 3-1.  
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Algorithm 3Algorithm 3Algorithm 3Algorithm 3----1:1:1:1:    MultiMultiMultiMulti----agent Implementationagent Implementationagent Implementationagent Implementation    

1. Input: 1. Input: 1. Input: 1. Input: JKLMN    (detection requirement), (detection requirement), (detection requirement), (detection requirement), O    (number of available(number of available(number of available(number of available    sensors), sensors), sensors), sensors), P(decay (decay (decay (decay 

parameter)parameter)parameter)parameter), , , , LK    (detection radius), (detection radius), (detection radius), (detection radius), K(Q, R)    (th(th(th(the distance between the target’s e distance between the target’s e distance between the target’s e distance between the target’s 

position) and position) and position) and position) and S....    

2. Output: 2. Output: 2. Output: 2. Output: T    (d(d(d(deployment vector) and highest Seployment vector) and highest Seployment vector) and highest Seployment vector) and highest SNNNNRRRR    time andtime andtime andtime and    location.location.location.location.    

3333. initialization: . initialization: . initialization: . initialization: U	 = 	V, T	 = V    

4444. while . while . while . while U	 ≤ 	O    dodododo    

5555. find set of grid points with unsatisfied det. find set of grid points with unsatisfied det. find set of grid points with unsatisfied det. find set of grid points with unsatisfied detectionectionectionection    requirementsrequirementsrequirementsrequirements    WX:	JKU(X) ≥
JKLMN(X)[        
6. Find the S6. Find the S6. Find the S6. Find the SNNNNRRRR    and index and index and index and index \]^_, where , where , where , where \]^_    = = = = ]^_X`KM_	(TU).    
7777. Update the deployment vector (i.e. . Update the deployment vector (i.e. . Update the deployment vector (i.e. . Update the deployment vector (i.e. T(\]^_) 	= b))))    

8888. Calculate . Calculate . Calculate . Calculate c	U = 	ST    

9999. Calculate time . Calculate time . Calculate time . Calculate time QU    

10101010. Increment number of s. Increment number of s. Increment number of s. Increment number of sensors in the grid: ensors in the grid: ensors in the grid: ensors in the grid: U	 = 	U	 + b    

11111111. End while. End while. End while. End while    

 

For the fixed parameters in a network, the simulations operation will give the 

highest SNR with the time and location information. Thus, the highest SNR can 

enhance the decision for the sink node status, sleeping or opening time period.   

 

Figure 3-5 shows the multi-agent system for WSN. Based on the Figure 3-1 the 

work established the multi-agent system to protect a WSN from internal attacks 

with agents, which are sensor node agent, time and location calculation agent, 

target agent, sensor channel agent, wireless channel agent and sink node 

sleeping and opening agent. In the Figure 3.5 the dashed arrow is receiving data 

and solid arrow is receiving data. Each agent owns a set of rules that allow it to 

decide on its action. For example, the sink node sleeping and opening agent 
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controls the sinks sleeping and opening time. The work use MAS to control 

highest SNR occurring time and location to control the receiver (sink). Hence, it 

can protect the WSN by minimizing the risk of receiving the data from an 

attacker; in particular it can protect WSN from internal attack. 

 

 

Figure Figure Figure Figure 3333----5555: Multi: Multi: Multi: Multi----agent system to control sink node sleeping and opening timeagent system to control sink node sleeping and opening timeagent system to control sink node sleeping and opening timeagent system to control sink node sleeping and opening time    

 

This model in fact implements the new bisect algorithm based on the 

constructions of target sink and sensor nodes. The opening time of the sink node, 

opening window time period, will be the time 3;, the highest time plus 2RTT 

time, which can be expressed as in equation 3.10: 

 

 efghi =	3; + 2kHH (3.1(3.1(3.1(3.10000))))    

 

where RTT is defined as round traveling time for the network, which is the time 

it takes for a data packet to travel from node to the sink. 2RTT is used for 

connection establishment and request between the sink and node. The 3; is 

normally sitting on the middle position of the window size, in which the sink 

starts to share the timing information, to ensure the received signal arrived at 

the sink node. 
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J-Sim is used to do this simulation as provides an object-oriented definition of (i) 

target, sensor and sink nodes, (ii) sensor and wireless communication channels, 

and (iii) physical media such as seismic channels, mobility models and power 

models (both energy-producing and energy-consuming components). The 

simulation used some fixed parameters, the sensing radius is 200	l, attenuation 

factor α = 2, moving �63�	m = 	30	l/5 and transmission power = 0.2818 W (for a 

260	l transmission range). the simulation was done for 1000 seconds. One unit 

transmission rate is 10 bits per second. Figure 3-6 shows the simulation result 

with 2 target nodes with one transmission unit. The 3 target nodes with one unit 

transmission rate result is in Figure 3-7. In the Figure 3-8 simulation result, the 

work used two target nodes with three unit transmission rate. This simulation 

result clearly showed the highest SNR occurring with different transmission 

rates, target nodes numbers. Sink node operating window is shown in Figure 3-9 

 

 

 

Figure Figure Figure Figure 3333----6666::::    SimulatiSimulatiSimulatiSimulation resulton resulton resulton result    with two target nodes and the transmission rate iswith two target nodes and the transmission rate iswith two target nodes and the transmission rate iswith two target nodes and the transmission rate is 

one unit (normalized)one unit (normalized)one unit (normalized)one unit (normalized)    
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Figure Figure Figure Figure 3333----7777::::    Simulation resultSimulation resultSimulation resultSimulation result    with three target nodes and the transmission rate with three target nodes and the transmission rate with three target nodes and the transmission rate with three target nodes and the transmission rate 

is one unit (normalized)is one unit (normalized)is one unit (normalized)is one unit (normalized)    

 

 

 

Figure Figure Figure Figure 3333----8888::::    SimulationSimulationSimulationSimulation    result with two target nodes and the transmission rate is result with two target nodes and the transmission rate is result with two target nodes and the transmission rate is result with two target nodes and the transmission rate is 

three unitthree unitthree unitthree unitssss    (normalized)(normalized)(normalized)(normalized)    
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Figure Figure Figure Figure 3333----9999::::    Sink node opening windowSink node opening windowSink node opening windowSink node opening window    

 

The Work has used different situations to check the algorithm listed in the Table 

3-1. From the Table 3-1, it can be seen that if the network parameters are fixed, 

it is possible to control the occurring time and location of the highest SNR of the 

target node via control the transmission rate. Therefore, the sink node sleeping 

time and opening time can be controlled. This research have run the network 

with different transmission rates with design time period (with high confidential 

condition), which makes it difficult for the attacker to know the opening time 

period of the sink node window. 

 

Table Table Table Table 3333----1111::::    The highest SNR with different casesThe highest SNR with different casesThe highest SNR with different casesThe highest SNR with different cases    
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Now let us have a closer look at the number of the target nodes. In fact, if the 

target nodes increase, the fixed network will face a window size problem, as the 

target nodes increase, the window will have to keep opening to make sure no 

useful information is lost, with no sleeping time for the sink. This algorithm will 

fail. This case at the current stage is only for if (i) rate was fixed with one sink or 

(ii) there is a limited time for the whole network.   

 

3.43.43.43.4    Pair Wise KPair Wise KPair Wise KPair Wise Key ey ey ey BBBBasedasedasedased    

 

Random key pre distribution is one of the approaches proposed in the literature 

for addressing security challenges in resource constrained wireless sensor 

networks (WSNs). The idea was first introduced by Eschenauer and Gligor [124], 

in which sensor nodes are assigned a random subset of keys from a large key pool 

before deployment of the network . In tested WSN system every node will have a 

pairwise key with its immediate neighbours respectively. This will be used to 

secure distribution of the cluster keys to its direct neighbour nodes and secure 

the transmission of data. After deployment, two neighbouring nodes can establish 

a pairwise key between them as long as they have at least one common key (any 

key which is same for both nodes) in the key ring.   

 

In o system assume nodes within communication range establish pairwise keys 

with its one-hop neighbour just after deployment. This is known as initial key. 

Since at start up no nodes are compromised, adversary cannot learn any initial 

pairwise keys. When the nodes are deployed, each node, is pre-distributed an 

initial key, qr. A node, 2 with 2	∈	Ω, can use qr and one way hash function st to 

generate its master key, q. as in equation 3.11: 

 

 q	. =	st(uv., qr)  (3.11(3.11(3.11(3.11))))    
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During the neighbour discovery stage, node 2 broadcast a HELLO message 

within its identification (ID) and waits for a response from its nearest neighbour 

w. The response message from the neighbour node w consists ID of node w and a 

message authentication code (MAC) to verify the node w’s identity.  Then, node 2 

is able to authenticate node w	since it can compute MAC value with its master 

key qx, which is derived as in equation 3.12.  

 

 q	x =	st(uvx, qr)  (3.12(3.12(3.12(3.12))))    

 

Here the work highlight the identification of w is uvx 	in the above equation 3.12. 

Then node 2 broadcasts (for broadcast the work use the notation ∗	 ) an 

advertisement message (uv., �987�.) which contains a nonce (a bit string used 

only once), and waits for other neighbor w   (here	2	 ≠ 	w) to respond with its 

identity. Following the previous research [125], the process will be as follows: 

 

 2	 =>	∗:	 uv., �987�.	  (3.13(3.13(3.13(3.13))))    

 w => 	2 ∶ 	 uvx , MAC�� 	(	�987�.|uvx	)  (3.14(3.14(3.14(3.14))))    

 

Therefore, after authentication both node 2 and node w	generate pairwise keys  as 

q	.x =	st(uv., qx). Hence, each node can use these nodes’ ID to calculate its one 

hop-neighbour's key, i.e. ∀2	∈��, where �� is the space of one-hop for a fixed node 

in a targeted WSN. If there is any stranger node, such as the adversaries’ node, it 

will be distinguished by the pair-wise keys from nodes 2 and w. In the case of 

packet loss due to the narrow bandwidth or bad channel condition, pairwise key 

may take longer time to establish the key.  

 

Following the paper [126], it is known that wireless sensor networking 

ZigBee®/IEEE 802.15.4 solutions, CC2431 includes hardware ‘Location Engine’ 
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that can calculate the nodes position via the given RSSI (Radio Signal Strength 

Indication) and position data of the reference nodes within the network. As 

described in [126] another factor that affects received signal strength is antenna 

polarization. A designed small simple antenna produces a linearly polarized 

radiation. For the linear polarized case, the electrical magnetic (EM) field 

remains in the same plane as the axis of the antenna. Hence, it is easy to have 

the bad channel condition and narrow bandwidth. Therefore, it is necessary to 

consider transmission attributes of the sensor nodes with signal to noise ratio.  

 

Assume that �./�. =	k. for a reference node 2∈�−��, when �	⊂	�fih��fgand 

��⊂	�.  According to the �-score method (Z-score method described in appendix I), 

the �-score transforms an attribute value based on the mean and standard 

deviation of the attribute. The �-score value indicates how far and which 

direction the value deviates from the mean value of the attributes. The work used 

the �-score value with signal to noise ratio, which have the parameters mean �̅	x , 

standard deviation ��	x, of the neighbor value and ∅x is the deviation from the 

normal value: 

 

 �̅	x =	 �i� 	∑ k.i�.�� 	  (3.15(3.15(3.15(3.15))))    

 ��	x =	� �
i��� 	∑ (k. − �̅	x)�	i�.�� 	  (3.16(3.16(3.16(3.16))))    

 ∅x =	 ������	�
��	� �  (3.17(3.17(3.17(3.17))))    

 

If ∅x	is smaller than the designed threshold, it would be taken as normal case 

otherwise it would be assumed as an attacker and require checking of the node 

2	∉	�� and 2	∈�. Following the paper [127], the transmission rate is defined as, 

H. as the 2 −th node in a targeted WSN. Its transmission attribute can be 

expressed as in equation 3.18. 
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 H	. =	 G����G���   (3.18(3.18(3.18(3.18))))    

 

Here, the transmission attribute of node H.f.� and H.$i	denoted the signal sending 

and receiving with one hop neighbour for the node. If the transmission attribute 

does not match the pre defined threshold within a time period it is considered as 

a compromised node or an internal attacker.  

 

When a compromised node is detected it is important to consider the resiliency of 

the network. The definition of resiliency [128] is the ability of a network to 

continue to operate at the designed level in the presence of � compromised nodes, 

therefore the work assume the threshold for currently targeted WSN being 

designed as 30% of the total nodes becoming compromised nodes. The work 

assumes that if 30% of the node is compromised, the network still works as 

designed in the deployment phase. It may describe those compromised nodes 

becoming a group denoted as ��, where  	is the   −th sick group. The operation 

for resilience of the WSN is as in equation 3.19.   

 

 	∑ �� ≥ 0.3	��   (3.19(3.19(3.19(3.19))))    

 

Here, � is the number of the sensor node. With this condition, there is an 

operation needed to disable or isolate those compromised nodes by their locations 

in the targeted WSN.   

 

The system considers a homogenous WSN with 1024 sensors uniformly 

distributed in a network area, which is forming the network region > × > squared 

field located in the normalized resiliency-degrees against the normalized time 

units. In order to investigate the interference effects to a WSN, The work take 

two cases, namely, 32×32 (low density case) and 16×16 (high density case) 



 

 

71 

 

squared fields with the fixed sensors in the network. The simulations were 

running 50 times with the final averaging the data as shown in Figure 3-10, 

which is the case that “normalized average delivery rate” vs. “percentage 

compromised nodes.”   

 

It is noted that the “scenario 1” in the Figure 3-10 is the chart about the average 

forward rate ≅55% and the “scenario 2” is the case average forward rate ≅ 32%. 

At the same compromised node rate the latter case will be more serious than the 

former. There are two charts: the “scenario 1” is the sensors deployed in the 

smaller area (16×16) and the same sensors were distributed in the larger area 

(32×32) in the case of “scenario 2”.  Due to the crowding sensors will impact each 

other by the interferences so detection accuracy is affected. 

 

 

 

Figure Figure Figure Figure 3333----10101010::::    Chart of the “Chart of the “Chart of the “Chart of the “normalized average delivery rate” vs. “percentage normalized average delivery rate” vs. “percentage normalized average delivery rate” vs. “percentage normalized average delivery rate” vs. “percentage 

compromised compromised compromised compromised nodes.”nodes.”nodes.”nodes.”    
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Figure 3-11 shows the situations about “normalized resiliency ration” vs. “the 

simulation period time”  

 

 

 

Figure Figure Figure Figure 3333----11111111::::    Normalized resiliency degreeNormalized resiliency degreeNormalized resiliency degreeNormalized resiliency degree    

 

In the experiments [125], if decreased by 30% the operation is taken to identify 

the compromised nodes and disable them with their locations. The experiments 

divided the whole areas into four regions. For each region the experiment 

designed three beacons (locations known) by which with RSSI get the locations 

for compromised nodes and then disable them when the “operation is running.” 

From the Figure 3-11 it can be seen that the resiliency is under a reasonable 

level to be controllable. 

 

When protection of WSN with cryptography protection is done, the compromised 

node will try to launch he attacks via tampering message, which causes the 

abnormal traffic. The next section introduces a cosine similarity based method to 

mitigate this issue.   
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3.3.3.3.5555    CCCCosine Sosine Sosine Sosine Similarityimilarityimilarityimilarity    BBBBasedasedasedased        

 

Although, there are several similarity functions that can be used for feature set 

comparison of neighbour nodes to find the misbehaved node, such as edit 

distance, Euclidean’s distance, cosine distance, Jaccard’s similarity, and 

generalized edit distance, this research take the belief raised by the researchers 

in [129], where they showed that the Euclidean distance and cosine distance are 

two appropriate similarity functions for WSNs to find the compromised node. 

This is because those distances can easily find the data differences between the 

nodes. 

 

In order to identify the misbehaviour or abnormal behaviour of a node in a WSN 

in this research have designed abnormal behaviour identification mechanism 

(ABIM) based on cosine similarity method that is sensitive to the abnormal 

event. In the conventional cryptographic way it is not possible to detect the 

internal attacker because of the unpredictable wireless communication channel 

[130]. The unreliable channel makes it easy to compromise a node in a WSN and 

establish an untrustworthy relationship [131] [117]. This research will formulate 

the cosine similarity based approach and how it works in the system. The 

fundamental of cosine similarity is dot product; to facilitate the understanding of 

cosine similarity the next sub-section describes the dot product.   

 

3.53.53.53.5.1.1.1.1    Dot PDot PDot PDot Productroductroductroduct    

 

A dot product matches up elements or features in corresponding dimensions of 

two different vectors. If there is two vectors (	BBBC = ((�, (�, (¡………… ) and )	BBBC  
=()�, )�, )¡…………), where ($ and )/  are corresponding to the vector (feature of 

the data) and 8 is the dimension of the vectors. Hence, based on the geometric 

defilation dot product as in equation 3.20 
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 (	BBBC. )	BBBC = ‖(	BBBC	‖. ‖)	BBBC	‖	795£ (3.20(3.20(3.20(3.20))))    

Where, ‖(	BBBC	‖ and ‖)	BBBC	‖ is the magnitude of a vector (	BBBC and )	BBBC, direction is the 

direction of the arrow points for ( and ) . £ is the angle between (	BBBC and )	BBBC. 
    

3.53.53.53.5.2 .2 .2 .2     Cosine SimilarityCosine SimilarityCosine SimilarityCosine Similarity    

 

Cosine similarity is a normalized metric, because its values fall in [0,1]. The 

cosine similarity between two vectors (features) is a measure that calculates the 

cosine value of the angle between them. In Figure 3-12, the projection of the 

vectors 	(	BBBC and )	BBBC  is (� and )� for axis 1 and (� and )� for axis 2.  £  is the 

similarity angle, "� and "� is the projection angle for axis 1 and 2 respectively, 

this research use the shortest distance between the vector and axis for the 

projection.   

 

 

Figure Figure Figure Figure 3333----12121212::::    The projection of the vectorsThe projection of the vectorsThe projection of the vectorsThe projection of the vectors    

 

The trigonometric and Pythagorean theorems are given in the equations 3.21 to 

3.24, to work out the corresponding values.  

 

 sin(" + m) = sin" cosm + cos " sin m (3.21(3.21(3.21(3.21))))    

 cos(" − m) = 	 cos " cos m + sin" sin m (3.22(3.22(3.22(3.22))))    
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 (	BBBC = ¨(�� +	(��    (3.23(3.23(3.23(3.23))))    

and 

 )	BBBC = ¨)�� +	)�� (3.24(3.24(3.24(3.24))))    

From the Figure 3.12 it has,  

cos((	BBBC, )	BBBC) = cos(£) and  £ = 	© 2ª − ("� +	"�) 
By using equation 3.22 it is possible to obtain  

cos £ = 	 cos(© 2ª ) cos 	("� + "�) +	sin(© 2ª ) sin 	("� + "�) 
It is noted that,  

cos+© 2ª , = 0	 and  sin+© 2ª , = 1 

After using equation 3.12 it is possible to have 

cos £ =	 sin 	("� + "�) = 	 sin "� cos "� +	cos "� sin "� 

By using the sine and cosine definition formulation the equation 3.25 is done 

 

 cos £ = 	 (�|(	BBBC| ∙
)�|)	BBBC| + 	 (�|(	BBBC| 	 ∙ 	

)�|)	BBBC| 	= 	∑ ($�$�� )$|(	BBBC||)	BBBC| 	 (3.25(3.25(3.25(3.25))))    

 

This metric is a measurement of orientation and not magnitude; it can be seen as 

a comparison between data on a normalized space because the research is not 

taking into consideration only the magnitude of each date feature, but also the 

angle between the data features. The cosine similarity equation is to solve the 

equation of the dot product for the cos £ for the two vectors (	BBBC and )	BBBC   as in 

equation 3.26.  

 

 cos £ = 	 (� ∙ )�|(	BBBC||)	BBBC| = 	 ∑ ($)$i$��
¨∑ ($�i$�� ¨∑ )$�i$��

 
(3.26(3.26(3.26(3.26))))    
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So the similarity formula becomes as in equation 3.27   

 

 cos((	BBBC, )	BBBC) = 	 (� ∙ )�|(	BBBC||)	BBBC| = 	∑ ($)$i$��|(	BBBC||)	BBBC| = 	= (�|(	BBBC| ∙
)�|)	BBBC|

i

$��
 

(3.27(3.27(3.27(3.27))))    

 

The next section will explain how the cosine similarity theorem works in the 

system to find the internal attack. 

 

3.53.53.53.5.3.3.3.3    WSNs ImplementationWSNs ImplementationWSNs ImplementationWSNs Implementation    

 

Assuming a WSN is densely deployed and continuously observed to the 

phenomenon, the characteristics driving WSN nodes normally encounter the 

spatio-temporal correlation as discussed in Chapter 2. In the research [66] The 

research considered the messages generated from the nodes are similar for a 

defined period with the sampling rate of 0.1Hz (1 message per 10 second). The 

feature of the sensor node and the expected feature (based on threshold) will be 

checked with index terms. If the feature of the data and feature query match 

each other than the node is normal otherwise it is an abnormal node. The concept 

of implementation is shown in Figure 3-13.  

 

 

 

Figure Figure Figure Figure 3333----13131313::::    Concept of iConcept of iConcept of iConcept of implementationmplementationmplementationmplementation    



 

 

77 

 

Considering the limited storage of the sensor it stores minimum information of 

the message in � with ring architecture. It keeps the record of the latest history 

of the message from the node data. The ring architecture stores the data 

circularly to implement easily. In this research consideration, the message l$ 
consists of the content of the representative message (¬) and the frequency of the 

messages (�). Therefore, following the previous research [132], the message 

consists of l$ = 〈¬, �〉 . The set of the message is shown in the equation 3.28.  

 

 � = Wl$|l�, l�, l¡…l|¯°|	[ (3.28(3.28(3.28(3.28))))    

 

Here, � is the set that will store the latest message that is sent to the network 

recently. Suppose if there are 6 messages sent, � will store 6 representative 

messages. Thus � will become, � = ±l�, l�, l¡, l², l³, l´	µ. When a new message, 

lih¶ is sent by the node it arrives at the cluster head, then lih¶ can be 

authenticated by the similarity function with	�	. In this research, system 

temperature of an area is measured by nodes. The research considers the 

message of the node is temperature. The difference between the detected and 

average temperature is divergence.   If v$(lih¶) denoted as the divergence 

between the new and the normal message, it is possible have the set for different 

cluster can be expressed as equation 3.29 [133]. 

 

 v$(lih¶) = 	 ±v�(lih¶), v�(lih¶), . . . , v¯(lih¶)µ 
																													= W|l� −	lih¶|, |l� −	lih¶|, … , |l|¯| −	lih¶|[ 

(3.29(3.29(3.29(3.29))))    

 

According to the above equation 3.29 the distance measurement is taken, in the 

cases when messages are defined as “different” from others on the content 

(Temperature).  The difference can be done based on the pre-defined maximum 

and minimum threshold. The minimum and maximum threshold is set using 
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Gaussian distribution of the temperature measured; if the data are different from 

the threshold then it is considered as a new message. This can be done using 

equation 3.29 with finding the differences from the original messages from the 

node in a given time.  The threshold is defined as the mean of the data set. As 

Chapter 1 discussed, the attribute of internal attacker or misbehaved nodes can 

be considered abnormal transmission frequency and data differences. It could be 

too high or the other way around. In order to identify the differences between the 

nodes data, this research used � means algorithm within the Euclidian distance 

[66]. The Euclidean distance measures the dissimilarity between a compromised 

node or misbehaved node and a neighbour’s node.  If v$(lih¶) is not within the 

threshold, it is considered as new message which is a fake message. For further 

authentication this research will use the cosine similarity method.  

 

Since the nodes in WSNs are recourse constrained, so a temporal buffer has to be 

used to accumulate incoming messages from the nodes as a frame of reference. If 

the fresh messages or the last message is denoted as, <$   and the frequency of 

fresh message denoted as ·$. The temporal buffer I can be shown as in equation 

3.30, which accumulate several coming messages for the buffer maximum 

size	|I%|. 
 

 I = 	 W(<$, ·$)|(<�, ·�), (<�, ·�), (<¡, ·¡), … , (<|¸¹|, ·|¸¹|)	[ 
 

(3.30(3.30(3.30(3.30))))    

Based on the cosine similarity method this research computes the similarity 

between lih¶ and <$ and identifies lih¶	attribute. The cosine similarity can 

efficiently distinguish lih¶ and <$  based on spatiotemporal correlation. The 

cosine similarity is shown in equation 3.31.  

 

 º»�u' = lih¶	. I|lih¶|	. |I| 
(3.31(3.31(3.31(3.31))))    
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Where, |lih¶| and |I| is the magnitude of the message vector |lih¶|	and |I|.  
If the two messages are similar that came from different nodes then it is 

considered a normal message, and will be added into �.	 Otherwise it is 

considered a false message and the node will be considered as an abnormal node 

or misbehaved node. 

 

In this method the computation is simpler with smaller latency [134]. The 

considered parameter for this process is supported by the resources constrained 

sensor nodes. The algorithm is shown in Algorithm 3-2. 

 

AlgorithmAlgorithmAlgorithmAlgorithm    3333----2:2:2:2:    Cosine similarity implementationCosine similarity implementationCosine similarity implementationCosine similarity implementation    

I. GetI. GetI. GetI. Get    ]`M¼        

ForForForFor    X = b	Q½	|¾|    
IfIfIfIf        cX`¿À ≤ ÁX(]`M¼) ≥ c^_¿À        

                                    printf “Good Node”printf “Good Node”printf “Good Node”printf “Good Node”    

                else go to IIelse go to IIelse go to IIelse go to II    

II. for II. for II. for II. for X	 = 	b    totototo    S        

Execute the equation 3.31Execute the equation 3.31Execute the equation 3.31Execute the equation 3.31        

                            If COSIMIf COSIMIf COSIMIf COSIM    X ≤ V. Â    

                                            printf “the node is an internal attacker”printf “the node is an internal attacker”printf “the node is an internal attacker”printf “the node is an internal attacker”    

                            elseelseelseelse    

                                    Go to step IGo to step IGo to step IGo to step I    

endendendend    
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The simulation result is shown in Figure 3-14. In this simulation this research 

set the sampling rate 0.1Hz from the 6 minutes observed empirical data and in 

the case study this work have the calculation for the consign similarity for a one 

hop neighbour with the abnormally behaved node.  

 

lih¶	= {6 5 6 5 6 4} 

I	= {1 0 3 2 1 5} 

 

Cosine Similarity (COSIM) = 36 / (13.19) *(6.32) 

           = 36 / 83.42 

           = 0.43 

 

 

 

Figure Figure Figure Figure 3333----14141414::::    SSSSensor field with abnormal node detectionensor field with abnormal node detectionensor field with abnormal node detectionensor field with abnormal node detection    
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This research used the case study empirical data to convert into simulation. The 

simulation was done in a small area 500	m	 × 500m with 20 sensors. As in Figure 

3-14 it can be seen that mode number 6 is compromised in this case.    

 

3.43.43.43.4    SummaSummaSummaSummary ry ry ry     

 

In this Chapter, this research has identified the misbehaviour of a node to be the 

internal attacker in a WSN. A multi-agent is used to control the timing of the 

sending and receiving of data by sink. Based on the highest SNR occurring in 

time and location this work can control the sink, so that can prevent the network 

receiving the data from internal attacks. The pair wire key method identifying 

the misbehaviour of the node based on the designed threshold was investigated. 

Finally, in this Chapter this work used cosine similarity theory to identify 

misbehaviour. The next Chapter extends the discussions based on the 

uncertainties of making decisions about the internal attack. 
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Chapter Chapter Chapter Chapter 4  4  4  4  Epistemic Uncertainties Epistemic Uncertainties Epistemic Uncertainties Epistemic Uncertainties 

DDDDecision ecision ecision ecision     

Evidence, which is the basic representation of knowledge, enables the analysts 

and decision makers to determine the degree of belief of a proposition, to draw a 

conclusion and make a judgment about a complex system. Evidence is presented 

in several forms, such as data, information and knowledge. In this research, the 

terms of evidence, information and knowledge are used interchangeably.  

 

Uncertainty is closely related to quality and quantity of knowledge or evidence. 

Types of uncertainty are based on patterns of evidence leading to a set of 

outcomes. The term evidence theory is used interchangeably in the literature 

with Dempster-Shafer theory (DST). Dempster-Shafer theory was originally 

introduced by Arthur Dempster in the middle of the 1960s. About ten years later 

the work of Dempster was extended, refined, recast, and published by Glenn 

Shafer in the 1970s. The Dempster-Shafer theory generalizes Bayesian theory to 

apply to distributing support not only to a single hypothesis but also to the union 

of hypotheses [135]. By including the distributing support in the hypothesis, the 
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DST easily includes uncertainty in the likelihood function and acknowledgement 

and even quantification of ignorance (Lack of evidence - if any belief cannot be 

further subdivide among the subsets of hypotheses that is reflected as ignorance) 

[136]. The Dempster-Shafer and Bayesian methods produce identical results 

when all the hypotheses are singletons (not nested) and mutually exclusive. A 

WSN is the most unpredictable and uncertain network as discussed in Chapter 1. 

Thus, to deal with uncertain events in WSNs a strong algorithm that can deal 

with the uncertainty is necessary.  

 

Uncertainty can be broadly classified into objective (aleatory) uncertainty and 

subjective (epistemic) uncertainty. Some events or variables are inherently 

random and nondeterministic in nature [137]. This type of uncertainty cannot be 

reduced by increasing the knowledge and is called aleatory uncertainty. On the 

other hand, epistemic uncertainty stems from a lack of complete knowledge. 

Epistemic uncertainty can be reduced at the cost of increased resources, and this 

is the most common type of uncertainty in WSNs. In this thesis is dealing with 

epistemic uncertainties.  

 

The DST has the feature of dealing with epistemic uncertainty. It considers the 

observed data as hypothesis. In an observation, data might be uncertain and 

system may not know in which hypothesis the data fits best [138]. Therefore, the 

DST makes it possible to model several pieces of evidence within multi 

hypotheses relations.  

 

The following sections first introduce the concept of the DST to understand how 

DST works and how to implement in this research case then, with a case study, 

implement the DST in the WSN. Finally, this chapter presents the algorithm and 

simulation results. 
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4444.1 .1 .1 .1 Concepts of Concepts of Concepts of Concepts of DempsterDempsterDempsterDempster----Shafer TShafer TShafer TShafer Theoryheoryheoryheory    

 

The Bayesian theory is the canonical method for statistical inference problems. 

The Dempster-Shafer decision theory can be considered as a generalized 

Bayesian theory. The DST allows distributing support for proposition, not only to 

a proposition itself but also to the union of propositions that includes data [139]. 

In this research discussion on the Dempster-Shafer Theory (DST), a node can 

hold an uncertain opinion toward an event. The DST addresses the solution by 

representing the uncertainty in the form of belief functions [140]. The 

implementation ideas in the system, observer nodes, can obtain a degree of belief 

about the proposition from the related proposition’s subjective probabilities. As 

the DST allows specifying a degree of ignorance in a situation instead of being 

forced to supply prior probabilities [141][142]. The ability of specifying the degree 

of ignorance explicitly models the degree of ignorance making the theory very 

appealing to WSNs, because of unreliable sensor and distributed infrastructure. 

To explain the concept of the DST, the following subsections discuss Bayesian 

interface and evidence methods of the DST that includes important functions of 

the DST.     

 

4444.1.1.1.1.1.1.1.1                Bayesian InterfaceBayesian InterfaceBayesian InterfaceBayesian Interface    

    

In order to understand the Dempster-Shafer Theory (DST), a study of Bayesian 

inference is helpful. Bayesian inference derives a posterior probability 

distribution as a consequence of two antecedents, a prior probability and 

likelihood, a probability model for the data to be observed [143][144]. Bayesian 

inference computes the posterior probability by conditioning, according to the 

rule of Bayes (Bayes rule is also discussed in appendix II ) for the proposition of 

s and evidence Å [145]. Bayes rule tells us how to perform inference about 

hypotheses from data (evidence). Thus, the interface as in equation 4.1: 
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(s) = 	
(Å|s)
(s)
(Å)  

 

(4.1)(4.1)(4.1)(4.1)    

According to Bayesians interpretation, 
(s), the priori probability, for the 

proposition, s. 
(s) reflects the initial degree of belief in s in the absence of 

evidence	Å [146]. 
(s|Å), the posteriori probability as a measure of belief about a 

hypothesis or proposition s	that updates in response to evidence. 

 

 

 

 

Figure 4Figure 4Figure 4Figure 4----1111::::    Three neighbours observing the attacker with one hopThree neighbours observing the attacker with one hopThree neighbours observing the attacker with one hopThree neighbours observing the attacker with one hop    distancedistancedistancedistance    

 

In Figure 4-1 this research considers three nodes denoted as Æ, Ç and �. Each 

node has the representative pieces of evidence  �È , �É and �Ê  as the evidence for 

Æ, Ç	 and � respectively, to support the hypothesis s. Hence, following the 

notations [146] the posteriori probability can be shown in equation 4.2: 
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(s|�È , �É, �Ê	) = 	 
(�È, �É, �Ê|s)
(s)
(�È , �É, �Ê|s)
(s) + 	
(�È , �É, �Ê|~s)(1 − 
(s))	 
(4.(4.(4.(4.2222))))    

 

Where “ ~s “is “not s” means the data is not in hypothesis. Thus, node Ì is an 

attacker. The neighbor nodes observe the attacker independently, hence the 

computation of the equation 4.2 can be simplified as in equation 4.3 by 

factorization process. The factorization process of joint probability density 

function is explained in appendix II.  

 

 
(s|�È , �É, �Ê	) = 	
(�Ès)
(�És)
(�Ês) 
 

(4.3(4.3(4.3(4.3))))    

In the Bayesian interface approach, complete knowledge of the conditional and 

prior probabilities (The definition of conditional prior probabilities is in Appendix 

II) is a  substantial requirement, which is difficult to have in practice. 

 

 In this approach, estimation of the prior probabilities is done from the empirical 

data. Hence, the limitations of this method include [146]: 

 

• Difficulty in defining a priori probabilities;  

• Complexities when there are multiple potential hypotheses and multiple 

conditionally dependent events;  

• Mutual exclusivity required for competing hypotheses; and  

• Inability to account for general uncertainty.  

 

In order to tackle those limitations Dempster-Shafer theory is to be introduced in 

the research in the next section.  
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4444.1.2 .1.2 .1.2 .1.2 DempsterDempsterDempsterDempster----SSSShafer Theory of Evidence Mhafer Theory of Evidence Mhafer Theory of Evidence Mhafer Theory of Evidence Methodethodethodethod    

 

The Dempster-Shafer theory is a generalization of Bayesian theory [147] to allow 

for distributing support not only to a single hypothesis but also to the union of 

hypotheses. This way, the DST easily includes uncertainty in the likelihood 

function and acknowledgement [31]. The key features of the DST are as follows 

[148].  

 

• The DST has the ability to specifically quantify and preserve ignorance,  

• The DST has a facility for assigning evidence to combinations of choices - 

such as user in “’attacker OR normal” as well as singletons (unlike 

probability theory which must allocate probability to singletons), and  

• The DST use of domain knowledge as a method for belief distribution.  

 

Hence, the DST is suitable for the wireless sensor networks as sensor poses tend 

to be unreliable based on characteristics and application environment as 

discussed in Chapter 2.  

 

Using the DST each evidence source (sensor nodes) has a total available amount 

of belief to be allocated, normalizing to a value of unity. The mass function for 

each evidence source allocates a source’s belief across a set of choices. These 

choices are collectively called the Frame of Discernment. There are three 

important functions in the Dempster-Shafer theory [149]:   

 

• The basic probability assignment function (bpa denoted by l), which is 

also called mass function,  

• The Belief function (Bel), and  

• The Plausibility function (Pl).  
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In the next subsections these are carefully discussed before this work implement 

the DST to the WSN to protect it from internal attacks.  

  

4444.1.2.1 .1.2.1 .1.2.1 .1.2.1 Frame of Frame of Frame of Frame of Discernment and Mass FDiscernment and Mass FDiscernment and Mass FDiscernment and Mass Functions unctions unctions unctions     

 

A complete (exhaustive) set describing all of the sets in the hypothesis space is 

called frame of discernment (FoD) or simply called frame. FoD is a set of 

primitive hypothesis denoted by, £	. It must be exhaustive, in the sense of all 

possible primitive elements. FoD must be mutually exclusive (two events cannot 

occur at the same time) primitive elements [150]. It represents the set of choices 

£ = ±ℎ�, ℎ�, ℎ¡, ℎ², ℎ³, … , ℎiµ, where sources (such as sensors) assign belief or 

evidence across the hypotheses in the frame. For example, a weather sensor 

doing cloud presence prediction, where £	will represent ±º<92�, �285ℎ�8�µ if the 

assumption is there are only two states. The possible mutually exclusive 

hypothesis (or events) of the same kind are enumerated in the frame of 

discernment also known as a universal discloser.  

 

Formally, 2Ídenotes the set of all subsets of £ to which a source of evidence can 

apply its belief. The function  l ∶ 2Í → D0,1F	is called a mass function that defines 

how belief is distributed across the frame. For example, if the function satisfies 

the following two conditions, for hypotheses Ì.  
 

 l(∅)= 0     

 =l(Ì/)
Ï∈Í

= 1     

 

In which ∅ is the empty or null hypothesis, based on these conditions, belief from 

an evidence source cannot be assigned to an empty or null hypothesis, and belief 

from the evidence source across the possible hypotheses (including combinations 
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of hypotheses) must sum to 1, similar to the case of a probability theory. The 

least informative evidence (uncertainty) is the assignment of mass to a 

hypothesis containing all the elements	±ℎ�, ℎ�, ℎ¡, ℎ², ℎ³, … , ℎiµ, because this 

evidence does not commit to any particular hypothesis. 

 

4444.1.2.2 .1.2.2 .1.2.2 .1.2.2 Belief and PBelief and PBelief and PBelief and Plausibilitylausibilitylausibilitylausibility    

 

Mathematically, the degree of belief is given by a single belief function, which can 

be related to lower bounds on probabilities, but conceptually belief and 

plausibility must be sharply distinguished from such lower and upper bounds.  

Hence, belief is the lower bound of the interval and represents supporting 

evidence. Plausibility is the upper bound of the interval and represents the non-

refuting evidence [121]. With a frame of discernment and a body of empirical 

evidence, the belief committed to Ì ∈ £. The basic probability number can be 

translated as l(Ì) because the portion of total belief assigned to hypothesis Ì, 

which reflects the evidences strength of support. The assignment of belief 

function maps each hypothesis I to a belief value I�<	(I) between 0 and 1. This is 

defined in equation 4.4. 

 

 I�<(I) = 	 = l(Ì/)
/:ÏÐÑB

 

 

(4.4(4.4(4.4(4.4))))    

The upper bound of the confidence interval is the plausibility function, which 

accounts for all the observations that do not rule out the given proposition. 

Plausibility maps each hypothesis I	to a plausibility value  
<(I) between 0 and 

1, and can be defined as follows in equation 4.5. 
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<(I) = 	 = l(Ì/)
/:Ï�∩¸Ô∅

 (4.5(4.5(4.5(4.5))))    

 

 

The plausibility function is a weight of evidence which is non-refuting to I. 

Equation 4.6 shows the relation between belief and plausibility. 

 

 
<(I) = 	1 − I�<(~I) (4.6(4.6(4.6(4.6))))    

 

The hypothesis “not I” is represented by ~I. The function’s basic probability 

numbers, belief and plausibility are in one-to-one correspondence and by knowing 

one of them; the other two functions could be derived. Figure 4-2 shows the 

graphical representation of the above definition of belief and plausibility [143].  

 

 

 

Figure Figure Figure Figure 4444----2222::::    Measure of belief and plausibilityMeasure of belief and plausibilityMeasure of belief and plausibilityMeasure of belief and plausibility    

 

4444.1.2.3 .1.2.3 .1.2.3 .1.2.3 Combining ECombining ECombining ECombining Evidencevidencevidencevidence    

 

A crucial part of the process of assessing evidence is the ability to fuse evidence 

from multiple sources. Combining evidence is critical to the original conception of 
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the Dempster-Shafer theory. The measures of Belief and Plausibility are derived 

from the combined basic assignments. It combines multiple belief functions 

through their basic probability assignments (l). Specifically, the combination 

(called the joint l�,�) is calculated from the aggregation of two bpa’s l� and l�. 

 

Assuming l�(Ì) and l�(Ì) are two basic probability assignments by two 

independent items of evidence means two independent neighbour nodes which 

act as observers in the same frame of discernment. The observations (the pieces 

of evidence) can be combined using Dempster’s rule of combination (known as 

orthogonal sum denoted by,	 ) as in equation 4.7.  

 

 

(l� l2)(I) = 	  

(4.7(4.7(4.7(4.7))))    

 

Here, “Dempster’s combination” combines two basic probability assignments or 

basic belief assignments (BBA) into a third which is an unknown BBA [149]. To 

normalize the equation 4.7, consider Õ as basic probability mass associated with 

conflict. This is determined by the summing the products of the BPAs of all sets 

where the intersection is null. This research consider Ö is a normalization 

constant, which has the effect of completely ignoring conflict and attributing any 

probability mass associated with conflict to the null set, defined in equation 4.8, 

more than two belief functions can be combined pairwise in any order.  

 Ö = 1
Õ 

(4.8(4.8(4.8(4.8))))    

where , 

  (4.(4.(4.(4.9999))))    
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The Dempster’s combination rule assigns the belief according to the degree of 

conflict between the evidences and assigns the remaining belief to the 

environment and not to common hypothesis. Combining evidence makes possible 

to combine with most of their belief assigned to the disjoint hypothesis [113]. The 

conflict between two belief functions >�<	� and >�<	�, denoted by the 

º98	(>�<	�, >�<	�)	is given by the logarithm of normalization constant shown in 

equation 4.10. 

 

 º98	(>�<	�, >�<	�) = log	(Ö) (4.10(4.10(4.10(4.10))))    

 

If there is no conflict between the >�<	� and >�<	�, then  º98	(>�<	�, >�<	�) = 0 (or 

Ö = 1). The DST automatically incorporates the uncertainty coming from the 

evidences. It is possible to come up with a Dempster-Shafer combination, which 

can be given as in equation 4.11 

 

 

 

(4.11(4.11(4.11(4.11))))    

 

Dempster’s combination rule can be considered as a strict logic “AND” operation 

of the evidence sources because Dempster’s combination rules are the special 

types of aggregation methods for data obtained from multiple sources. These 

multiple sources provide different assessments for the same frame of 

discernment and the Dempster-Shafer theory is based on the assumption that 

these sources are independent. From a set theoretic standpoint, these rules can 

potentially occupy a continuum between conjunction (AND-based on set 

intersection) [134][139]. An alternative will be required to cater for where sources 

are combined as logic “OR” scenarios. The next subsection explains the 

implementation of a temperature measurement WSN to protect from internal 

attack. 
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4444.2 .2 .2 .2 Case Study and ImplementationCase Study and ImplementationCase Study and ImplementationCase Study and Implementation    

 

In this research WSN there is a number of sensors, for which the observations 

are assumed independent of each other. The Dempster-Shafer evidence 

combination rule provides a means to combine these observations. In the 

following description, this research takes a case study for temperature 

monitoring in a wireless sensor network. Designed temperature measurement of 

the WSN system is based on a single sinker.  This research assumes the neighbor 

nodes with one hop will observe the data of the suspected internal attacker. In 

our observation, without loss generality, the physical parameter (temperature) 

and transmission behaviour (packet dropping rate) for each sensor are considered 

as independent events. The observation of the events becomes the pieces of 

evidences. In the decision making process, with Dempster-Shafer Theory, this 

work will combine the independent pieces of evidence.  

 

 

 

FigFigFigFigure ure ure ure 4444----3333    : Three neighbours observing the attacker with one hop : Three neighbours observing the attacker with one hop : Three neighbours observing the attacker with one hop : Three neighbours observing the attacker with one hop     
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To take a specific scenario, which is described in Figure 4-3, the neighbour nodes 

Æ, Ç and � will observe the suspected internal attacker node Ì for its temperature 

(T) and packet drop rate (PDR). ÆØ, Ç′ and �’ will observe for the node Å for its T 

and PDR. The earlier section discussed the Dempster-Shafer theory. Now, this 

work applies the designed algorithm to Figure 4-3 as a case study for designed 

initiative.   

 

In order to demonstrate the algorithm, the following paragraph will focus on the 

case study described in Figure 4-3. The main concept behind the internal attacks 

in a WSN is evidence or belief function. The evidence allows one to represent and 

fuse information evaluation provided by more or less reliable and conflicting 

sources on the same hypothesis. Designed case, the universal discloser or the set 

of local elements can be observed by the one hop neighbour that is £ = 	 ±H, 
vkµ. 
Hence the power set becomes  

 

 2Í =	 W∅, ±Hµ, ±
vkµ, ±28�89Ú8µ[     

Where 

 ±28�89Ú8µ = 	 ±Hµ 	∪ 	±
vkµ	     

 

In specific case study for the simulation, this research has used the empirical 

data which was obtained from 20 runs of averages. The observation of node Ì	by 

nodes	Æ, Ç and � the basic probability assignments with H and 
vk are,  

 

 lG(Æ) = 0.3;	lG(Ç) = 0.4;lG(�) = 0.2;lG(Þ) = 0.1	     

 lßà�(Æ) = 0.4;	lßà�(Ç) = 0.4;lßà�(�) = 0.2     
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Using the equations 4.8 and 4.9, the value of Ö and Õ can be obtained as shown 

below, 

 Õ = 1 − +lG(Æ)lßà�(Æ) +lßà�(Æ)lG(Þ)
+ lG(Æ)lßà�(Þ) +	lG(Ç)lßà�(Ç)
+ lßà�(Ç)lG(Þ) + lG(Ç)lßà�(Þ)
+ lG(�)lßà�(�) + lßà�(�)lG(Þ)
+ lG(�)lßà�(Þ), 

    

 Õ = 1 − (0.12 + 0.04 + 0.16 + 0.04 + 0.04 + 0.02)     

 = 1 − 0.42																																																																				     

 = 0.58																																																																												     

Hence  

Ö = 1
Õ = 1

0.58 = 1.72 

    

 

With the DST implementation as in equation 4.11, it is possible find the 

individual nodes observation about the suspected node Ì, based on the 

independent pieces of information or evidence.  

 

 lG,ßà�(Æ) = 	lG(Æ) 	lßà�(Æ)     

 lG,ßà�(Ç) = 	lG(Ç) 	lßà�(Ç)     

 lG,ßà�(�) = 	lG(�) 	lßà�(�)     

Hence, 

 lG,ßà�(Æ) = 	Ö(lG(Æ)lßà�(Æ) + lßà�(Æ)lG(Þ) + lG(Æ)lßà�(Þ))1 + log	(Ö)  
    

⊕

⊕

⊕
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 =	 1.72 × 0.16
1 + log	(1.72)																																																													     

 = 0.22																																																																															     

In the same way it is possible to calculate lG,ßà�(Ç) and lG,ßà�(�) and the result 

is 0.27 and 0.08 respectively.  In the second case for the attacker Å with different 

basic probability assignment by the nodes Æ′, Ç′ and �′ are,  

 

 lG(Æ′) = 0.7;	lG(Ç′) = 0.75;lG(�′) = 0.65;lG(Þ) = 0.1	     

 lßà�(Æ′) = 0.75;	lßà�(Ç′) = 0.7;lßà�(�′) = 0.75     

 

Using the equation 4.12 the observation by Æ′, Ç′ and �′ for the node Å the 

combination can be done as above. 

 

From the above observations the calculation suggests that node Ì	�5 a normal 

node because the neighbour node considers it is compromised by 22%, 27%, and 

8%. The average is about 20%. Hence, it is considered as a normal node. On the 

other hand for the node Å	, the neighbour node considers it is compromised by 

65%, 70%, and 78% in Figure 4-3. The average is more than 70%. Therefore, node 

E  is a compromised node or internal attacker.  

 

4444.2.1.2.1.2.1.2.1    Algorithm and Simulation Algorithm and Simulation Algorithm and Simulation Algorithm and Simulation     

 

In order to find the internal attacks for this research case it can execute the 

above framework with equation 4.11. The algorithm used to do the simulation 

shown in Algorithm 4-1. The temperature threshold ¬G and ¬ßà� is the threshold 

for the packet drop rate which is set based on the training data.  
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AlgorithmAlgorithmAlgorithmAlgorithm    4444----1111    : : : : The The The The DST ImplementationDST ImplementationDST ImplementationDST Implementation    

I. Get the view of the neighbor node viewI. Get the view of the neighbor node viewI. Get the view of the neighbor node viewI. Get the view of the neighbor node view    

Input:Input:Input:Input:    ]¿,]ãÁä	, å¿	, åãÁä    

                                     ]¿	D	F\\\\\\\\    BPA assignmentBPA assignmentBPA assignmentBPA assignment    

                                ]ãÁä	D	F    \\\\\\\\    BPA assignmentBPA assignmentBPA assignmentBPA assignment    

II. Execute the equation 4.1II. Execute the equation 4.1II. Execute the equation 4.1II. Execute the equation 4.11111        

                            ]¿,ãÁä	D	F\\\\\\\\    

                                                IfIfIfIf    ](S) < V. Â        

                            Output result acceptedOutput result acceptedOutput result acceptedOutput result accepted    

                                            printf “the node is an internal attacker”printf “the node is an internal attacker”printf “the node is an internal attacker”printf “the node is an internal attacker”    

                            elseelseelseelse    

                                    Go to step IGo to step IGo to step IGo to step I    

endendendend    

 

Temperature measurement for the wireless sensor network is simulated in 

MATLAB to find the internal attack. This simulation has implemented the 

Dempster-Shafer theory of combination by considering individual pieces of 

evidences from the nodes. In the simulation environment the parameters were 

set are as follows, 

ParametersParametersParametersParameters    ValuesValuesValuesValues    

Quantity of SensorsQuantity of SensorsQuantity of SensorsQuantity of Sensors    100 

Initial EnergyInitial EnergyInitial EnergyInitial Energy    2 J 

Packet SizePacket SizePacket SizePacket Size    500 bytes 

Regional AreaRegional AreaRegional AreaRegional Area    (0,0) to (500,500) 
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In the simulations, this research has established a WSN that observed for an 

internal attack in a two dimensional grid with one sink. The sink is located at the 

control center.  This work has set the sensing range of the node as 100m for the 

simulation purpose. The results were produced with 100 different observations by 

the nodes. The observation is done 6 times every minute, which makes a better 

statistic results.   

 

 

 

Figure Figure Figure Figure 4444----4444    : Observation of node : Observation of node : Observation of node : Observation of node AAAA    by by by by �, �,and ,and ,and ,and �    

 

Figure 4-4 shows that node A is compromised by observation 25% to 30% by the 

nodes Æ and Ç. Red, Blue and Green is the observation by Æ, Ç,and �  respectively. 

But for node � observation says it is most likely compromised by 10%. Therefore, 

this work can consider that it might be a good node using the DST.  
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Figure Figure Figure Figure 4444----5555    : Observation of node : Observation of node : Observation of node : Observation of node EEEE    by by by by �′, �Øand and and and �′        
 

However, in the above second case, it showed in Figure 4-5 in the observation of 

the node Å. Red, Blue and Green is the observation by Æ′, Ç′,and �′  respectively.  

It showed the observation by node Æ’, Ç’ and �’. From this figure it is clearly seen 

that three nodes’ observations give the higher percentage for the node Å as an 

attacker. With the common result between 65 % to almost 80%, this research 

found that the node E is a compromised node or an internal attacker. In Figure 4-

4 and Figure 4-5, red, blue and green are the observation results.  

 

4.3 Summary 4.3 Summary 4.3 Summary 4.3 Summary     

 

In this Chapter, a careful investigation was carried out on how to make a 

decision about the internal attacker in WSN based on Dempster-Shafer theory 
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that assigns evidence based on belief. Moreover, this Chapter discussed the 

concept of the DST mathematically and incorporated that into the designed 

application. A case study was developed to show how the DST could be applied 

for the protection from internal attacks in a WSN. Designed case study and 

simulations with empirical data showed that the algorithm works well in WSNs 

to find internal attacks. In the next Chapter, this research will further check for 

internal attacks with a novel algorithm based on Markov Chain Monte Carlo.  
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Chapter Chapter Chapter Chapter 5  Statistical5  Statistical5  Statistical5  Statistical    Decision Decision Decision Decision             

The inception of Markov Chain Monte Carlo (MCMC) began in the late 1940s 

while Stan Ulam was playing solitaire [151]. He tried to compute the chances 

that a particular game of solitaire where 52 cards were laid out would come out 

successfully. After attempting exhaustive combinatorial calculations, he decided 

to go for the more practical approach of laying out several solitaires at random 

and then observing and counting the number of successful plays. This idea of 

selecting a statistical sample to approximate a hard combinatorial problem by a 

much simpler problem is the heart of modern Monte Carlo simulation. Stan Ulam 

soon realized that computers could be used in this fashion to answer questions of 

neutron diffusion and mathematical physics. He contacted John Von Neumann 

and they developed many Monte Carlo algorithms (importance sampling, 

rejection sampling) [152]. Then Nick Metropolis and Klari Von Neumann 

designed new controls for the state-of-the-art computer (ENIAC). Eventually 

Metropolis worked with Stan Ulam in 1949 and published the Monte Carlo 

simulation. Soon after in 1953, Nick Metropolis worked with Arianna W. 

Rosenbluth, Marshall N. Rosenbluth, Augusta H. Teller, and Edward Teller [153] 

and  proposed the Metropolis algorithm. W. K. Hastings extended it to more 
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general cases in 1970 [154]. Hastings and his student Peskun showed that 

Metropolis and the more general Metropolis-Hastings algorithm are particular 

instances of a larger family of algorithms.  

 

In the 1980’s MCMC was implemented in the field of computer vision (image 

analysis) and artificial intelligence (data augmentation)[155][156]. In the 1990’s 

MCMC made significant impacts on statistics with the work of Gelfand and 

Smith. In the neural network literature, the contribution of Neal in 1996 was 

influential for MCMC [157]. In 2000, a survey by Gelfand and Smith introduced 

top ten algorithms in the field of science and engineering practice and 

development for 20th century [158]. MCMC is among the top ten algorithms for 

science and engineering practice. Markov Chain Monte Carlo (MCMC) method is 

good to solve integration and optimization problems in large dimensional spaces, 

such as WSNs [159]. Although the method has been implemented in some genetic 

contexts, there have been relatively few published examples of its application to a 

WSN Security.  

 

Markov Chain Monte Carlo sampling methods are based on construction of a 

Markov Chain (MC) whose equilibrium distribution is the target distribution of 

interest [160]. MCMC first constructed a transition kernel of an ergodic Markov 

Chain with the desired invariant distribution of data, and then simulated the 

chain for many steps to examine the data acceptance. The states sampled after 

the chain has converged will be distributed according to the target distribution of 

interest. It approximates the recursive Bayesian filtering distribution as a set of 

discrete samples known as a Markov Chain. In order to do this, this research 

follows the Monte Carlo approximation or integration, where the prior state is 

approximated by a set of samples.  

 

In the following sections this work first introduces the Bayesian interface, then 

Monte Carlo and Markov Chain. The Metropolis-Hasting (MH) algorithm, which 

is the most popular method of MCMC, is discussed as method. MCMC – MH is 
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implemented in simulation to get the acceptance ratio of the node to make the 

decision about internal attackers. The simulation result shows that the algorithm 

is able to get the acceptance ratio of the node, based on the acceptance ratio this 

work decides about the internal attacks in a WSN.   

 

5.1 5.1 5.1 5.1 Bayesian Bayesian Bayesian Bayesian InterfaceInterfaceInterfaceInterface    

 

Most applications of MCMC to date, including this research application are 

oriented towards a Bayesian interface. Bayesian represent uncertainty about 

unknown parameter values by probability distributions and proceeds if the 

parameters are random quantities. If v represents the observed data and ç 

represent the model parameters, then to perform formal interface it requires 

setting up a joint probability distribution,	
(v, ç)	 over all random quantities. 

This joint probability comprises two parts: a prior distribution 
(ç) and a 

likelihood 
(v|ç), Specifying 
(ç) and 
(v|ç) gives probability as in equation 5.1: 

 

 
(v, ç) = 
(ç) ∙ 
(v|ç)		 (5.1)(5.1)(5.1)(5.1)    

 

Once observation of the data v is done, Bayes theorem is used to determine the 

distribution of ç that is conditional on v. The posterior distribution of  ç, as in 

equation 5.2, Bayes theorem is explained in appendix II. 

 

 
(ç|v) = 
(v|ç) ∙ 
(ç)
è
(v|ç) ∙ 
(ç)	

(5.2)(5.2)(5.2)(5.2)    

 

Understating and using the posterior distribution is at the heart of the Bayesian 

interface. Any futures of the posterior distribution are legitimate for a Bayesian 

interface such as moments, quantities. These quantities can be expressed as a 
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posterior expectation of the functions of ç. The posterior expectation of a function 

�(ç) is in equation 5.3. 

 

 ÅD�(ç)|vF = 	è �(ç)
(ç) ∙ 
(v|ç)�çè
(ç) ∙ 
(v|ç) �ç  
(5.3(5.3(5.3(5.3))))    

 

Integrating out parameters in equation 5.3 can be time consuming; if the problem 

is high dimensional it would be very difficult and almost impossible to integrate 

as there will be many parameters.  Diagnostically, performing the integration for 

the expectations has become a source of difficulty in application scenarios of 

Bayesian interface. Therefore, Monte Carlo integration using MCMC is one of the 

solutions. 

 

To avoid an unnecessarily Bayesian flavor and make the discussion more 

general, the following discussion restates the problem in more general terms.  Let 

Æ represent the vector of � random variables with the distribution denoted by©(∙). 
In Bayesian applications, Æ may comprise model parameters and miss data. In 

frequentist applications, it may comprise data or random effects. For Bayesians, 

©(∙) will be the posterior distribution and for frequentist it will be likelihood. 

Either way, the task is evaluating expectation for some function of interest �(∙). 
The expectation represent as in equation 5.4 

 

 Å	D�(Æ)F = 	è �(() ©(()�(è©(()�(  
(5.(5.(5.(5.4444))))    

 

Here, this work allows for the possibility that the distribution of Æ is known only 

up to a constant normalization. That is, è©(()�( is unknown.  
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5.2 5.2 5.2 5.2 Monte Carlo IMonte Carlo IMonte Carlo IMonte Carlo Integrationntegrationntegrationntegration    

 

The idea for today’s Monte Carlo simulation traces back to 1946, when Stan 

Ulam tried to figure out the chances to win a particular solitaire game laid out 

with 52 cards [161]. As calculations turned out to be complicated and exhausting, 

he had the idea to just play several times and count. This principle, 

approximating a complex combinatorial problem by the much easier process of 

drawing samples, is the basic idea of Monte Carlo simulations. 

 

Monte Carlo integration is the fundamental part of MCMC. It uses a probabilistic 

interface to calculate the complex integrals or summation over a large outcome 

space [162]. Monte Carlo Integration evaluates expectations ÅD�(Æ)F by drawing 

samples from ±Æ�, 3 = 1,… , 8µ from ©(∙) and then approximating. The expectation 

is shown is Equation 5.5 

 

 ÅD�(Æ)F = 	 18	=�(Æ�)
i

���
	 (5.5(5.5(5.5(5.5))))    

 

Hence, the population mean of �(Æ) is estimated by a sample mean. When the 

samples ±Æ�µ are independent, based on Laws of Large Number (LLN) the 

approximation can be made as accurate as desired by the increasing size of 8. 

(LLN is described in Appendix III) 

 

In general, drawing samples ±Æ�µ independently from ©(∙)  is not feasible since 

©(∙) can be non-standard. However, ±Æ�µ does not necessarily have to be 

independent.  The ±Æ�µ can be generated by any process which draws samples 

throughout the support of ©(∙) in the correct proposition. But Monte Carlo does 

not work when dependency exists among the states as the sample is drawn 
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independently.  Thus, to deal with the independent samples a Markov Chain is 

introduced. 

 

5.3 5.3 5.3 5.3 Markov ChainMarkov ChainMarkov ChainMarkov Chainssss        

 

A Markov Chain is a stochastic process where transition from one state to 

another state uses a simple sequential procedure [163]. The research starts a 

Markov Chain at one state and uses a transition function, to determine the next 

state, conditional on the last state. Then it keeps iterating to create a sequence of 

states, such a sequence of states being called a Markov chain. 

Consider Æ� is a random variable at time 3 and the state space referring to the 

possible Æ	values. The random variable is a Markov process    if the transition 

probabilities between different values in the state space depend only on the 

random variable’s current state, if é represents the state. Transition probabilities 

are shown in equation 5.6. 

 

 
�+Æ�ê�	 =	é/ 	ë	Æ; 	= 	éì, … , Æ� 	= 	é$) 	= 	
�(Æ��� =	é/ 	|Æ� 	= 	é$)  (5.6)(5.6)(5.6)(5.6)    

 

Thus for a Markov random variable the only information about the past needed 

to predict the future is the current state of the random variable; knowledge of the 

values of earlier states does not impact on the transition probability. A Markov 

Chain refers to a sequence of random variables (Æ;, …	Æi) generated by a Markov 

process. A specific chain is defined most critically by its transition probabilities, 


(�, *) 	= 	
(�	 → 	*),  which is the probability that a process at state space moves 

in a single step, as in equation 5.7. 

 

 
(�, *) = 	
(�	 → *) = 	
�+Æ�ê� 	= 	é/ 	ë	Æ� 	= 	é$)  (5.7)(5.7)(5.7)(5.7)    
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This discussion will use the notation 
(�	 → 	*)	 as a “transition probability”. 

“	�	 → 	*	” means moving from state �	to state *. If ©/(3) = Pr(	Æ� 	= 	é/), which 

means the probability that the chain is in state * at time 3, and ©(3) denotes the 

row vector of the state space probabilities at step 3. Start the chain by specifying 

a starting vector ©(0). Often all the elements of ©(0) are zero except for a single 

element of 1 unit, corresponding to the process starting in that particular state. 

As the chain progresses, the probability values get spread out over the possible 

state space. 

 

The probability that the chain has state value	é$ at time (or step) 3	 + 	1 is given 

by the Chapman-Kolomogrov equation, which sums over the probability of being 

in a particular state at the current step and the transition probability from that 

state into state é$ , 
 

 	©$(3 + 1) = Pr(Æ�ê� =	é$)																																																																								     

 = =Pr(Æ�ê� =	é$|	Æ� =	éì)
ì

∙ Pr(Æ� =	éì)		     

 = =P(�	 → �)©ì(3)
ì

=	=P	(�, �)©ì(3)
ì

									 (5.8)(5.8)(5.8)(5.8)    

 

Successive iteration of the Chapman-Kolomogrov equation describes the 

evolution of the chain. It is possible to compactly write the Chapman-Kolomogrov 

equations in matrix form as follows. Define the probability transition matrix    P P P P as 

the matrix whose � − 3ℎ		 to * − 	3ℎ element is 
(�, *). The Chapman-Kolomogrov 

equation becomes as in equation 5.9. Details about Chapman- Kolomogrov 

equation is discussed in appendix III.  

 

 ©(3	 + 	1) 	= 	©(3)î (5.9)(5.9)(5.9)(5.9)    
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Here, 3 ≥ 0, using the matrix form and considering ©(3) is row vector,  and 

considering   is a transition, it is possible to generalise the equation as in 

equation 5.10.  

 

 ©(3) 	= 	©(0)îï (5.10(5.10(5.10(5.10))))    

 

Defining the 8-step transition probability ð$/(i) as the probability that the process 

is in state	* given that it started in state �	,  8 steps ago,   

 

 ð$/(i) = Pr+Æ�êi =	é/ë	Æ� =	é$) 
  

(5.11(5.11(5.11(5.11))))    

It immediately follows that ð$/(i)is just the � − 3ℎ		and * − 3ℎ element of î`. Finally, 

a Markov Chain is said to be irreducible    if there exists a positive integer such 

that ð$/(i) > 	0 for all �, *. That is, all states communicate    with each other, as one 

can always go from any state to any other state (although it may take more than 

one step). Likewise, a chain is said to be aperiodic    when the number of steps 

required to move between two states (say ( and )) is not required to be a multiple 

of some integer. Put it another way, the chain is not forced into some cycle of 

fixed length between certain states.  

 

As an example, consider the probabilities of WSN node conditions (modelled as 

either good or attacked), given the node on the preceding state, it can be 

represented by a transition matrix: 

 

î =	 ñ0.9 0.10.5 0.5ó 
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The matrix PPPP represents the node condition model in which an attacked state is 

90% likely to be followed by another attacked state, and a good state is 50% likely 

to be followed by another good state. The columns can be labelled "attacked" and 

"good", and the rows can be labelled in the same order. The transition matrix can 

be shown as a graph in Figure 5-1. 

 

 

Figure 5Figure 5Figure 5Figure 5----1111    : The graph of transition matrix : The graph of transition matrix : The graph of transition matrix : The graph of transition matrix     

 

ð$/(i) is the probability that, if a given state is of type �, it will be followed by a 

state of type	*. Notice that the rows of    PPPP sum to 1, this is because PPPP is a stochastic 

matrix. 

 

Thus, the node condition at state 0 is known to be attacked. This is represented 

by a vector in which the "attacked" entry is 100%, and the "good" entry is 0%: 

 

©(0) = 	 D1 0F 
 

The condition at state 1 can be predicted by: 

  

©(1) = 	©(0)î = D1 0F	ñ0.9 0.10.5 0.5ó = 	 D0.9 0.1F		 
 

Thus, there is a 90% chance that state 1 will also be attacked. The node condition 

at state 2 can be predicted in the same way: 
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©(2) = 	©(1)î = 	©(0)îô = D1 0F	ñ0.9 0.10.5 0.5ó
� =	 D0.86 0.14F 

 

Note that after a sufficient amount of time, the expected node condition is 

independent of the starting value. 

  

A Markov Chain may reach a stationary distribution, where the vector of 

probabilities of being in any particular given state is independent of the initial 

condition. For the moment this work denotes the stationary distribution by õ	(∙). 
Thus as 3 increases, the sampled points ±Æ�µ will look increasingly dependent 

sample from  õ	(∙). By using the output from a Markov Chain it is possible to 

estimate the expectation	ÅD�(Æ)F, where Æ has stationary distribution	õ	(∙).  
 

The goal of MCMC is to design a Markov Chain such that the stationary 

distribution õ	(∙) is precisely the distribution of interest ©(∙). This is called the 

target distribution.  

 

    5.4 5.4 5.4 5.4 Markov Markov Markov Markov Chain Monte Carlo SChain Monte Carlo SChain Monte Carlo SChain Monte Carlo Sampling ampling ampling ampling     

 

MCMC sampling combines the Monte Carlo principle of approximating a 

distribution by drawing random samples with the principle of Markov Chains. 

MCMC offers a mathematical framework to ensure that the derived sample has 

the desired properties. In this setting, the unknown parameters are the states of 

the Markov Chain, and a proposal function that suggests a new set of parameters 

based on the current one replaces the transition matrix. The main challenge is to 

ensure that the Markov Chain and the proposal function fulfil the required 

properties such that the desired posterior distribution is the invariant 

distribution of the chain. To this end, various methods existed. One of them is the 

Metropolis-Hastings algorithm which this research has implemented to protect a 

WSN from internal attacks. MCMC - MH allows approximating the posterior 
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distribution even if it is not possible to sample from it directly. The Metropolis-

Hastings algorithm is simple but practical, and it can be used to obtain random 

samples from any arbitrarily complicated target distribution of any dimension 

that is known up to a normalizing constant [164].  The following sections discuss 

MCMC – MH and how does it works in a WSN to find the internal attacker.   

 

5.4.1 5.4.1 5.4.1 5.4.1 MetropolisMetropolisMetropolisMetropolis----Hasting (MH)Hasting (MH)Hasting (MH)Hasting (MH)    

 

 MCMC adopts the Metropolis-Hasting (MH) to generate a sample from 

stationary distribution. The goal is to draw samples from some distribution ©(∙) 
where, ©(Æ) = 	�(Æ)/º, where, the normalizing constant º	may not be known, and 

very difficult to compute. The Metropolis algorithm    generates a sequence of 

draws from this distribution as follows: 

 

• Start with any initial value Æ; satisfying  �(Æ;) 	> 0. 

• Using current	Æ value, sample a candidate point    Ç from some jumping    

distribution    ö(Æ�, Æ�) which is the probability of returning a value of Æ�    

given a previous value of Æ�. This distribution is also referred to as the    

proposal    or candidate-generating distribution. The only restriction on    the 

jump density in the Metropolis algorithm is that it is symmetric, i.e.,    

(Æ�, Æ�) = 	ö(Æ�, Æ�) . 
• Given the candidate point Ç, calculate the ratio of the density at the 

candidate Ç and current (Æ���) points at each time, 

 

 ÷ = 	 ©(Ç)
©(Æ���) = 	 �(Ç)

�(Æ���) 
(5.12(5.12(5.12(5.12))))    

 

Note that because this research is considering the ratio of ©(Æ) under two 

different values, the normalizing constant º	cancels out.  
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• If the jump increases the density (÷	 ≥ 1), accept the candidate point which 

means (Æ� = Ç) and return to step 2. If the jump decreases the density 

(÷	 < 1),, then with probability ÷, accept the candidate point,  

 

It is possible to summarize the Metropolis sampling as first computing, 

 

 ÷ = min ø �(Ç)
�(Æ���) , 1ù	 
 

(5.13(5.13(5.13(5.13))))    

and then accepting a candidate point with probability ÷. This generates a Markov 

Chain (Æ;, Æ�, … Æì	) as the transition probabilities from Æ� to Æ�ê�	depends only on 

Æ�. Following a sufficient steps, the chain approaches its stationary distribution. 

 

Hastings (1970) generalized the Metropolis algorithm by using an arbitrary 

transition probability function	ö(Æ�, Æ�) = Pr(Æ� → Æ�), and setting the acceptance 

probability for the candidate or target. The target is then accepted with a 

probability  ÷ [165]. The acceptance probability for the target is shown in 

equation 5.14   

 

 ÷(Æ� → Ç) = l�8 ø1, ©(Ç)ö(Æ�|Ç)©(Æ)ö(Ç|Æ�)ù 
(5.14(5.14(5.14(5.14))))    

 

This research has the proposed target or candidate Ç and calculated acceptance 

probability ÷(Æ� → Ç). Now either decide to “accept” the candidate or target  (in 

which the next state becomes, Æ�ê� = Ç) or decide to “reject” the target (in which, 

the chain does not move, 	Æ�ê� = Æ�		).  
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 Æ�ê� = �Ç			��							2 ≤ ÷(Æ� → Ç)
Æ�			��							2 > ÷(Æ� → Ç) (5.15(5.15(5.15(5.15))))    

 

To make the decision to accept or reject the target this research depends on the 

uniformly distributed random number between 0 and 1, denoted by 2, as shown 

in the equation 5.15. 

 

From the above description its can be summarised that in order to find the 

internal attacks in a WSN, this research takes advantage of the Metropolis–

Hastings algorithm to produce a sequence of sample values from the nodes, 

Therefore the next outcome of the nodes only depends on current samples of the 

nodes. As the process is making a Markov Chain with the sequence of samples, 

with some probability the algorithm produces an acceptance ratio, by which this 

work can make the decision about the target node. Hence, this research takes the 

decision if it is an internal attacker based on the acceptance ratio of the node. 

The next section further shows the system implementation and simulation.  

 

5.5 5.5 5.5 5.5 System Implementation and SimulationSystem Implementation and SimulationSystem Implementation and SimulationSystem Implementation and Simulation    

 

In the system designed for this research, based on the target of the node which is 

Ç, and the proposal distribution of the node ö(Ç|Æ�),  this research can increase 

the target node acceptance probability with MCMC-MH. This research considers 

the time 3 is divided into equal length observation intervals based on 0.1 Hz and 

communication traffic is perceived as a sequence of states. Each observed state is 

descriptions of the traffic at time  3 the states observation. In the process, Markov 

Chain considers a set of states and transition matrix. This research measures a 

set of traffic features (packet transmissions) as a time series. 
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To determine the states the nodes observed the traffic feature during the 

implementation phase (learning phase). This work assumes at the 

implementation stage WSN is working perfectly with normal traffic, which is the 

expected traffic from the designed WSN. Hence, each node processes a time series 

of Æ of such observations. Then the MCMC - MH came into effect to find the 

acceptance ratio. In the system, this research considers that, if the acceptance 

probability is less than 60%, the node is an internal attacker. This work set the 

benchmark for a good node as more than 60% because of WSN characteristics 

such as signal noise; hostile environments affect the data collection as discussed 

in Chapters 2.  In order to find the internal attacker this research executes a 

framework in the algorithm 5-1 shown below. This work has simulated the 

algorithm in a MATLAB environment to find the WSN node acceptance ratio. 

Based on the simulated output of the acceptance ratio of the WSN node this 

research takes the decision, whether it is an internal attacker or a good node.  

 

Algorithm Algorithm Algorithm Algorithm 5555----1111: MCMC: MCMC: MCMC: MCMC----MH implementationMH implementationMH implementationMH implementation    

I.I.I.I. Initialize Initialize Initialize Initialize     �V    ;;;;        set set set set Q	 = 	V    

II.II.II.II. IterationIterationIterationIteration    Q, Q ≥ b; ; ; ;     

1. Sample a target or candidate1. Sample a target or candidate1. Sample a target or candidate1. Sample a target or candidate    _~ú(�|�Q)            
2. Evaluate the acceptance probability2. Evaluate the acceptance probability2. Evaluate the acceptance probability2. Evaluate the acceptance probability    

û(�Q → �) = ]X`üb, ý(�)ú(�Q|�)
ý(�)ú(�|�Q)þ        

3. Sample 3. Sample 3. Sample 3. Sample     T~	DV, bF. . . .     
III.III.III.III. Go to II. Go to II. Go to II. Go to II.     

endendendend    

 

In the simulation the acceptance probability of the node ranges from 0 to 1. The 

simulation was done in a small area 500l × 500l . The traffic feature was 
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chosen in a time interval to find the internal attacks because they are expected to 

correlate with the presence or absence of internal attacks.  The simulation result 

is shown in Figure 5-2. The parameters this work used for the simulation in 

temperature measurement in the WSN are as follows:  

 

ParametersParametersParametersParameters    ValuesValuesValuesValues    

Quantity of SensorsQuantity of SensorsQuantity of SensorsQuantity of Sensors    100 

Observation intervalObservation intervalObservation intervalObservation interval    10 sec 

Packet SizePacket SizePacket SizePacket Size    500 bytes 

Number of Number of Number of Number of samplessamplessamplessamples    100 

 

 

Figure Figure Figure Figure 5555----2222    : MCMC: MCMC: MCMC: MCMC----MH based node acceptance ratioMH based node acceptance ratioMH based node acceptance ratioMH based node acceptance ratio    
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In the simulation result in Figure 5-2, above it can be seen that the distribution 

of the node data and below the acceptance rate of the target Ç is 28%, which is 

shown in the bottom of Figure 5-2.  As the node is accepted with the acceptance 

rate of 28% this work considers that node is an internal attacker.  

 

 

Figure 5Figure 5Figure 5Figure 5----3333::::    The acceptance ratioThe acceptance ratioThe acceptance ratioThe acceptance ratio    

 

Figure 5-3 shows the acceptance ratio based on the simulation run at different 

times. The simulation was run 10 times and the work found that the average 

acceptance ratio becomes 32.9% based on the designed case study.   

 

5.6 Summa5.6 Summa5.6 Summa5.6 Summary ry ry ry     

 

This Chapter has investigated the Markov Chain Monte Carlo based Metropolis 

Hasting that has been implemented in WSNs to make decisions about internal 

attacks. MCMC provides an elegant way to access parameters of a model, even if 

the corresponding posterior distribution is not accessible. However, to implement 

this method in WSNs, this research does not need training data sets and it works 

in real time. The simulation results show the acceptance ratio of the internal 

attacks.  
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Chapter Chapter Chapter Chapter 6  6  6  6  ConclusionConclusionConclusionConclusion    and Future workand Future workand Future workand Future work        

Wireless sensor networks have seen extensive proliferation of applications and 

interest in research and industry. WSNs utilize an efficient form of technology 

that has no structures or rules or adher to a specific standard. Such networks are 

densely deployed to gather information in real time from the area of interest and 

send the information to the sink for further processing. Unfortunately, WSNs 

have several limitations in terms of security that make them vulnerable to 

appropriating meaningful information especially in a malicious environment.  

 

Therefore, security becomes one of the keys to careful consideration in particular 

internal attacks. Detection of a compromised node (internal attack) is necessary 

in a WSN to ensure the functional performances. Internal attacks seriously 

disrupt the network functionality and almost all WSNs are susceptible to 

internal attacks. It is imperative to develop appropriate security mechanisms to 

protect WSNs from internal attacks.  
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In this Chapter, based on previous discussions, the next subsections highlight 

two issues as the final part of the thesis, namely (i) summary of mechanisms, 

which presents a realistic picture of this thesis for our WSN to identify internal 

attacks, and (ii) future work, which considers necessary and logical extensions of 

current research.  

 

6.1 6.1 6.1 6.1 Contribution of Contribution of Contribution of Contribution of thethethethe    RRRResearchesearchesearchesearch    

 

This research has focused on a mechanism to protect WSNs from internal 

attacks. It is necessary to gain knowledge of WSNs, internal attacks and network 

security to develop such mechanisms. This research designed three distinct parts 

in the mechanism: (i) misbehaviour identification, (ii) epistemic uncertainty 

decisions and (iii) statistical decisions to solve the technical issues. The next 

paragraphs summarise the methods implemented in this thesis.   

 

The proposed misbehaviour identification is done using multi-agent, pairwise key 

and cosine similarity. The multi-agent method used the highest SNR occurring 

time and location to control the receiver in the transmission range. The SNR 

established timing for the created window to open and close which is controlled 

by the multi-agent through a MAC layer both in sensor and sink node. Therefore, 

the attacker cannot transmit the signal without further information. With pair 

wise key model, this research establishes pair wire keys with a one hop 

neighbour. Prior to the network deployment, each node is pre-distributed an 

initial key. Then the node broadcasts an advertisement message which contains a 

nonce, and waits for another neighbour to respond with its identity. At the same 

time the neighbour node also generates a key. Then both nodes can generate the 

pair-wise key. Hence, each node can use its nodes’ ID to calculate its one hop 

neighbour’s key. If there is any stranger node in the WSN, such as the 

misbehaving node, it will be identified by those pair wise keys. This research has 

designed an abnormal behaviour identification mechanism (ABIM) with cosine 
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similarity that is sensitive to the abnormal event. It uses the dot product 

matchup elements or features in corresponding dimensions of two different 

parameter vectors. With the cosine similarity, it compares the node feature of the 

last message and new message to look for the similarity between them and 

identify the misbehaviour. 

 

WSNs are dynamic and unpredictable networks based on particular 

characteristics. Hence, there is high demand for a mechanism that can deal with 

uncertainties to identify internal attacks. Dempster Shafer theory is one popular 

method which has the capability to deal with most uncertain events as discussed 

in Chapter 4. Dempster Shafer theory does not require an assumption regarding 

the probability of the individual constituents of the set or interval. Three main 

parts of the DST are basic probability assignment, belief and plausibility. The 

combination rule assigns the belief according to the degree of conflict between the 

evidence examples and assigns the remaining belief to the environment and not 

to a common hypothesis. It makes it possible to combine with most of the belief 

assigned to the disjoint hypothesis without the side effect of counterintuitive 

behaviour.  Thus, this work introduced the DST based approach for detecting a 

compromised node (Internal attack) in WSNs. In the designed WSN for this 

work, the neighbour nodes with one hop will observe the data of the suspected 

internal attacker. In the observation, without loss of generality, the physical 

parameter (temperature) and transmission behaviour (packet drop rate) are 

considered as independent events. The observation of the events becomes the 

pieces of evidences. In the decision making process, with the Dempster Shafer 

Theory, this work combines the independent pieces of evidence to make the 

decision about an internal attacker.  

 

This research proposed statistical analysis based decision making for internal 

attacks in WSNs with Markov Chain Monte Carlo (MCMC) using the Metropolis 

Hasting algorithm. MCMC provides an elegant way to access the parameters of a 

system. MCMC outputs a sample of parameters whose empirical distribution, for 
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long sequences converge the true posterior. The Metropolis Hasting (MH) 

generates the sample from the stationary distribution. In the designed case in 

this work, MCMC - MH checks for the acceptance ratio of the node in WSN; 

based on the acceptance ratio this research takes the decision about the internal 

attacker.  

 

In summary, this thesis delivers a new approach to protect wireless sensor 

networks from internal attacks. WSNs are application oriented dynamic 

technology. Security requirements in WSNs differ based on the application 

scenario. It is impossible to develop a generic architecture for all WSNs at once. 

So, in WSN research, problems still exist based on the application scenario and 

characteristics.  

 

6.2 6.2 6.2 6.2 Implication of DevelopmentImplication of DevelopmentImplication of DevelopmentImplication of Development    

 

This thesis developed a solution for WSN security in particular to save WSNs 

from internal attack. To initiate the development of the internal security 

mechanism this research discussed WSN’s characteristics, architecture, 

protocols, applications, security requirements and types of internal attacks. With 

the knowledge of WSNs this research has developed mechanisms to protect 

WSNs from internal attacks by utilizing Multi-Agent, Pair Wise Key, cosine 

similarity, Dempster-Shafer Theory and Markov Chain Monte Carlo algorithm. 

The mechanisms and approaches implemented in this thesis is an important 

contribution to save WSNs from internal attack.  

 

6.36.36.36.3    Future WFuture WFuture WFuture Workorkorkork    

 

The previous Chapters have presented new algorithms for internal attacks in 

WSN. Internal attacker detection with misbehaviour identification is discussed 
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in Chapter 3. Chapter 4 introduced the security mechanism with Dempster 

Shafer theory. The detection of the internal attacker mechanism with MCMC-

MH is introduced in Chapter 5. This research has identified some future work for 

further investigation, based on the current research, which should strengthen the 

proposed solutions and also some interesting research directions arising from this 

research: 

 

• The combination of misbehaviour identification with the DST and the 

MCMC methods would make the protection more robust. 

• The research would like to take a few parameters in consideration in 

future such as accuracy, error, reaction time and efficiency to achieve 

robustness.  

• The benefit of recent technology development can be achieved by 

integration internet (such as cloud computing) and secured real time data 

collection platforms (secured-WSNs ). In future this research would like to 

investigate the integration of the secure wireless sensor network with  

cloud computing using a content based publish / subscribe (pub/sub) broker 

model.  

• Wireless sensor networks (WSNs) have been increasingly popular 

worldwide and make the complex network as shown in Figure 1-1.  WSNs 

are one of the key enablers for the Internet of Things (IoT) where WSNs 

will play an important role in the future internet by collecting surrounding 

context and environment information. The innovations of integration of 

WSNs into IoT offer many interesting avenues of research for scientific 

communities. So this research would like to investigate the integration the 

IoT and WSNs. 

• Big Data is a collection of large and complex data sets from a phenomenon. 

It is difficult to process the data using on-hand database management 

tools or traditional data processing applications. The challenges include 

capture, storage, search, sharing, analysis and visualization. This research 

would like to explore the potential framework of integrating IoT and WSN 

into the Big Data model of computing for applications in future. 
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6.3 Summa6.3 Summa6.3 Summa6.3 Summary ry ry ry     

 

This Chapter recapitulates the work undertaken in this thesis. A brief 

description is also provided of the further work to be undertaken to strengthen 

the proposed solutions. 

 

The work undertaken in this thesis has been published extensively as a part of 

proceedings in peer reviewed international journals and conferences. A complete 

list of all the publications arising as a result of the work documented in this 

thesis is attached at the beginning of the thesis. 
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Appendix I Appendix I Appendix I Appendix I     

 

ZZZZ----Score method: Score method: Score method: Score method:     

 

A normal distribution that is standardized (so that it has a mean of 0 and a 

standard deviation of 1) is called the standard normal distribution, or the normal 

distribution of z-scores. If the mean ("mu") is known, and standard deviation 

("sigma") of a set of scores which are normally distributed, it is possible to 

standardize each "raw" score, x, by converting it into a z	score by using the 

following formula on each individual score: 

Z =	x− μ
σ  

A z score reflects how many standard deviations above or below the population 

mean a raw score is. For instance, on a scale that has a mean of 500 and a 

standard deviation of 100, a score of 450 would equal a z	score of (450-500)/100 = -

50/100 = -0.50, which indicates that the score is half a standard deviation below 

the mean. 

 

Note that converting x	scores to z scores does NOT change the shape of the 

distribution. The distribution of z scores is normal if and only if the distribution 

of x	is normal. 
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Appendix IIAppendix IIAppendix IIAppendix II    

Bayes theorem, conditional probability and prior probability: Bayes theorem, conditional probability and prior probability: Bayes theorem, conditional probability and prior probability: Bayes theorem, conditional probability and prior probability:     

 

Bayes’ theorem (also known as Bayes’ rule or Bayes’ law) is a result in probability 

theory that relates conditional probabilities. If A and B denote two events, 

P(A|B)	denotes the conditional probability of A occurring, given that B	occurs. Two 

conditional probabilities P(A|B) and P(B|A) are in general different. Bayes 

theorem gives a relation between P(A|B) and P(B|A). 
 

Bayes’ theorem relates the conditional and prior probabilities of stochastic events 

A	and  B:  

P(A|B) = 	P(B|A)	P(A)P(B)  

Each term in Bayes’ theorem has a conventional name: 

 

� 
(Ì) is the prior probability or marginal probability of Ì. It is ”prior” in the 

sense that it does not take into account any information about B. 

� 
(Ì|I) is the conditional probability of Ì, given I. It is also called the 

posterior probability because it is derived from or depends upon the 

specified value of B. 

� 
(I|Ì) is the conditional probability of I given	Ì. 

� 
(I) is the prior or marginal probability of B, and acts as a normalizing 

constant. 
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Factorization process:  Factorization process:  Factorization process:  Factorization process:      

 

Let DÆ ÇF be an absolutely continuous random vector with support kÈÉ and joint 

probability density function �ÈÉ((, )) . Denote �È|É�	(() by the conditional 

probability density function Æ	of given Ç = ) and by the marginal probability 

density function of  . Then for any ( and ) the factorization becomes: 

 

�ÈÉ((, )) = 	�È|É�	(()�É()) 
 

If the joint probability density function �ÈÉ((, )) is known, it is necessary to 

factorize it into the conditional probability density function �È|É�	(() and the 

marginal probability density function �É()) , usually  to proceed in two steps is 

followed:  

 

� Marginalize �ÈÉ((, )) by integrating it with respect to ( and obtain the 

marginal probability density function �É())  ;  
� Divide �ÈÉ((, )) by �É()) and obtain the conditional probability density 

function �È|É�	((). 
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Appendix IIIAppendix IIIAppendix IIIAppendix III    

 

Law of Large NumbersLaw of Large NumbersLaw of Large NumbersLaw of Large Numbers: : : :     

 

The statistical principle that the larger the sample, the more likely it is that the 

frequency of events within the sample will approximate to the event's true 

frequency, or put another way: the larger the sample observed, the more 

confident one can be that a statistic derived from it (e.g., a mean or a proportion) 

is closer to its true value: with small samples greater variability should be 

expected, and with larger samples, less variability. 

 

For example, imagine a fair coin is tossed four, sixteen, one hundred, or ten 

thousand times. Even though the expected number of ‘heads’ is ½ for a single 

toss, the expected outcome for, say, sixteen tosses is not certain to be eight 

‘heads’. Because each toss is an independent event having a 50/50 probability 

there is a variance in the proportion of heads yielded in any set of tosses. 

However, as the number of tosses increases, this variance of proportion 

decreases. The greater the number of trials, the closer the proportion of heads 

gets to ½, and produces what is called a “predictable ratio”. 

 

If the  sample average 

Æi���� = 	 18 (Æ� +⋯+ Æi) 
Which converges to the expected value  

 

Æi���� 	→ 	� for 8	 → 	∞ 
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where Æ�, Æ�, ... is an infinite sequence of i.i.d. integrable random variables with 

expected value Å(Æ�) 	= 	Å(Æ�, ) 	=	. . . = 	�. Integrability of Æ/ means that the 

expected value Å(Æ/)	 exists and is finite. 

An assumption of finite variance �6�(Æ�) 	= 	�6�(Æ�) 	=	. . . = 	�	� < 	∞ is not 

necessary. Large or infinite variance will make the convergence slower, but the 

LLN holds anyway. This assumption is often used because it makes the proofs 

easier and shorter. 

 

 

ChapmanChapmanChapmanChapman––––Kolmogorov equation:Kolmogorov equation:Kolmogorov equation:Kolmogorov equation: 

 

In mathematics, specifically in probability theory and in particular the theory of 

Markovian stochastic processes, the ChapmanChapmanChapmanChapman––––Kolmogorov equationKolmogorov equationKolmogorov equationKolmogorov equation is an 

identity relating the joint probability distributions of different sets of coordinates 

on a stochastic process. The equation was arrived at independently by both the 

British mathematician Sydney Chapman and the Russian mathematician 

Andrey Kolmogorov. 

 

Suppose that {�$} is an indexed collection of random variables, that is, a stochastic 

process. Let 

ð$� …	ð$�(	�$ …�i) 
 

be the joint probability density function of the values of the random variables �� 

to �i. Then, the Chapman–Kolmogorov equation is 

 

ð$� …	ð$�(	�$ …�i��) = 		 ð$� …	ð$�(	��…�i)��i



�

 




