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Abstract. This research examines the statistical method for quality control. The accuracy of parts is controlled
statistical evaluation - an average and a dispersion of the indicator for accuracy. This paper reports a method for quality
control of parts of average indicators and algorithm for quality control of the average and dispersion of samples of small
size. It proposes a criterion of applicability of statistical adjustment of accuracy by sampling for control of the average
data of the quality indicator. It proves the influence of the dispersion of the quality indicator for impairing the quality of
the process.
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I. INTRODUCTION Past 30 years, many researchers as Georgiev and

In  today’'s computer-aided manufacturing Kuzmanov [3], Woodall and Montgomery [9], and
environment, one of the main objectives of quality Stoumbos et al. [7] develop and implement schemes
control is to achieve higher accuracy of machinedfor statistical control of production quality
workpieces. One way to improve the workpiece improvement and productivity. SPC helps define the
accuracy is to utilize concept of deterministic capability of the stable process to judge whethés i
metrology by focusing on the machine tool and theoperating at an acceptable [2, 5].
cutting process to control the cutting tool positio This research examines the statistical method for
accurately in the workspace of the machine tool.quality control. The aim of this article is to crea
Another way to improve accuracy in the production method and algorithm to control the quality of part
of machines parts is to use methods of statisticaby the average data of indicators and dispersion of
process control. These methods allow to apply insamples of small size. The machined parts accuracy
process control systems. By implementing statiktica affects to quality of the machine tools. The tworte
process control (SPC), which involves the gatheringoften used with quality are error and accuracyoErr
and analysis of data to determine which machiningrepresents deviations of the cutting tool pointrrfro
process is most suitable for a workpiece, we carnthe theoretical position on the part in order to
ultimately improve quality and reliability, and nigmk  machine part dimensions to specified tolerance.
operating costs. Accuracy is defined as the part's conformance & th

SPC is a commonly used control method of specifications in the manufacturing drawing or CAD
manufacturing processes which is effective in MODEL [8]
controlling the fluctuations of the manufacturing Section 2 describes statistical control methods of
process. Statistical Process Control (SPC) teclsiqu the accuracy of machining, section 3 describes the
when applied to measurement data, can be used developed methodology and algorithm for control
highlight areas that would benefit from further accuracy in the manufacture of machine parts by
investigation. These techniques enable the user tcontrolling the average data and by dispersion of
identify variation within their process. SPC utliz = samples of small size.
statistical methods to monitor manufacturing
processes with an aim to maintain and improve the Il. METHODSFORSTATISTICAL CONTROL
product quality while decreasing the variance. There are various sources of errors, which result
Understanding this variation is the first step todga in inaccurate details. Main indicators of the diyadif
quality improvement. SPC techniques are tools foithe parts are geometric shape, dimensional accuracy
highlighting this unusual behavior. Automated datarelative position of their surfaces and material
collection, low cost calculation, and demands for properties. These indicators are measurable pHysica
higher quality, lower cost, and greater reliabilftse  quantities. For each of them a nominal size and the
the cause of using SPC [4]. size of the deviation are referred. These quality
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characteristics are controlled by statistical extiain dispersion of quality indicator as a random vaeabl
of the processing of the series of identical parte For a normal distribution isiccepted the limits of

control is carried out with different sample size - scattering to bes = +3c = 65. The dispersiorD(x)

small ‘and big samples [4]. The method of s a"and the standard deviatioam are characteristics of
samples applies to processes that are scheduled rar _
he overall population - the number of pants> « .

setups. The information necessary for the analysi§ . ; ) o
need to be collected in a long time [3,7]. Sampies In practice, the process is monlyored with limited
up to 10 and they are taken at regular intervaldof S@mple size of the overall population. Therefor@as
to 60 minutes. criterion not used the limits of the tolerance zane

The method of the big sample is applied to control Iimi_ts_within the toler_ance zone. The p'mit_
processes with high intensity of the dominant of these limits are determined by what statistical
systemic factors. The method of the big sample isevaluations of mathematical expectatidr(x) and
applied to processes with high intensity of the ; ; ; ;
dgfninant sSstemic factors. '?hey requi);e morethe d|sperS|onD(x) are used for ongoing quality
frequent setups or presetting of the technologicalcontrol-
system. Controls all parts in the sequence of thei 4
execution [3,7]. The sample size is 50 to 200.

At small samples - to control the nominal value
using the evaluation on the average of the coetloll
indicator, at big samples - the regression equdtion
the average data.

Reasons for deviation of the quality

The types of deviation of the quality are shown
graphically in Fig. 1. In the case of Fig, Jas a result

of the systematic increase in the averagehe field

of scattering has reached the upper limit of the
tolerance zone. If the process continued after time
Ty there is probability to produce poor quality parts

In the case of Fig.Hd, with continued work increased

the averageA and the dispersion. Both factors
together lead to problems in the process.

In the case of Fig.d the initial setting process is
of poor quality. It reduces operating time untieth
next presetting. The purpose is through the comrol
establish the moment that should be stopped setL
process.

Where production has a big series, with
accumulated statistical data on the process and tt
process is stable then the control can be limited t
statistical evaluation, which reflects the chanfjéhe
center of grouping of quality indicator as a fuanti
of time. The dispersion is a constant and with a
certain size.

When there is no a priori statistical data aboat th
characteristics of the process, then is requiraealt
time to identify the regression equation and the

probable field of scattering. Parallel is implenssht N &
and specific algorithm for process control. This {E s
approach applies to the frequent change of the Tho T
manufactured products and relatively small batches. o)

For the control of process is nhecessary to
determine the criterion by which to evaluate the Fig. 1. Reasons for the deviation of quality
probability of deviations of the quality. The diagrs ) oo
in Fig. 1 show that this is the time, that thistemion aIC_?nm' according to the average indicator for

quality

is the timert,, at which the field a scattering of the . .
Tkp g The change in the average data is caused under

indicator for quality passes limit of the tolerance the influence of factors such as tool wear, thermal

zone. The problem is that the field a scattering isdeformation, changing the cutting conditions and
determined by the theoretical law distribution ainel Setting the techn0|ogica| system. Probab”ity of
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obtaining a reject occurs when average Vvalue
approached the limits of the tolerance zone. Tiné li A

positions of the averag@ of the sample are shown
in Fig. 2, where the distribution of the overall g
population is indicated by the dotted line, and the i
sample - a continuous line.

As statistical evaluation, the averagescattering
around the mathematical expectatMrof the overall I
population within the limits is =

-
(98]
QqQ
=
YO
uzn

ES

A=M +_ 1

N (1) ! L

where o is the standard deviation of overall b)

population; n - the number of parts in a samples Th
smallest permissible value @& is shown in Fig. &.

Then the overall population in probability may be

located on the border of reject, taking into ac¢oun

measuring error,,,,, at control. Probability of reject

Fig. 2. Limit positions of the scattering on theemll population

From (2) and (3) that to determine the control
limits is necessary to know the dispersion of the
overall population. For this purpose, it is the

is obtained when: statistical evaluation of the dispersioB The
relationship betweef and the standard deviatian
A< A+ El+o,, Lo 3 is the formula for the probable field scatteringtlod
"2 Un overall population:
Therefore, the lower control limiK i, is 0=2sK p,=6c
Therefore:
@ 3
Kmin=A+El+0,,, +—+—F—== G:ms (5)
2 Jn @ 3
The bigger is the number of parts of which is
=A+El+o,, +30 1+E determined S, the closer will be up to standard
deviations . It follows that at statistical control with

) _Slmllarly of Fig. D is defined upper control small current sampling to determine the dispersibn
limit K max the overall population do not use the average
1 dispersion sample. Each sample dispersions is
] () determined by a small number of parts and unjestifi
will underreport the probable field of the overall
When the averagd reaches one of the control population, and hence will narrow and the zone
limits with tend to pass, then having to make setup petween the control limits. This creates abnormal
The condition for stopping the process to make aconditions of control process, and in certain cases
setup Is: impossible. Therefore the dispersion should be
Kinin = A> Koy (4)  determined from all measured products during the
observation. For example, if it is 10 samples, eafch
J which has 5 products, the dispersion will be

Kmax= A+ ES-0,,, - 30[1+

A determined by a total of 50 articles instead oThe
evaluation of the dispersion of statistical data fo
- small current sample equals to:

}7/30”‘0‘5
F
~A
I~ 2% )

Ty h T
=
a)
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N; n e Step 5. Entering the dimensiong parts of

J —
Z(AJ | p] the sample.
g2 — J=li=t = e Step 6. Calculation oﬁj 512 i

{ nJ] o Step 7. IfK i, > A> K . then the process
=1 (6) stops. Otherwise, the algorithm continues.
N; ’ - e Step 8. Input number of next sample j +1.

ZSJZ n h ) e Step 9. Repeat steps 2 to 8 to satisfy the
_J— inequality (4), wherein the process is
N, interrupted for setup.
Is another new cycle for many small current
samples.

where: N; is the number of samples; is the size It is possible that the algorithm can be extended t
) o ) determine the regression equation and the dispersio

of the sample with a number §; is the sampling  of the set of processed samples. This informatam ¢
dispersion with numbey. be displayed graphically and be entered into the

database for use in future developments.

2 = Z%Z (7) Control by dispersion of the indicator for
nN; -17 quality
The range, which varies the average of the In cases where the dispersion is a key indicator of

samples so that the process to ensures the qualit® guality of production, it is used to controketh
equals to quality process. Most often the control on dispersi

is combined with the control on average data. ls th
variant both indicators have a shared role in the

AA= Kmax = Kmin= quality of products. Both methods of control are

=T -20,,, - 60| 1~ 1) » (8 based on a sample control for the dispersion of
Jn quality indicator.

. The main purpose of monitoring is to establish
where T-2w,,, =T, is called tolerance for whether the dispersion is statistically constant,
machining and is accepted to be,80 be able to  whether occurs systemic change or is there an abrup
controlled the process is necessakp > 0. change of dispersion.

Then from equation 8 is obtained condition: The check for the constancy of the dispersion is
limited to verifying the hypothesis of equality thfe
0,8T 0,87 dispersions. For samples of the same size areeabpli
o< ®<—— (9)  the criteria of Cochrane [1] wherein is verifiedeth
6(1+] 1+——= equality of the series of dispersions, when the
Jn Jn samples have different size are applied the caitefi

For example, Ifn=5, then are calculated Bartlett [3].

©<0,55T . At ®=0,4T, the range of adjustment is During the process, the inspection begins after the
third sample and is done after each subsequent

calculatedAA = 0,22T , which is a relatively narrow sample. For the application of this method comutin
range when the process has a dominant systematiggsoyrces for a quick statistical analysis, such as
factor. modern computer systems are needed.

At the moment at which the null hypothesis
Ho:s?=s3=%= .= ¢= ¢ is not confirmed,
this is a signal for an abrupt or for systemic denof

dimensions A. T. EM. the method of small the dispersion. If not passed limits for a quality

samples, size of the samples, time betweerPLOdtucf’ the'r&ﬂare chhecliged anotrr]]er 2-3 se_ttmpltter? N

sampleg , process characteristics®, @usu. short time. eér checking on nhomogeneiy, the
e Step 2. Verification of applicability of the S'?‘mp'e. W.'th significantly - different .values of

method: inequality (9). If satisfying, the dispersion is excluded from the analysis. If thdl nu

. X . hypothesis is confirmed, it implies that the abrupt
algorithm continues. Otherwise go to step 1 . S
: change of dispersion is momentary phenomena and
and change an input.

. . the process can continue (do not lose accuracthelf
e Step 3. Calculation of the control limits by the next samples don't confirm the null hypothesiss it
formulas (2), (3).

. . signals for deviation accuracy of the process.
e Step 4. Input number of first sample 9 y P

Control algorithm on average A
The algorithm is given below.
e Step 1. Input data: part, operation, surface,
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At processes where control is performed only by  The proposed algorithm for control accuracy in
dispersion of the quality indicator, then the disgen ~ the manufacture of machine parts is based of the
of all samples is determined by (6) or (7). The average data and dispersion of samples of small siz
obtained dispersion is compared with the permissibl It takes into account the influence of the dispmrsi
for the process in order to evaluate the needttqpse during the procesdJsing SPC technique helps us to
When the dispersion is used together with the axera easily understand when the permanent improvement
indicator of quality, should be monitored changesof occurs in the processes.
by (6) and respectively of. With the new values
after each sample are recalculated the controtdimi REFERENCES
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