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Abstract

In this dissertation, we introduce affordable and accountable system design for 
care robots, especially focusing on physically assistive robots which are controlled 
based on user state estimation.

Population aging phenomenon have increasing the demands for care robots. How-
ever, care robots have not been common yet in general households and welfare insti-
tutions. There are several challenges for care robots in real environment. Care robots 
are expected to provide better support by their mechanical strength and sensing tech-
nology. User state estimation is useful to provide appropriate support based on the 
user situation. However, it requires a lot of sensors, then cost and privacy challenges 
cause.

It is difficult for humans to understand the actions, plans, and behavior of au-
tonomous robots and the reasons behind them, particularly when the robots include 
learning algorithms. Care robots which work closely with humans, however, should 
be trusted. Thus usability and ease of mind is important for care robots to use in 
real environment.

It is important that not to simply reduce sensors but to design considering how 
selecting and placing sensors influence robot functions. The design for accountable 
robots is also important hence there are various people who relate to the robots in 
each situation. However, most researches focused on specific systems, thus there is no 
general design. Therefore we propose a general design for affordable and accountable 
care robots. In this dissertation, we focus on physically assistive robots with user 
state estimation. Physical human-robot interaction and robot’s autonomous action 
increase the importance of accountability. However, accurate system often requires a 
lot of sensors. Hence physically assistive robots which is controlled based on user state 
estimation is one of most important for considering affordability and accountability 
of care robots in real environment.

First, we propose the concept of affordable and accountable system design. User 
state estimation should be accurate to reduce safety risks, however, it often requires a 
lot of sensors. It is important to reduce cost focusing on influence for robot function. 
Hence we focus on user state estimation using a small number of sensors. The CoG 
position is useful to estimate human state, however, accurate CoG position calculation 
requires a lot of sensors. Then we consider that candidates of CoG can be obtained 
using less sensors than required to calculate CoG position. The range of CoG can-
didates changes by considering the selecting and placing sensors. Robots should be 
designed considering such relationship between cost and accuracy of robot’s function. 
Less sensors results less accurate system, and then the accountability become more 
important. Physical human-robot interaction comes with safety risks, and therefore
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humans become anxious when they do not understand them. Then we propose a 
design architecture which is composed of 2 step; describing whole system and tran-
scribing the system information for each stakeholder. There are various stakeholders 
and their use cases are different depending on the situations. Hence knowledge repre-
sentation method should be designed according to the relationships among required 
information, stakeholders’ expertise, and appropriate interfaces.

Subsequently, we propose concrete method to estimate user state using a small 
number of sensors. The new idea is presented that the user state can be estimated if 
candidates of CoG can be calculated and the ranges of them are narrow enough, even 
if the CoG position cannot be determined uniquely. Human link model in sagittal 
plane is used to calculate CoG candidates. By considering the unknown parameters’ 
ranges of value, the CoG candidates can be calculated. The selecting and placing 
sensors are classified as measurements sets using the number of unknown parameters. 
The proposed CoG candidates calculation methods are experimentally validated and 
the CoG candidates ranges of the measurements sets are compared.

The state estimation method using the CoG candidates is also proposed. We set 
7 features of CoG candidates for Support Vector Machine (SVM) to estimate user 
state. Experiments using developed robot validated the state estimation method.

Accountable system design is detailed explained by using the robot. System Mod-
eling Language (SysML) is adopted to describe whole system. Describing whole 
system also contribute to transparency of embodied AI systems. Most researches 
focused on transparency of learning algorithms, however, robot systems contain not 
only learning algorithms. Hence there are several parts which should be transparent 
other than learning algorithm including relationship between estimation result and 
robot action. The relationships among required information, stakeholders’ expertise, 
and appropriate interfaces are also discussed in detail. We should consider well about 
use cases as stakeholder-information relationship. The interface should be designed 
depending on the stakeholders’ expertise since there are various stakeholders and the 
appropriate way to represent information is different. Specialized interfaces are useful 
and efficient, however, it is generally difficult for ordinary people to use such special-
ized tools. The relationship between information and interface is also important since 
the appropriate medium is different among information. Spatial information is easy 
to understand by using visual interface including a display, by contrast, temporal 
information is good to be transmitted by using auditory medium including a speaker.

We confirmed the importance of achieving accountability by the verbal guidance 
experiments. Verbal communication is important on nursing-care. And the temporal 
information including the timing of robot action is important, hence we analyze the 
importance of verbal guidance for physically assistive care robot. From the experiment 
results we confirm that the system without knowledge representation is not useful and 
users feel anxious and be scared. Appropriate verbal guidance is also determined and 
the effectiveness of the verbal guidance for the robot system which is controlled based 
on the imperfect but almost accurate estimation of user state.

User interface and investigation interface are developed based on the proposed 
accountable system design. Several experiments validated the interfaces and system
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accountability. First experiment is conducted to validate the accountability of user
interface. Second experiment simulates the situation that caregiver want to check fail-
ure by using user interface. Experiment for investigation interface is also conducted.

In general, this dissertation proposes two major contributions to the field of
robotics. First contribution is the design for affordable robots. We propose the state
estimation method using a small number of sensors. The analysis of appropriate se-
lecting and placing sensors contribute to the robot design. Second one is accountable
robot design. We confirm the importance of accountability and clarify that there
are necessary 2 steps for develop accountable robots; describing whole system and
transcribing the described system for each stakeholder. Describing whole system also
contribute to AI transparency. We propose a method to deal with various stakeholder
and use cases by determining and designing interfaces and represented information
based on the relationships among information, stakeholder, and interface.
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Chapter 1

Introduction

Recent aging population increases the demand for support systems, and various

robotic systems have been developed to meet this demand. Care robots are required to

provide better support using their machine power and sensing technology, for example,

supporting in appropriate way depending on the user situations. User state estimation

is also useful to detect anomaly for preventing accidents. However, accurate state

estimation requires a lot of expensive sensors and it is difficult to use the system

in real environment. Autonomous robots in elderly care raise additional problems.

Autonomous systems are opaque for humans and humans become anxious and scared

if such systems work closely with them. It is also difficult to investigate and fix system

failures in such systems.

In this dissertation, we propose the system design for care robots. To realize the

care robots in real environment, there are several challenges including cost and ease

of mind. These challenges should be solved in designing step. Not only hardware and

software but also people who relate to the robot and use cases should be considered.
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1.1 Background

In recent years, the populations are aging all over the world, especially in developed

nations. There are same tendencies in developing nations and the world’s population

aging will continue. Japan is the world’s fastest aging country. According to 2018

annual report [1] on the aging society of Cabinet Office, Government of Japan, whole

population of Japan is 126.44 million people at the date of 1th of October, 2018 as

shown in Figure 1.1. The number of aged 65 and older are 35.58 million and the

rate is 28.1%. Decreasing of age-adjusted mortality rate and total fertility rate is

the main reason of the rapid aging of population. Male and female age-adjusted

mortality rate of Japan were 23.6 and 18.3 in 1947, whereas they become 4.7 and

2.5 in 2017. Japanese total fertility rate is 1.43 in 2019, which is much smaller than

the replacement-level fertility (2.07 in 2017). Living environment and diet habit

improvement and advance in medical and healthcare technology are considered the

reason of aging population.

The number of households with persons aged 65 and over is 23.787 million in 2017

in Japan, and it is 47.2% of all households. The rate of households consisting only

of elderly (one-person households and married-couple households) is more than half

of them. It causes a problem that elderly have to look after another elderly. It is

hard to care elderly person for one young person, even more so for elderly one since

they often have not enough power. It goes without saying that it is much harder for

elderly person who have physical weakening to live alone. Aging population means

that there are not enough young people to care elderly, thus it causes staff shortage

in the elderly care sector. Therefore, the demands for machines and robots for caring

2
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Figure 1.1: Changes of Aging and Population Projection [1].

has been increasing.

However, care robots have not become common in general households and welfare

facilities. Cabinet Office, Government of Japan reported the special poll about care

robots in 2013 [2]. The respondents answered several questionnaires including impor-

tant point for adopting a care robot. According to the report, 74.4% of respondents

answered “simplicity of use” as an important point for adopting a care robot as shown

in Figure 1.2. And second most important point is “low price”, which is considered

important by 68.6% of respondents. The report suggest that usability, price, safety,

size, and reputation are import point of care robots for caregivers and care recipients.

Therefore, care robots should be affordable while they are high functional at the same

time to be used in real environment. And many caregivers and care recipients are
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Figure 1.2: Important Point for Adopting a Care Robot. (The graph is made base
on the data of the special poll about care robots [2].)

worried whether they can use robots. Hence the robot should be useful and comfort

for users and caregivers.

1.2 Related Researches

1.2.1 Care Robot

With aging population, the accident of elderly also increases. According to Tokyo Fire

Department [3], the number of elderly patients urgently transported by ambulance

is 81, 952 people in 2018, increased by 15, 930 from 2014 as shown in Figure 1.3.

Over 80% accident is tumbling as shown in Figure 1.4, and over 50% of the falling
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Figure 1.3: The Number of Elderly Pa-
tients Urgently Transported by Ambu-
lance. (The graph is made base on the
data provided by Tokyo Fire Department
[3].)
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Burn
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Figure 1.4: Accident Type. (The graph is
made base on the data provided by Tokyo
Fire Department [3].)

accident are happened indoor. For those reasons, the demands for physically assistive

machines have increased.

Various types of physically assistive tools and machines have developed for el-

derly. Handrails are the most popular equipment for standing and walking, thus not

only welfare facilities but also general house adopt them in recent years as shown in

Figure 1.5. Portable type handrails are also developed for traditional house holds as

shown in Figure 1.6. One of the most famous walking care tool is cane as shown in

Figure 1.7, and multi-legged type is developed for stability as shown in Figure 1.8.

As more stable walking assist tools, several types of walkers are developed including

frame type walker and push type walker as shown in Figure 1.9 and Figure 1.10, re-

spectively. Wheelchair (Figure 1.11) is also popular for elderly and people who have

disabilities in lower limbs. Those machines consist of simple frames, casters, and

wheels, thus there are some risks including unintended acceleration and tumbling of

the machines. To pretend accidents and provide better support, care robots have
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Figure 1.5: Handrail [4].

Figure 1.6: Stand Up Sup-
port Portable Handrail [5]. Figure 1.7: Cane [6].

Figure 1.8: Multi-legged
Cane [7].

Figure 1.9: Frame Type
Walker [8].

Figure 1.10: Pushcart
Type Walker [9].

been developed.

Standing up is one of the most difficult motion for elderly. Elderly have disability

not only in their lower limbs but also upper body. Then it is difficult for them to

stand up using assistive tools including handrails. Assisting lifting power by using

a kind of actuators is effective for standing support. Uplift seat (Figure 1.12) is a

simple standing support tool which utilize springs and dumpers. Electric actuation

6
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Figure 1.11: Wheelchair
[10].

Figure 1.12: Uplift Seat
[11].

Figure 1.13: Electric Ac-
tuation Type Uplift Chair
[12].

type uplift chairs are also developed as shown in Figure 1.13. SECOM co., ltd.

developed “Secom Lift” (Figure 1.14) based on robot technology [13]. It have sensors

on lifting part to keep user posture and detect anomaly. Standing support system

which can use by elderly oneself without caregiver has been studied. Nagai et al.

developed wire-driven standing assisting device [14] as shown in Figure 1.15. It has

not only power assist function and also motion guidance for self-reliant motion and

keeping posture. RIKEN developed the nursing care robot “ROBEAR” [15] which

can lift patient with two arms as shown in Figure 1.16. Robots have advantages in

massive power and sensing systems. Analyzing sit-to-stand motion is also important

for standing support and robot technology contribute the analysis. Hatsukari et al.

developed relatively compact system [16, 17] to analyze the motion and proposed

method to select standing way considering physical loads.

Walking assist is another main concern of physical assistive robots. Electrical

wheelchair (Figure 1.19) is one solution of elderly mobility problems. Although it

is effective as a mobility, the users lower limbs decay since don’t move them. Thus

cycling wheelchairs (Figure 1.20) are studied [19, 49, 50]. It is particularly effective

7
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Figure 1.14: Secom Lift
[13].

Figure 1.15: Power-
assisting Device for
Independent Transfer
[14].

Figure 1.16: ROBEAR
[15].

Figure 1.17: Self-help Standing-up Device
[16].

Figure 1.18: Self-help Standing-up Device
[17].

for hemiplegia patients. And there are many researches which focus on robotic walk-

ers. Hirata et al. developed human adaptive walking support system called “Walking

Helper” [20,51] which is shown in Figure 1.21. It has omni-directional moving mech-

anism and force sensors. “RT Walker (Robot Technology Walker)” is passive type

walking assist robot which is shown in Figure 1.22, and it is developed by Hirata

et al [21, 46, 52]. It adopted servo brakes and there are no motor thus basically it

8
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moves only by human force. Dubowsky et al. developed walker type and cane type

walking support systems named “PAMM (Personal Aid for Mobility and Monitor-

ing)” [22,53,54] as shown in Figure 1.23, Figure 1.24. The systems are developed for

using indoor space in general household and welfare facilities. They measure user’s

force data and environmental information by using 6-axis torque sensor and CCD

camera, respectively. Hitachi, ltd. also developed walking support system as shown

in Figure 1.25 which have two independent wheels [23,55]. The wheels move based on

force sensor data. “Care-O-bot” (Figure 1.26) is intelligent walking support system

developed by Feaunhofer IPA [24, 56, 57]. It can not only support walking but also

elementary cleaning, table setting, and bring objects which is requested by humans.

Huang et al. developed “Walking-aid Robot” [25] and “Intelligent Cane” [26] for

walking assist which are shown in Figure 1.27 and Figure 1.28, respectively. Intelli-

gent Cane has Laser Range Finder (LRF) to measure user’s lower limbs. It also has

force senor, and by using wearable sensors on shoes, it can detect user falling and

estimate user intend. Assistive robot walker “RT.1” [27] and “RT.2” [28] which are

shown in Figure 1.29 and Figure 1.30, respectively, are developed by RT.WORKS

co., ltd. They can control speed and automatically stop on slope when user unhand

the system. The robots have network system for healthcare and watching by family,

doctors, and caregivers.

Body weight support using harness and wires is another focused way to support

standing and walking. Body weight-Support Treadmill Training (BWSTT) is fa-

mous as an effective rehabilitation method[58, 59]. SAKAI Medical Co., Ltd. has

developed Unweighg System NxStep [29]. It can automatically adjust the amount

of body-weight support. Lokomat®is a body weight-support gait training system

9
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Figure 1.19: Electrical Wheelchair [18]. Figure 1.20: Cycling Wheelchair [19].

Figure 1.21: Walking Helper [20]. Figure 1.22: RT Walker [21].

developed by Hocoma [30, 60]. Hocoma also developed body weight support walker

named Andago®[31]. Ochi et al. developed NILTWAMOR, a body weight support

walker which can keep wire tension [32]. Osaki et al. adopted Support Vector Ma-

chine (SVM) for user state estimation of body weight support walker named FLORA

TENDER [33].
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Figure 1.23: SmartWalker [22]. Figure 1.24: SmartCane [22].

Figure 1.25: Walking Support System
[23].

Figure 1.26: Care-O-bot [24].

Wearable robots are also studied extensively for walking support. HAL®(Hybrid

Assistive Limb®) is one of the most famous robot suit which is developed by CY-

BERDYNE, INC. [34, 61, 62]. It is controlled based on the muscle potential of the

user. Suzuki et al. also studied wearable walking assist robot [63]. They also use

cane-type walking support robot and proposed cooperation method of them [35, 64]
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Figure 1.27: Walking-aid Robot [25].

Figure 1.28: Intelligent Cane [26].

Figure 1.29: RT.1 [27]. Figure 1.30: RT.2 [28].

as shown in . Piriyakulkit et al. developed Lumbar Assistive Orthosis as a standing

and walking support wearable robot [36].

Many support systems focus on either sit-to-stand motion or walking. However,

systems which can support both standing and walking are effective especially for

indoor use. Hence multi-legged canes which are equipped with handle on low have

12
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Figure 1.31: Unweighg
System NxStep [29].

Figure 1.32: Lokomat®[30].
Figure 1.33: Andago®[31].

Figure 1.34: NILTWAMOR [32]. Figure 1.35: FLORA TENDER [33].

developed. Figure 1.39 shows self-reliance support robot developed by Panasonic

Corporation, and it is one of those which can support both standing and walking [37,

65]. Chugo et al. also study standing and walking support system for rehabilitation

[38] as shown in Figure 1.40.

Physical disability is not only issue for elderly care. There are various tasks for

care including physical assist of walking, standing, and bathing, excretion assistance,

meal assistance, cooking, serving, changing linens, and holding recreations. Thus
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Figure 1.36: HAL [34].

Figure 1.37: Wearable
Walking Helper (WWH)
and Intelligent Passive
Cane (IP Cane) [35].

Figure 1.38: Lumbar Assis-
tive Orthosis [36].

Figure 1.39: Self-reliance Support Robot [37].
Figure 1.40: Rehabilitation
Robotic Walker [38].

communication, office works, and watching are important as well as physical elderly

assistance. Socially assistive robotics (SAR) is an important area of elderly care.

Communication is one of main topics of SAR. “NAO” is one of the most famous

communication robots which is developed by Aldebaran Robotics SAS [39]. It is

small humanoid robot which can dance and talking. It is also used for teaching

radio exercise to kids and elderly. SoftBank Robotics Corp. (formerly Aldebaran

Robotics) developed semi-humanoid robot “Pepper” [40]. It has a display on its
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Figure 1.41: NAO [39].

Figure 1.42: Pepper [40].

breast and people can select applications. It behave as it has a kind of emotion, thus

it can relatively naturally communicate with humans. Sharp Corporation developed

humanoid robot RoBoHoN, which also can talk and dance [41, 66]. The robot can

look after the house instead of humans. The therapeutic medical robot, “PARO”,

is a seal type animal robot which is developed by National Institute of Advanced

Industrial Science and Technology (AIST) [42, 67]. It is developed based on the idea

of animal-assisted therapy. It has several types of sensors including tactile, light, and

audio sensors. Effectiveness for autism and dementia of PARO have gotten a lot of

attention.

Healthcare and watching is important for elderly care since caregivers cannot

always stay together. There are some watching system using indoor mounted sensors

[68, 69]. Yoshino et al. developed watching system using a conversational robot [70].

Takahashi et al. also developed elderly watching robot as shown in Figure 1.45 and

validate the appropriate functions for the robot [43]. The robot can detect anomaly

from daily conversations. The network system of RT.1 and RT.2 let not only users

but also family and caregivers to check user walking [27,28] using the walking support
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Figure 1.43: RoBoHoN
[41].

Figure 1.44: PARO [42].

Figure 1.45:
Communication Robot
for the Watching System
[43].

robot. It also can alert user anomaly to family and caregivers.

1.2.2 State Estimation

It is important for both physically assistive robots and communication robots to

obtain information of user. If robots can recognize user situation, action, state, emo-

tion, and so on, the robots can select appropriate action for them. It is important

for physically assistive robots to provide appropriate support depending on the situa-

tion. Real-time user state estimation is also effective to detect user anomaly including

falling for preventing accidents.

There are various way to measure or estimate human information. Motion capture

systems are famous human motion measurement systems which often use optical

information. Ground reaction force is useful information of humans especially for

walking analysis. Generally, ground reaction force is measured by using force plates.

Center of Pressure (CoP) can be also calculated by using force information [71–

73]. Force plate is huge and expensive, thus there is a limitation for installation

location. Then more small and inexpensive sensors are including shoe-type reaction

force sensors have been developed. Liu et al. made shoe sole type reaction force
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Figure 1.46: Wearable Ground Reaction Force
Sensor [44].

Figure 1.47: Intelligent Cane Us-
ing Camera [45].

sensor [44] as shown in Figure 1.46, and Woodburn developed wearable sensors which

is set in shoes [74]. For gait analysis, acceleration is also important, thus Morita

et al. install accelerometer on wearable ground reaction sensing system [75]. Muscle

potential is useful for human motion analysis including gait [76], and some researchers

also use visual information by using cameras [45] as shown in Figure 1.47. Center of

Gravity (CoG) and Center of Mass (CoM) are also useful to estimate human state.

Moe-Nilssen et al. analyzed human gait by using Inertial Measurement Unit (IMU)

[77]. They set IMUs on the third lumber vertebra (L3) and second sacral vertebra

(S2) where are strongly sensitive to CoG.

These measurement and estimation methods are adopted to care robots. Many

communication robots use light and auditory information to estimate user words

and intention. Force information is also useful to estimate user posture, state, and

intention. Some walking support robots use force information as user intention and

determine the direction to walk. It is also used to detect anomaly. Human CoG

17



Chapter 1: Introduction

Figure 1.48: RT Walker and Hu-
man Link Model [46].

Figure 1.49: Posture Estimation of Walking-aid
Robot Using Wearable Sensors [25].

position is useful to estimate human state, for example, user is going to fall if the

projected point of CoG is out of base of support. There are several ways to estimate

human CoG position. By using human link model, complicated human body can

be considered as simplified model. The human CoG position can be calculated by

measuring all link positions. Link positions can be measured by using motion capture

system, a kind of distance sensors including Laser Range Finder (LRF) and Position

Sensitive Detector (PSD), and IMUs [46,78,79]. RT Walker use two LRFs to calculate

human link model [46] and Walking-aid Robot use five IMUs as wearable sensors in

addition to the robot [25] as shown in Figure 1.48 and Figure 1.49, respectively.

There has been interest in machine learning and deep learning algorithms for state

estimation. On-body sensors such as accelerometers are frequently used for human

activity estimation [80, 81]. Vision-based estimation has received a lot of attention.

Convolutional Neural Network is one of the most famous methods for human pose

estimation [82, 83]. The user state is generally evaluated for anomaly detection or

robot function changes [84,85]. User state, action, and intent can be used for motion
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control [86–88]. Anomaly detection can be used for accident prevention. Thus state

estimation is also useful for improving safety. Accumulation of estimated data can

be used for care monitoring and deep learning.

1.2.3 Transparency

Not only high functionality and safety but also usability and ease of mind are impor-

tant issues of machines and robots, especially care robots. It is difficult for humans to

understand the actions, plans, and behavior of autonomous robots and the reasons be-

hind them, particularly when the robots include learning algorithms. Learning-based

autonomous systems which are called Autonomous Intelligence (AI) are treated as

an inherently untrustworthy “black box”, because machine learning or deep learning

algorithms are difficult for humans to understand. Robot systems such as assis-

tive robots, which work closely with humans, however, should be trusted. Physical

human-robot interaction comes with safety risks, and therefore humans become anx-

ious when they do not understand them. It is difficult for humans to cooperate with

or rely on such robots to support human actions. When a person is carrying out a

task that involves cooperation with other people, the task cannot be completed well

if they cannot communicate with each other. Communicating is much more diffi-

cult in human-robot interactions than in human-human interaction. Humans become

anxious if they cannot understand the actions of robots. People feel uncomfortable

consigning health care tasks to robots that are perceived as unpredictable. Learning-

based robots that interact with humans need to clearly present their safety-critical

actions, states, plans, and reasons for acting.

Some researchers focus on transparency of learning algorithms [89–92]. Studies on
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making AI transparent by representing the reasons for decisions [47, 93] can provide

some understanding of learning algorithms, however, these methods cannot make all

algorithms transparent for ordinary people. Hosseini et al. made original modeling

language to achieve transparency for information systems [94]. Transparency of sys-

tem is often studied in the computer vision and AI fields, and autonomous robot also

should deal with this ethical issue.

If robots detect an anomaly, they usually stop their operations and alert users.

Such alerts are useful to draw attention to the anomaly, and are effective for letting

users know why robots have stopped operating. Representation of a robot’s actions or

plans is effective under both normal and abnormal operating conditions. If a robot has

many functions, humans are unable to understand the robot’s action and plan without

representation, even if the system does not include learning algorithms. Song et al. set

LED to represent robot state to the surrounded humans [48]. Novikova et al. study

representation of artificial emotions in human-robot interaction [95]. Teaching robots

also enables users to learn which actions are required of them [96]. If robot systems

include learning algorithms, the system is more opaque for humans. Representation of

recognition or estimation results, as well as asking humans for confirmation, facilitate

the robot’s tasks [97]. Confirmation of tasks which are ordered by humans can reduce

the number of mistakes [98,99].

Adopting robots that use learning algorithms raises additional problems. It is dif-

ficult to investigate and fix system failures in systems with “black boxes”. It is also

difficult to decide who is responsible in such cases. Complicated autonomous systems

should also clarify the boundaries of responsibility. Learning-based robot systems

should therefore be designed based on ethical principles. Ethical design has been
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Figure 1.50: Evidence for Answers [47].

Figure 1.51: LED Light Gaze of Robot
[48].

discussed in various fields such as telehealth [100] and the Internet of Things (IoT)

[101]. The IEEE Global Initiative on Ethics of Autonomous and Intelligent Systems

has published Ethically Aligned Design, First Edition [102], which discusses gen-

eral principles for autonomous and intelligent systems, including human rights, data

agency, transparency, and accountability. Ethically aligned design for autonomous

and intelligent systems has been discussed elsewhere [103], and its importance for

assistive robots is also suggested [104].

1.3 Objectives

Systems in real environment is required to reduce costs, however, robot systems are

also required to be high functional. User state estimation is important for care robots,

however, accurate estimation requires a lot of expensive sensors. To obtain informa-

tion from less sensor than required makes robots affordable. Autonomous robots

should be transparent for humans from the perspective of usability and ease of mind.

Autonomous robots raise another problem that it is difficult to investigate and fix
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system failures in systems with black boxes. Hence care robots should achieve ac-

countability for various types of people who relate to the robot.

There are some researches focusing on state estimation using a small number

of sensors or transparency of robots. However, the researches focused on specific

situations for specific robots, aiming to improve system efficiency. It is important

to consider system affordability and accountability at design step. It is not effective

simply reducing sensors to cut cost. It should be designed by considering how selecting

and placing sensors influence robot functions. Various types of people including the

user and engineers relate to a robot by each reason. Those people who relate to

system are called stakeholders and how to achieve accountability differs for each

stakeholder. We should design as the whole system including how to relate as well

as hardware and software. In the fields of medical technology, the importance of

needs finding considering use cases and stakeholders is pointed [105]. The design

procedure including repetition of inventing and screening is discussed. However, it

is not concrete method, and detailed methods of sensor choosing and consideration

of use cases and stakeholders are not well discussed. Therefore we propose a new

general design method for affordable and accountable robots.

The general objective goal of this research is to propose a system design method

considering affordability and accountability for care robots which provide physical

support based on user state estimation. Specific objectives are as follows:

• Construct a user state estimation method by using a small number of sensors.

• Evaluate measurements set and determine the appropriate selecting and placing

sensors.

• Develop a physically assistive robot with user state estimation function.
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• Propose a method to achieve transparency for embodied AI.

• Propose a new concept that accurate human state estimations are not neces-

sary for robots and that appropriate guidance make robots useful even if the

estimation is not strictly accurate.

• Evaluate the system which is developed according to the proposed design.

1.4 Outline

This dissertation is organized in 8 chapters as follows:

In chapter 2, we propose the concept of system design for affordable and account-

able care robots focusing on physically assistive robot with user state estimation.

In chapter 3, we propose CoG candidate calculation method by using a small

number of sensors. We classify patterns of selecting and placing sensors and evalu-

ate the range of CoG candidates. Through experiment we confirmed that the CoG

candidates range can be narrow enough. The appropriate measurements set is also

determined.

In chapter 4, we propose a user state estimation method using the CoG candi-

dates. In this chapter the new calculation method of CoG candidates is proposed and

evaluated. The proposed state estimation method which uses SVM is proposed and

evaluated by experiments.

In chapter 5, detailed design architecture for accountable robot is explained. Con-

tribution to transparency of embodied AI is also explained in this chapter.

In chapter 6, we introduce verbal guidance to sit-to-stand support system to vali-

date the effectiveness of robot’s accountability. We confirm that appropriate guidance
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make robots useful even if the estimation is not strictly accurate.

In chapter 7, the physically assistive robot developed according to the proposed

design is validated by experiment focusing on its accountability of interface. Sev-

eral experiments are conducted for simulating a situation for each stakeholder. The

experiments validate the system usability and accountability.

Chapter 8 concludes this dissertation with a general discussion about the pro-

posed design, state estimation method, and developed system. Future works are also

presented based on the conclusions. The dissertation outline is shown in Figure 1.52.
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Figure 1.52: Outline of the Dissertation.
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Chapter 2

Affordable and Accountable

System Design Architecture

2.1 Introduction

Affordability and accountability are required to use robot in real environment, es-

pecially in the case of care robots which interact physically with humans. Systems

utilizing a lot of expensive and sophisticated sensors are difficult to use in general

households or institutions. And there are also privacy problems for using a lot of

sensors. Therefore, systems should decrease sensors while keeping high functionality

at the same time. To realize it, the method is required to obtain information from

small number of sensors.

Robot systems which work closely with humans should achieve accountability. It

is difficult for humans to understand the actions, plans, and behavior of autonomous

robots and the reasons behind them, particularly when the robots include learning

algorithms. Physical human-robot interaction comes with safety risks, and therefore
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humans become anxious when they do not understand them.

In this dissertation, we propose a new design architecture care robot systems

which include physical human-robot interaction. Following sections explain the design

architecture focusing on affordability and accountability, respectively.

2.2 Affordable System Design

Care robots are required to provide better support with their mechanical strength and

sensing technology. Compensating for lack of power of elderly is effective, however,

there is a safety risk if the robot do not figure out user situation. Therefore user state

estimation is important for care robots. User state estimation should be accurate

to reduce safety risks, however, it is difficult to realize strictly accurate estimation.

More accurate estimation required more expensive and more huge number of sensors.

However, systems utilizing a lot of expensive and sophisticated sensors are difficult

to use in general households or facilities. And there are also privacy problems for

using a lot of sensors. Therefore, systems should decrease sensors while keeping high

functionality at the same time.

Affordable robots have been studied for several use including education [106],

treatment intervention [107], robot hand [108]. Underactuated robot hand is a famous

way to achieve affordability [108,109]. Elderly care is one of the most familiar use of

robots for general people, therefore various affordable care robots are studied [110].

Passive robotics has advantages on affordability as well as safety and simplicity of

control [21,46,52]. Robot suit HAL is focused for assisting bathing care [111]. Bathing

care by using fixed equipments requires rebuilding, hence robot suit has advantage.

Care-O-bot has few human-like features including an arm, since unnecessary human-
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like robot become expensive [112]. Mayer et al. developed a care robot named

HOBBIT considering affordability [113, 114]. For map building and self-localization,

it uses a depth camera instead of 2D laser range finder since laser range finders are

expensive.

It is important to reduce cost focusing on influence for robot function. Robot parts

for unnecessary function are cause of expensiveness, moreover, we cannot reduce them

if the robot cannot perform required function without them. Hence state estimation

by using small number of sensors is important.

CoG is useful to estimate human state, hence there are several method to measure

or estimate CoG position. Motion capture system is famous system to measure human

state, and CoG position can also be measured by using it. However, motion capture

system is very expensive and usable place is limited. Therefore several method to

measure CoG position is studied. Human link model is a way to consider a human

body as a simplified model, and human CoG position can be calculated using the

link model as shown in Figure 2.1. Hirata et al. adopted LRFs on RT Walker to

calculate human link model [46], and Huang et al. use wearable 5 IMUs [25] as shown

in Figure 1.48 and Figure 1.49, respectively. Although a LRF is expensive, it can

be replaced with several inexpensive distance sensors. These methods are effective,

however, accurate CoG position calculation still requires a lot of sensors. And these

methods do not consider sensor selection and placement design, hence it is difficult

to be applied to other systems.

Accurate CoG position calculation requires a lot of sensors, however, if there

are less sensors than required to calculate the link model, we cannot determine the

position of CoG uniquely. Then we focused on the range of value of link model’s
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CoG of Each Links CoG of Human

Figure 2.1: CoG Calculation Using Human
Link Model

CoG Candidates

Figure 2.2: CoG Candidates

unknown parameters. And we propose the CoG candidate calculation method using

the range of value of unknown parameters. If the ranges of CoG candidates become

narrow enough as shown in Figure 2.2, we can estimate user state. By selecting

and placing sensors, the CoG candidates ranges can be reduced. If we can find the

appropriate combination of sensors to reduce the ranges of CoG candidates, this

knowledge can be used not only for real-time estimation of user state but also for

determining where and which sensors to set when designing robots. The detail method

is explained in chapter 3.

2.3 Accountable System Design

An aging population increases the demand for support systems, and various robotic

systems have been developed to meet this demand. Robotic support systems are ex-

pected to not only become alternatives to human caregivers, but also to provide better

support, owing to features including mechanical strength, estimation algorithms, and

AI technology.
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It is possible to comfortably use home electronics or machines without knowing

the internal processes of the systems. These machines have limited operations and

are controlled by humans. The machines function by following simple conditional

decision-making logic, which humans can easily understand. Learning-based systems

that include character recognition and recommendation systems also do not require

transparency in the sight of trustworthy since there is no safety risk. There are

some machines which are not transparent for humans and have safety risks, including

vehicles and airplanes. They are generally developed following a kind of system design

methods. Such methods mainly focus on performance and safety. The operation

interfaces are well designed to decrease mistakes. However, such design methods

do not focus on ease of mind. Drivers can control those systems, thus they do not

become anxious. Those systems are not transparent for the passengers. They trust

the systems since the systems have a good record in safety. And most important

point is that such systems do not interact with humans.

AI systems, including autonomous robots that use learning algorithms, however,

are difficult for humans to use because they are difficult to understand. Physical

human-robot interaction comes with safety risks, and therefore humans become anx-

ious when they do not understand them. It is difficult for humans to cooperate with

or rely on such robots to support human actions. When a person is carrying out a

task that involves cooperation with other people, the task cannot be completed well

if they cannot communicate with each other. Communicating is much more diffi-

cult in human-robot interactions than in human-human interaction. Humans become

anxious if they cannot understand the actions of robots. People feel uncomfortable

consigning health care tasks to robots that are perceived as unpredictable. Learning-
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based robots that interact with humans need to clearly present their safety-critical

actions, states, plans, and reasons for acting.

Adopting robots that use learning algorithms raises additional problems. It is

difficult to investigate and fix system failures in systems with “black boxes.” It is

also difficult to decide who is responsible in such cases.

Manual brake is a frequently used method to achieve reliability and accountability.

Humans can control and stop autonomous machines by using manual brakes when

there are safety risks. It can make user feel at ease, and distribution of responsibility

become clearer in the case of general machines. In the case of autonomous robots,

however, if humans do not understand system, they cannot determine anomaly and

cannot feel at ease even if the system works normally. Anxiety and user-unfriendliness

of autonomous robot come from lack of knowledge of the robot. Hence transparency

is important for accountability of robots.

Knowledge representation is adopted to make systems transparent. If robots de-

tect an anomaly, they usually stop their operations and alert users. Such alerts are

useful to draw attention to the anomaly, and are effective for letting users know why

robots have stopped operating. Representation of a robot’s actions or plans is ef-

fective under both normal and abnormal operating conditions. If a robot has many

functions, humans are unable to understand the robot’s action and plan without rep-

resentation, even if the system does not include learning algorithms. Displaying the

robot’s plan helps humans understand the robot’s future actions [115]. Sound is one

effective means of knowledge representation [116] and simple LED lights can also rep-

resent the robot’s state [48]. These methods are considered useful for learning-based

robot systems.
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The ability of robots to correctly recognize visual and auditory inputs is not always

reliable. Some studies in the computer vision field have addressed the reasoning

behind learning-based classifications [47,93]. For robots, both the input-classification

relationship as well as the relationship between the classification result and the robot’s

action are important. Representation of recognition or estimation results, as well as

asking humans for confirmation, facilitate the robot’s tasks [97]. Confirmation of

tasks which are ordered by humans can reduce the number of mistakes [98,99].

When robots interact with humans, both the robot and the user actions are im-

portant. If human and robot are cooperating on a task, the robot will work more

effectively if there is an understanding of what the human should do. Teaching robots

also enables users to learn which actions are required of them [96]. Some researchers

also study representation of artificial emotions in human-robot interaction [95].

These studies show that real-time knowledge representation is effective for us-

ing robot-based systems, as humans can understand and predict robots’ actions via

knowledge representations. Describing the systems in this way has advantages for

designing and investigating the systems. Some researchers create original modeling

languages to describe their specific systems [94,117].

Some studies evaluated the construction of accountable robot systems by making

their systems transparent; however, almost all studies have focused on the stakehold-

ers for their specific systems. Systems design should follow some sort of guideline.

Transparency of learning-based robot system is less frequently discussed, although

AI transparency has been discussed in the computer vision and machine learning

fields. For physical systems such as robots with AI, the surrounding AI transparency

poses other issues as well as those related to the learning algorithm. However, the

33



Chapter 2: Affordable and Accountable System Design Architecture

Describing Whole System

Embodied AI Transparency

Stakeholder

Information Interface

Relationships

List of System Information

Investigation Interface

User Interface

Figure 2.3: Accountable System Design Concept

general design architecture for assistive AI robot systems has not been widely dis-

cussed.

This paper proposes a design architecture to achieve accountability for learning-

based support robot systems. First, the entire system should be described, then

the described system should be transcribed for each stakeholder based on several

principles to effectively achieve accountability as shown in Figure 2.3. Because each

stakeholder requires different information, the entire system should be described to

clarify the internal information of robot systems. In this study, we adopt the Systems

Modeling Language (SysML) to describe the entire system; the language was created

to describe systems and is popular in the systems engineering field.

Describing the system as a whole also contributes to AI transparency. It is dif-

ficult to achieve transparency in machine learning or deep learning algorithms and

models. However, general systems consist of more than learning algorithms used for

recognition or estimation in robot systems. Thus, the input-estimation relationship

is opaque for humans. By contrast, the relationship between the decided action of
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the robot and the output of the actuators can be transparent because learning is not

used for this function. The relationship between the estimated information and the

action of the robot, which is the main interest of robot system stakeholders, can also

be described. AI robot systems can be made transparent by describing the systems,

even if the learning algorithms are opaque.

Relationships between stakeholders, information, and interfaces are important for

providing required information to each stakeholder in the most appropriate form. Sys-

tems should represent all information, but because humans are unable to understand

so much information at once, information should be represented in an appropriate

way depending on the stakeholder, case, time, and other relevant factors. We con-

sidered system use cases as examples of stakeholder-information relationships. The

professional ability of stakeholders should be considered as stakeholder-interface rela-

tionships, while information-interface relationships should be considered by examin-

ing the features of the information. This paper summarizes these relationships. The

detailed accountable system design is explained in chapter 5.

2.4 Conclusions

This chapter proposed concept of affordable and accountable design architecture.

Robot systems should achieve affordability and accountability especially in the case

that the systems include learning algorithms and interact with humans physically.

For use in real environment, affordability and accountability should be considered in

the design step. Following chapters explain the detail and examples of the proposed

design and validate them.
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Chapter 3

CoG Candidate Calculation

3.1 Introduction

Various assistive machines have been developed to prevent falling accidents of the

elderly. In order to achieve advanced support using robot technology, it is important

to acquire data or real-time state estimation of user’s various motions. However, a

lot of expensive and sophisticated sensors utilized to estimate user’s state accurately

are difficult to use in general households or institutions. In this article, we propose

a method to estimate the user’s state utilizing a few inexpensive and simple sensors.

We focused on CoG (Center of Gravity) to estimate user’s state, but when utilizing

less sensors than required to calculate the human link model parameters, the posi-

tion of CoG is underspecified. Then we considered the range of value of unknown

parameters to calculate candidates of CoG. The range of CoG candidates can become

narrow enough to estimate human state in real-time by properly selecting and plac-

ing the sensors. Therefore, the evaluation of CoG candidates allows us to determine

where and which sensors to set when designing assistive robots. We firstly selected
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some sensors which can be generally found on assistive machines, and we created sets

of measurements using the number of unknown parameters. From the result of the

experiment using a motion capture system, we confirmed that the range of the candi-

dates was considerably narrow when using some of the created measurement sets. We

validated the proposed method to estimate user’s CoG candidates by actually placing

the sensors according to the designed measurement sets and confirmed that the CoG

candidates corresponded to those obtained using the motion capture system.

3.2 Method to Estimate CoG Candidates Using

Link Model

In this section, we explain the method to estimate the state of people who use assistive

robots by using reduced quantities of sensors. Firstly, we consider the human link

model in section 3.2.1. By setting sensors on the system, position of user’s CoG can

be calculated. However, if there are less sensors than required to calculate the human

link model, we can’t determine the position of CoG uniquely. Then we consider actual

support robots and sensors which can be used, and estimate CoG candidates using

human link model by considering the range of unknown parameters.

3.2.1 Planar Link Model and CoG Calculation

When humans perform motions which are common in daily life such as sitting, stand-

ing, or walking, they move largely in the sagittal plane. Therefore, we focused on the

sagittal plane link model of the human. The human body can be modeled using a

planar 6-link model as shown in Figure 3.1. We assume that the length of links are
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Figure 3.1: Human Link Model
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Figure 3.2: CoG of a Link

known because their body height or limbs length can be measured before using the

assistive robot at general household, institutions or when doing experiments for data

acquisition. Then, the number of degrees of freedom of the link model becomes 6. If

the positions of all links can be determined, the CoG of all links can be calculated by

using equation 3.1 as shown in Figure 3.2.

(yi, zi) = (yid + (yip − yid)ri, zid + (zip − zid)ri) (3.1)

Then we can calculate CoG position by mass ratio [118], [119] of links as shown in

Figure 3.3. The position of human CoG is given as follows;

(yCoG, zCoG) = (Σmiyi,Σmizi) (3.2)

where (yi, zi) and mi is CoG position and mass ratio of link i, respectively.
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Figure 3.3: CoG of Human Body
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Figure 3.4: Measurement Sets

3.2.2 Unknown Parameters of Link Model

When we use less sensors than required to calculate the link model, some parameters

remain unknown and CoG position can’t be determined uniquely. Therefore, we

consider the degrees of freedom and the unknown parameters of the link model. The

quantity of unknown parameters can be expressed by mobility of linkage which is

known as Kutzbach and Grübler’s criterion [120] as shown in Figure 3.5;

M = 3(N − 1− j) + Σj
i=1fi (3.3)

where M is mobility, N is the summation of fixed links and moving links, N = n+ 1

where n is quantity of moving links, j is the joint number, fj is the number of degrees

of freedom of joint number j, j = n when loop is open, and j = n + 1 when loop

is closed. Assuming that the position of some joints can be measured, then the

link model can be regarded as a combination of closed loops and open loops. The
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Figure 3.5: 3 + 1 Link Closed Chain.

A B C D

Figure 3.6: Measurement Sets (CoG Can
Be Calculated.)

loops contain fixed links, and the ends of fixed links are measured joints. Then the

quantity of link model’s unknown parameters will be equal to the mobility. Assuming

that human information other than position of joint can be measured, then unknown

parameters of the link model will decrease from the mobility. Defining D as such

decreasing value, the unknown parameters of the link model are given as follows;

X = M −D (3.4)

whereX is the number of unknown parameters of the link model. If there is less sensor

information than required to calculate link model, X becomes greater than zero, and

the CoG’s position can’t be determined uniquely. Then we classify measurement sets

using the number of X as shown in Figure 3.4. We will explain the details in the

following section.

3.2.3 Support Systems and Usable Sensors

The types and placing positions of the sensors depend on the support system. In this

section, we assume sensors which can be set on actual assistive machines, and classify

sets of measurements using unknown parameters.
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Table 3.1: List of Sensor and User Information

Sensor Place User Information
Touch Sensor Gripper Position of Wrist Joint

Armrest Position of Elbow Joint
Distance Sensor User Side of Position of Ankle Joint

Robot’s Under Portion
User Side of Position of

Robot’s Upper Portion One Point of Body Link
Attitude Sensor User’s body Inclination of Body Link

User’s Forearm Inclination of Forearm Link

There are two types of typical assistive machine which support sitting, standing,

or walking. One is pushcart type, and the other is armrest type. In the following

part of this section, we select sensors which can be set on these two types of assistive

machines to measure user’s information. Sensors are selected considering price and

its effectiveness for human link model. Positions of joints are more valuable than

ones of points of links. However, not all joint positions are easy to measure by using

inexpensive sensors which can be introduced to a care robot.

By using touch sensors, such as capacitance pressure sensors set on the gripper or

armrest, we can detect whether the user touches it or not, so the position of the wrist

joint can be estimated on pushcart type systems, while wrist and elbow joint can

be estimated on the armrest type systems. By setting distance sensors such as PSD

sensor or ultrasonic sensors, the position of ankle joints and one point of body link

can be measured. Assuming that an attitude sensor such as wearable sensor or that

of smartphone or smartwatch can be used, the inclination of the body or forearm link

can be measured. TABLE 3.1 is the list of user’s information that can be measured

according to the assumptions above.

We classify the measurements sets using the number of unknown parameters X.
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For example, setting touch sensors on gripper and armrest of armrest type systems,

and distance sensors on top and bottom of its user’s side, we can measure position

of wrist, elbow, ankle joint and one point of body link, then the number of unknown

parameters is given as X = 1 from (equation 3.4) shown in Figure 3.4 as 1a. If we can

get additional information of the other joint, such as position or rotation angle, we

can calculate the link model. The measurements sets which have two or one unknown

parameters are shown in Figure 3.4. The measurements sets which have no unknown

parameters are shown in Figure 3.6. Red points of Figure 3.4 are positions of the

point which are measured. Red lines and red dash lines mean the position and the

angle of the link is measured, respectively.

If there are too many unknown parameters, CoG candidates become too widespread.

Based on this, we chose the seven measuring sets shown in Figure 3.4.

As we described in section 3.2.2, if there are unknown parameters, we can’t cal-

culate CoG uniquely. However, by considering the range of value of unknown param-

eters, we can calculate CoG candidates.

For example, on pattern 1a of Figure 3.4, which is a measurement set in which

positions of wrist, elbow, ankle joint and one point of body link are measured. In

this pattern, position of forearm and foot link are identified, but the others are not.

By considering the rotation range of the elbow joint, we can calculate positions of

shoulder joint candidates as shown in Figure 3.7(a) because the length of upper arm

is known. Since the length of the body link is known, we can calculate the position

of each hip joint candidate which correspond to shoulder joint candidates from the

position of one point of body link. We focus on one candidate of shoulder joint

and calculate corresponding hip joint candidate as shown in Figure 3.7(b). Then the
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(a) All Candidates of Shoulder Joint (b) Corresponding Hip Joint
Candidate

(c) Corresponding Knee Joint
Candidate

(d) Corresponding CoG Candidate
(e) All CoG Candidates of Whole

Human Body

Figure 3.7: Calculation of CoG Candidates (1a)

Table 3.2: Range of Joints

Range of Joint (◦)
Joint Sitting and Standing Walking

Shoulder 80～190 90～180
Elbow -145～0 -145～0
Wrist -90～20 -90～0
Hip 0～135 0～60
Knee -110～0 -90～0
Ankle 80～120 30～150

position of corresponding knee joint candidate is calculated as shown in Figure 3.7(c).

Since the rotation range of hip, knee, and ankle joint, and length of thigh and shank

link are known, the position of the knee joint candidate which correspond to the

hip joint candidate can be determine uniquely. From these position of joints and

joint candidates, we can calculate positions of candidates of all links. Then, CoG

candidates of all links can be calculated, and corresponding CoG candidate position

of whole human body can be calculated from (equation 3.2) as shown in Figure 3.7(d).

We can calculate all CoG candidates positions by repeating the procedure above

shown in Figure 3.7(e).
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3.2.4 Measurement Sets and Candidates of CoG

The ranges of all joints’ rotation angles which are assumed to rotate in normal motion

such as sitting, standing, and walking are shown in TABLE 3.2. We determine them

from combination of literature-based data [121] and experimental data measured using

the motion capture system. To measure them, we used 8 Raptor-E Digital Camera,

made by Motion Analysis Corporation and dedicated software, Cortex.

3.3 CoG Candidates Estimation Using Motion Cap-

ture System

In this section, we estimate CoG candidates by using motion capture system assuming

the data are measured by simple sensors as described in section 3.2.3. We used the

same motion capture system as described in section 3.2.4.

We measured subject’s three type of motions; sitting, standing, and walking. The

subject conducted the three motions assuming the use of a kind of support system

such as walker. Then we calculated CoG candidates from selected data assuming

the measurement sets previously described. Estimated CoG candidates of stand-to-

sit motion are shown in Figure 3.8, Figure 3.9 as pink points. We calculated the

accurate CoG from all of the motion capture data, which is represented as a black

point in Figure 3.8, Figure 3.9. The green line is the trajectory of the accurate CoG.

We calculated the maximum error of CoG candidates against the accurate CoG.

Maximum values of the error among each motions are shown in Figure 3.10. Purple,

blue, green, orange, red, brown, and black lines are maximum error of CoG candidates

of the measurement sets named 1a, 1b, 1c, 2a, 2b, 2c, and 2d, respectively.
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Figure 3.8: CoG Candidates (Sitting, 1a)
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Figure 3.9: CoG Candidates (Sitting, 2b)

By evaluating them, we determined that the measurement set named 1a provides

the minimum average error. In cases where sensory data result in two unknown

parameters, the error of pattern 2b is in average the smallest.
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Figure 3.10: Maximum Error of Candidates

3.4 CoG Candidates Estimation Using a Few Sim-

ple Sensors

We developed a test model of the support system and we placed sensors presented in

section 3.2.3 on it. We implemented an armrest type support system so that we can
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use it as both pushcart type and armrest type. The height of armrest is set to be

1100 mm. We set a distance sensor and a Laser Range Finder on the support system

to measure the position of one point of body link and ankle joint, respectively. We

used a GP2Y0E03 distance sensor (Figure 3.11) made by SHARP CORPORATION,

which can measure from 4 to 50 cm, together with a UBG-04LX-F01 Laser Range

Finder (Figure 3.12) made by HOKUYO AUTOMATIC CO.,LTD, that can measure

up to 4,095 mm. In this experiment, we used a Laser Range Finder even though

it’s expensive. However, we consider that we can replace it with more inexpensive

sensors such as distance sensors. An Adafruit LSM9DS0 IMU (Figure 3.13) is set on

the epigastric fossa of the subject. We used the IMU to measure the inclination of

user’s body link. The IMU is around a few thousand yen, and it can be replaced by

wearable devices which are frequently used by general people including smartphone.

The specifications of these sensors are shown in TABLE 3.3–TABLE 3.5. Figure 3.14

shows the positions of sensors. We assumed that wrist joint is always on the gripper,

and elbow joint is on the armrest, on experiments where the assistive machine is

used as armrest type. By using these sensors, we can calculate CoG candidates of

measurement sets: 1a, 1b, 1c, 2a, 2b, and 2c. We measured the same sitting and

standing motion as the experiment on section 3.3 using the aforementioned sensors.

Motion capture system was also used for comparison. We used 6 Kestrel Digital

Cameras and dedicated software, Cortex, as motion capture system. Accurate CoG

was calculated by Visual 3D software using the motion capture data.

The result of the experiment is shown in Figure 3.15 - Figure 3.18. Red points of

Figure 3.15 - Figure 3.18 are positions of the point which are measured by the sensors.

Blue and pink points are CoG candidates estimated by using motion capture system
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Figure 3.11: PSD
(GP2Y0E03)

Figure 3.12: LRF (UBG-
04LX-F01)

Figure 3.13: IMU
(LSM9DS0)

Table 3.3: Specifications of Distance Sensor

Parameter Symbol Value Unit
Measuring Distance Range L 4–50 cm

Response Time Ts 40 ms
Price - <10 US$

Table 3.4: Specifications of Laser Range Finder

Parameter Value Unit
Detection Distance 60–4,095 mm

Resolution 1 mm
Scan Angle 240 deg

Angular Resolution 0.36 deg
Scan Time 28 ms/scan

Table 3.5: Specifications of IMU

Parameter Value Unit
Linear Acceleration Sensitivity 0.061–0.732 mg/LSB

Magnetic Sensitivity 0.08–0.48 mgauss/LSB
Angular Rate Sensitivity 8.75–70 mdps/digit

and a few simple sensors, respectively. From these experimental results, we confirm

that we can estimate CoG candidates by using a few simple sensors, and the results

are similar as when using the motion capture with the proposed measurement sets.
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PSD

LRF

IMU

PSD

LRF

Figure 3.14: Position of Sensors

As shown in Figure 3.15 - Figure 3.18, the red points are not aligned to the black line

representing the link. We consider that these misalignments increase the difference in

CoG candidates estimated using the motion capture and the actual sensors. From the

results, we can observe that there are different distribution trends of CoG candidates,

depending on the state of the person (sitting, standing, and sit-to-stand transition).

Therefore, we consider that we can discriminate the human state and determine

falling from CoG candidates. We discuss the experimental results in section 3.5, and

quantitative evaluation will be done in the future.

3.5 Discussion

In this section, we discuss the results of the experiment presented in section 3.4. Time

variation of Maximum error of CoG candidates are shown in Figure 3.19. Purple,

blue, green, orange, red, and brown lines are maximum error of CoG candidates of

the measurement sets named 1a, 1b, 1c, 2a, 2b, and 2c, respectively. Blue, pink, and

green areas are the phases when user is standing, sitting, and the transition phase,
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Figure 3.15: CoG Candidates of Sitting (1a)
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Figure 3.16: CoG Candidates of Sitting (2b)

respectively.

When the user was fully sitting, the range of CoG candidates became large as

shown in Figure 3.15 - Figure 3.18, and the maximum error was also increased as

shown in Figure 3.19. In the sitting state, maximum errors were about 200 to 400
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Figure 3.17: CoG Candidates of Standing (1a)
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Figure 3.18: CoG Candidates of Standing (2b)

mm, which seems large. However, the user can be considered to be comparatively

safe when sitting, therefore we consider more important that the maximum errors

when standing are small. In the transition phase, the ranges of CoG candidates

were considerably narrow. Finally, in the standing position and close to standing
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Figure 3.19: Time Variation of Maximum Error of CoG Candidates

positions (ending of sit-to-stand, or start of stand-to-sit), we can appreciate that

CoG candidates errors are small. Especially, in the cases of 1a, 1c, and 2b, maximum

errors of CoG candidates are about 100 mm and it’s considered enough to estimate

human state.

Time variation of Maximum error of CoG candidates of y and z direction are shown

in Figure 3.20 and Figure 3.21. Maximum errors of y direction of 1a, 1c, and 2b

were smaller than 100 mm during most of the measurement time. This means that we

may be able to detect user’s falling forward or backward. As shown in Figure 3.20(b)

and Figure 3.21(b), maximum errors of z direction of 1a, 1c, and 2b were large when

the user was in the sitting position, but they were small when the user was almost

standing or standing. As we previously discussed the maximum error, these results

can be considered to be good enough to estimate human state or detect abnormal

states such as falling.

We also calculate area ratio and Hausdorff distance[122] to compare the CoG
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Figure 3.20: Time Variation of Maximum Error of CoG Candidates of Y and Z
Direction (Sitting)
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Figure 3.21: Time Variation of Maximum Error of CoG Candidates of Y and Z
Direction (Standing)

candidate of motion capture system and actual system. CoG candidates are calculated

as point cloud, then we consider 5[mm]× 5[mm] to calculate area of CoG candidates.

The more accurate CoG candidates are on actual system, the more close to 1 the
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sup inf d(x,y)
x∈X y∈Y

sup inf d(x,y)
y∈Y x∈X

X

Y

Figure 3.22: Hausdorff Distance

area ration become. By considering the CoG candidates as a set of points, Hausdorff

distance can be calculated. Hausdorff distance is the maximum value of the shortest

distance between each members of 2 sets as shown in Figure 3.22. Thus Hausdorff

distance can be calculated by using following equation:

dH(X,Y ) = max

{
sup
x∈X

inf
y∈Y

d(x, y), sup
y∈Y

inf
x∈X

d(x, y)

}
(3.5)

The more accurate CoG candidates are on actual system, the more close to 0 the

Hausdorff distance become. Figure 3.23 and Figure 3.24 show the calculated area

ratios and Hausdorff distances. From the results, we know that if the CoG candidates

is accurate on motion capture, the result cannot always be reproduced by using actual

system. Information of upper body link is not reliable comparing to other information.

By comparing the results of 1b and 2b, less unknown parameters don’t always

result in smaller error of CoG candidates. Therefore, we can confirm that sensor

selection is very important, and we can determine where and which sensors to place

in assistive robots from these considerations.
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Figure 3.23: Area Ratio and Hausdorff Distance (Sitting)

3.6 Conclusions

In this chapter, we proposed a method to estimate the assistive machine user’s CoG

candidates using a reduced amount of sensors. In order to calculate the CoG, we

used the human link model to represent the human body. Since we can’t calculate

the link model with unknown parameters, CoG can’t be determined uniquely. Then

we considered the unknown parameters’ ranges of value and calculate CoG candidates.

By using the mobility concept, we determined the number of unknown parameters.

We discussed and selected the sensors which are frequently used in support systems,

and created measurement sets labeled using the number of unknown parameters. We

conducted experiments using a motion capture system to examine the effectiveness of
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Figure 3.24: Area Ratio and Hausdorff Distance (Standing)

each group of measurements by comparing the CoG candidates’ range. The results of

experiments using a few simple sensors showed the validity of the proposed method.

We used a Laser Range Finder to measure the positions of ankle joints even though

the sensor is expensive, and it’s difficult to measure ankle joints accurately when the

user is walking. Therefore, we are currently searching for inexpensive sensors which

can measure ankle joints well even when the user is walking. The effects of sensors

accuracy on the CoG candidates should be analyzed as a future work.
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State Estimation

4.1 Introduction

Various support systems have been developed to support elderly people, and the

demand for indoor support system has increased. It is important to support not

only walking but also to support sit-to-stand and stand-to-sit motions. We develop

a support system for indoor use that depends on the user’s state such as sitting or

standing. Although it is useful for assistive devices to be able to select how to support

users based on sensor data, it is difficult to utilize many expensive and sophisticated

sensors for accurate estimation of the user’s state. In this study, we propose an

estimation method of the user’s state utilizing a few inexpensive and simple sensors.

Firstly, we propose the method to calculate the CoG candidates using a human link

model. The CoG candidates are then used to develop a state estimation method for

sit-to-stand motion; this motion consists of three contiguous states: sitting, rising,

and standing. A Support Vector Machine (SVM) is used to estimate the user state

and the methods were experimentally validated using the developed assistive robot.
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The experimental results show that the estimations are correct except in the vicinities

of state transitions. The average state transition time errors are 0.175 s and 0.145 s

for sit-to-rise and rise-to-stand, respectively. Since sit-to-stand motion is contiguous,

the user’s state is ambiguous and can be both states at the boundaries. Therefore,

the accuracy of the state estimation is reasonable.

4.2 Development of the Support System

We developed an assistive robot in [123]. The robot is shown in Figure 4.1. The robot

was designed based on the general activities of daily living such as sit-to-stand motion.

The specifications of the robot are shown in TABLE 4.1. The robot is designed to

be able to pass a typical toilet door of general households in Japan. Supporting

sit-to-stand and stand-to-sit motion is important especially for indoor support. In

the context of safety, supporting not only hands but also elbows is effective during

walking, and especially sit-to-stand motion. Therefore, the developed robot is armrest

type, and the armrest can move up-and-down by a linear actuator. It can support the

user’s sit-to-stand motion by moving the armrest when the user leans on the armrest.

This armrest can lift a weight of 40 kg, and it’s enough to assist elderly people to

stand. From the simulation results of joints’ load, it is designed to be able to lift 75%

of the user’s upper body weight. The armrest can move lowest to highest about 4

s. It is suitable for elderly people to standing, and the speed of the linear actuator

is adjustable for each person. The way of support is designed on the basis of the

analyses of physical therapists’ sit-to-stand assist motions.

The measurements sets named 1a, 1b, and 2a can be used for the developed assis-

tive robot since the robot is armrest type. From the results of [124], the measurements
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Figure 4.1: Developed Assistive Robot
(Left: Lowest Armrest, Right: Highest
Armrest)

link 1

link 6

link 5link 4

link 3

link 2
z

y

Human Link Model

Assistive

Robot

Figure 4.2: Human Link Model and As-
sistive Robot with Coordinate Frame

set 1a is adopted because the CoG candidates range is narrow. It is expected that

the narrow CoG candidates are better for state estimation.

It is known whether the user’s wrists and elbows are on the grippers and armrests,

respectively, because the robot has touch sensors on these parts. The height of armrest

can determine from the displacement of the linear actuator. The wrist and elbow

positions are defined as the center of each joint. The positions are determined by

using the height of armrest and the thickness of the forearm link.

We set a GP2Y0E03 distance sensor made by SHARP CORPORATION on the

back of the armrest. The specifications of the sensor are shown in TABLE 3.3. The

armrest moves during sit-to-stand motion, and the sensor can measure the distance

between the body link and armrest. The position is determined by using the thickness

of the body link as same as the wrist and elbow joints. Thus, using only a few simple

sensors, all required data of measurements set 1a, except for the ankle joints positions,

was obtained. The ankle positions can be measured if we use expensive sensors such
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Table 4.1: Specifications of Developed Assistive Robot

Value Unit
Height 77 - 103 cm

Armrest Height 71 - 97 cm
Length 50 cm

Width of Armrest 46 cm
Width of Robot Body 54 cm
Armrest Moving Time 4 s

Armrest Weight Capacity 40 kg

as LRFs. However, it is too expensive and difficult to use in general households. We

now propose a new calculation method of the CoG candidates that does not need

ankles positions.

4.3 The CoG Candidates Calculation and State

Estimation

The new method to calculate the CoG candidates without using ankles positions is

presented here, along with the state estimation method using the CoG candidates.

Firstly, we propose the new CoG candidates calculation method using a small

number of sensors in section 4.3.1. The range of the ankle position is used to cal-

culate the groups of CoG candidates. We validate the method by the experiment in

section 4.3.2.

In section 4.3.3, we propose a method to estimate the user’s state using the CoG

candidates. We consider that the sit-to-stand motion consists of three contiguous

states; sitting, rising, and standing. If sitting and rising states can be discerned, the

height of the armrest can be controlled. The robot should not move during sitting

and rising for safety. However, when the user intends to walk, it should be able to
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move. We can control these if we can estimate the states of the sit-to-stand motion.

4.3.1 CoG Candidates Calculation Method Using the Ranges

of Ankles Positions

When people undergo sit-to-stand motion, the ankle positions don’t change since

their feet sustain their whole body weight. When using the developed robot, the

users’ arms sustain some weight because of the armrest. However, most of whole

body weight is also sustained by their feet.

We set the ranges of ankle positions as 0～−350 mm from the assistive robot.

The range is set by considering the relative position of a user and the assistive robot,

size of the assistive robot, and parameters of the human link model. Feet don’t move

from the ground during sit-to-stand motion, so the z-coordinate of ankle joint doesn’t

change during the motion. We set the origin on the ground just below the edge of

the assistive robot as shown in Figure 4.2, and the ankle range is represented as y =

0～−350 mm. We consider eight groups of ankle candidates as y = 0, −50, −100,

−150, −200, −250, −300, and −350 mm. Then we can calculate users’ data which

is represented in Figure 4.3 by using the assumption and the sensors noted above.

Black points are the measured points’ positions. Black lines mean that the positions

of the links are determined uniquely. Grey dash lines and circles are the candidate

positions of links and joints, respectively. Only three representative foot links are

shown in Figure 4.3 due to the visibility.

We can calculate eight groups of CoG candidates per frame from the data repre-

sented in Figure 4.3 by using measurements set 1a. Firstly, we focus on one ankle

joint candidate and then consider the range of elbow joint. The candidates of the
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Figure 4.3: Users’ Data Which Can Be Calculated by Using the Developed Assistive
Robot (Black Points: Position Measured Points, Black Lines: Position Determined
Links, and Grey Dash Circles: Candidate Positions of Joints, Grey Dash Lines: Rep-
resentative Candidate Links)

shoulder joint can be calculated as shown in Figure 4.4(a) since the length of the

upper arm link is known. Black dash lines and joints are the focused ones of the can-

didate links and joints, respectively. Since the body link’s length is also known, the

position of each hip joint candidate which corresponds to shoulder joint candidate.

We focus on one candidate set of shoulder and hip joint as shown Figure 4.4(b). The

corresponding knee joint candidate is calculated as shown in Figure 4.4(c). Candi-

date positions of all links can be calculated from the positions of joints, links, and

their candidates. Thus we can calculate the corresponding CoG candidate position

as shown in Figure 4.4(d). By repeating this procedure, all the candidates of CoG

position corresponding to the ankle candidate can be calculated as shown in Fig-

ure 4.4(e). Therefore, we can calculate eight groups of CoG candidates by repeating

the procedure above for all ankle candidates, as shown in Figure 4.4(f).
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(a) All Candidates of Shoulder Joint (b) Corresponding Hip Joint
Candidate

(c) Corresponding Knee Joint
Candidate

(d) CoG Candidates Corresponding
to the Focused Candidates Set

(e) All CoG Candidates
Corresponding to the Focused Ankle

Candidate

(f) All Groups of CoG Candidates
Corresponding to the Ankle

Candidates

Figure 4.4: Calculation Procedure of CoG Candidates

4.3.2 Validation Experiments of the Proposed CoG Candi-

dates Calculation Method

We conducted an experiment to validate the proposed CoG candidates calculation

method. Firstly, the participant is sitting on a chair with his forearms on the armrest

of the robot. When the participant finishes leaning his body, the armrest moves

up from lowest to highest. The participant raises his body according to the rise of

the armrest. Finally the participant stands. The robot doesn’t move except for the

armrest during the sit-to-stand motion for safety. We measured the user’s sit-to-

stand motion by using a motion capture system. The actual CoG position can be

calculated by adding the value of the unknown parameters of the measurement set

from the motion capture data. The CoG candidate can be compared with the actual

CoG. We used six Kestrel Digital Cameras and two Osprey Digital Cameras, made

by Motional Analysis Corporation. We used dedicated software, Cortex, for data
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processing.

The calculation results of CoG candidates are shown in Figure 4.5 - Figure 4.7.

In Figure 4.5, the calculated eight groups of CoG candidates are represented as pink

points. And the black lines represent the human link model measured by using the

motion capture system. The black rhombus point is the actual CoG. Figure 4.6

shows enlarged views of the CoG candidates. Each group of CoG candidates are

drawn with different color in Figure 4.6. Pink, cyan, green, red, brown, grey, blue,

and orange points represent the CoG candidates which are calculated by assuming

that the position of the ankle joints are 0, −50, −100, −150, −200, −250, −300,

−350 mm, respectively. Enlarged views of the parts of the CoG candidates are shown

in Figure 4.7. Large circles, triangles, and squares are the representative candidates

in the cases of 0, −200, and −350 mm, respectively. They are calculated by using

larger intervals of discrete values of the elbow joint’s rotation angle.

As shown in Figure 4.5–Figure 4.7, the CoG candidates are calculated; their accu-

racies are also similar to the previous work. We confirmed that the method is effective

for the calculation of CoG candidates when the positions of the ankles are unknown;

this is largely unchanged from the case using the ankle positions.

4.3.3 State Estimation Method

It is important to use the CoG candidates for state estimation since they have physical

significance. For example, we can estimate whether the user is likely to fall by the

location of the projected point of the CoG against the base of support; this is likely

to be implemented in various systems.

We focus on sit-to-stand motion, and consider that the motion consists of three
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Figure 4.5: 8 Groups of CoG Candidates with Human Link Model
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Figure 4.6: Enlarged Views of 8 Groups of CoG Candidates (Y-Coordinate of Ankle
Joint Is Assumed 0～−350 mm)

contiguous states; sitting, rising, and standing. The users of the assistive robot

basically conduct the sit-to-stand motion in the same way as described in section 4.3.2.

When the user is only sitting or leaning on the robot and the armrest is lowest, the
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user is sitting. When the armrest of the assistive robot is moving upward, the user

is rising. When the armrest is highest and user is leaning or straight, the user is

standing.

SVM is adopted to estimate the user’s state since it allows us to set features

manually. It can be trained for each user since the training time is not so long. We

set geometric features of the CoG candidates as the features of SVM, which are,

• Average value of y-coordinate of the CoG candidates

• Average value of z-coordinate of the CoG candidates

• Value of integral of the group of the CoG candidates

• Maximum value of y-coordinate of the CoG candidates

• Maximum value of z-coordinate of the CoG candidates

• Minimum value of y-coordinate of the CoG candidates
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Figure 4.8: Utilized Features on the State
Estimation

Figure 4.9: Pixels for Calcula-
tion of Integral Value of the CoG
Candidates

• Minimum value of z-coordinate of the CoG candidates

as shown in Figure 4.8. The values of integral are calculated by considering pixels

as shown in Figure 4.9. The size of one pixel is 5 × 5 mm2. The absolute value

of the integral means little since the group of CoG candidates draw a curve line

with no thickness. However, the relative value of the integral which is calculated

using same definition is effective for comparing the size of each group of the CoG

candidates. Therefore, the integral value of the CoG candidates group can be used

for state estimation as one of the features of SVM. The position and the form of the

group of the CoG candidates can be figured out from the features described above.

Normalized values of features are inputted to SVM. The RBF kernel is used for SVM.

We confirmed that the all features are significant on the classification.

As we described in section 4.3.1, eight groups of CoG candidates can be calculated

per frame. Thus, eight estimated states were obtained per frame. If the all estimates

are the same in a frame, the estimate of the frame is the same. However, if estimates
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(a) Sitting (b) Rising (c) Standing

Figure 4.10: Sit-to-Stand Motion (Participant B)

are different in a frame, the majority is adopted. If more than one state is dominant,

we adopt one which is same as the previous frame.

4.4 State Estimation Experiments Using Simple

Sensors Which Are Set on the Assistive Ma-

chine

We conducted the experiments to validate the method which we described in sec-

tion 4.3. Twenty participants conducted sit-to-stand motions using the developed

assistive robot 11 times such as shown in Figure 4.10. They conducted the same sit-

to-stand motion as described in section 4.3.2. Firstly, the participants sat on a chair

and put their hands and elbows on the grippers and armrests of the assistive robot.

Then they conducted the sit-to-stand motion using the robot. The participants are

both genders, 21–31 years old, 164–189 cm tall, and weighing 52–97 kg. None had
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(b) Participant B

Figure 4.11: Time Variation of the Quantities of Groups Which Show Each State as
the Estimation Result

any physical disability. Informed consent was obtained from all participants before

the experiments.

We calculated the candidates of CoG based on the method described in sec-

tion 4.3.1. The length of each participant’s links were measured and used. The

thickness of bodies varied with different clothes. Since body thickness is not mea-

sured before each use, it is difficult to account for this value accurately. Therefore,

the thicknesses of body and forearm links of participant A are used for all partici-

pants. Training data comprised 10 data of the measured sit-to-stand motion for each

participant. The participants’ states of the other data were estimated based on the

method described in section 4.3.3. As SVM software, LIBSVM [125] is used. We shot

the videos of the experiments, and determined the actual participants’ states visually,

and compared the results of estimation.

Participants A and B’s time variations of the quantities of the groups which show

each state as the estimation result are shown in Figure 4.11. Blue, green, and red
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Figure 4.12: Time Variation of Estimated State (Participants A and B)

points are the quantities of the CoG candidates groups which show sitting, rising,

and standing as the estimation result, respectively. Blue, green, and pink areas are

the phases when user is sitting, rising, and standing, respectively. For example,

from 0 s to 4.4 s of participant A, the quantity of groups which show sitting as

the state estimation result is 8, with rising and standing are 0. It means that all

CoG candidates groups show the same state as the estimation result in the term. At

vicinities of state transition, some groups show the different state estimation results

such as at 8 s of participant A. By adopting majority, the estimated state become

more accurate than using only one CoG candidates group.

The participants’ time variations of the estimated state are shown in Figure 4.12,

and accuracies of the state estimations are shown in TABLE 4.2 and TABLE 4.3, re-

spectively. Purple points in Figure 4.12 are the estimated state. Purple point located

at the bottom, center, and top indicates that the estimated state is sitting, rising,

standing, respectively. The results indicate that the estimation is almost correct. The
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Table 4.2: State Estimation Accuracy (Participant A)

Quantities Estimated State
of Frames Sit Rise Stand

Actual Sit 42 0 0
State Rise 4 34 2

Stand 0 0 34

Table 4.3: State Estimation Accuracy (Participant B)

Quantities Estimated State
of Frames Sit Rise Stand

Actual Sit 44 0 0
State Rise 2 36 1

Stand 0 0 25

estimation errors occur only near the boundaries between states. In other words, the

errors indicate that the estimates of the transitions start either a little early or a little

late. TABLE 4.2 shows the quantities of the frames of the estimated states compared

to actual states of participant A. For example, the participant A’s rise was estimated

as sitting in 4 frames. Since each frame is 0.1 s, the error is 0.4 s. This error occurs

only at a state transition; thus, the result means that the state transition estimation

at sit-to-rise was delayed by 0.4 s.

Estimation errors of state transition time is shown in TABLE 4.4. The positive

numbers mean late errors of the transition time and negative ones mean early errors.

Since sit-to-stand motion is contiguous, the user’s state can appear to be simul-

taneously in two states near the boundary; the boundaries were visually determined.

We can assist users even if there is a little error of state transition time by adjusting

the timing. Thus it causes no problem if we estimate the transitions a little early

or late. From TABLE 4.4, we know that the state transition time errors are consid-

erably short. We confirmed that the proposed state estimation method is effective
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Table 4.4: State Transition Time Error

Participant State Transition Time Error (s)
Number Sit-to-Rise Rise-to-Stand

A +0.4 −0.2
B +0.2 −0.1
C ±0 −0.2
D +0.1 −0.2
E +0.2 −0.4
F +0.2 −0.2
G +0.2 −0.2
H +0.2 −0.1
I +0.3 +0.2
J +0.1 −0.2
K +0.1 −0.1
L +0.2 −0.1
M +0.1 −0.2
N +0.2 −0.1
O ±0 −0.2
P +0.2 −0.2
Q +0.3 −0.1
R +0.2 −0.1
S +0.1 −0.1
T +0.2 −0.1

Average +0.175 −0.145

when using the sensors, which are actually set on the assistive robot.

As shown in TABLE 4.4, almost all participants’ results have same trend. The

beginning of the rising, the armrest height, and user’s posture are little different from

sitting. By the end of rising, they are almost identical to standing. In the case of

the participant I, the state transition time error of rise-to-stand is late. It may be

caused by the difference of posture. The users often lean forward when rising and

stand straight after standing. So the timing of upper body movement may affect the

result.

Time variation of the estimated state of participants E and I are shown in Fig-
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Figure 4.13: Time Variation of Estimated State (Participants E and I)

ure 4.13. It shows that the state estimates are correct except in the vicinity of the

boundaries between states. All participants’ results have same trend, which means

that there are no failures except in the vicinity of the state transitions. In the case of

the participant E, time error of rise-to-stand state transition is a little large in con-

trast to the result of participant A. As described above, participant I’s state transition

time error of rise-to-stand is late, unlike the others’. It is likely that the posture of

this participant affected the result. The user’s state is ambiguous at the boundaries,

and the time error is short enough to allow compensation by adjusting the support

function of the robot.

From these results, it is clear that we can estimate the assistive robot users’ state

by using only a few simple sensors. The users’ states are estimated using only 10

training data, and no SVM hyperparameters such as regularization constant C are

optimized. It suggests that preparation is little enough for using the robot. This

method can be applied for anomaly detection and acquisition of useful data since the
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CoG position candidates can be obtained. This information can be used to select

the timing of support functions such as moving the armrest. The CoG is physically

meaningful and the relationship between the user’s CoG and the robot position is used

for the proposed state estimation method. Therefore, the method can be implemented

in other systems with few changes. In this study, the experiments were conducted

with young participants. Similar results are expected with elderly people who actually

need such assistive robots because there are no fundamental physical differences. We

plan to conduct these experiments with the cooperation of elderly people to validate

our method.

4.5 Conclusions

In this study, we present a developed assistive robot which can support a user’s

movements for indoor support, and we proposed an estimation method of the user’s

state from the CoG candidates by using a reduced number of sensors.

In order to assist a user with sit-to-stand motion, the assistive robot needed to be

able to sustain the user’s weight over a large area during sit-to-stand motion. The

development of an armrest type assistive robot followed, which can sustain some of

the user’s weight by the armrest; it can support sit-to-stand motion by moving the

armrest higher. The user’s state estimation is important to enable variation of the

support methods of the system. The armrest can move at the beginning of the motion

since the state estimation determines whether the user intends to stand; this decision

can be used to keep the robot’s wheels immobilized during sit-to-stand motion. We

equipped the robot with fewer sensors than required to calculate the CoG position.

Subsequently, we proposed the CoG candidates calculation method by considering
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the ranges of the unknown parameters of the human model. This was followed by

the proposed state estimation method by using the CoG candidates. Finally, we

experimentally validated the proposed method using a few simple sensors on the

robot.

Though the estimation results were analyzed offline, this estimation method can

be implemented in real-time without large changes. Although the learning time of

the SVM is a little long, it can be finished before using the assistive robot and thus

it causes no problem. The CoG candidates calculation is O(8N), and the estimation

time of SVM is less than 0.005 s. In this study, training data comprised 10 data of

the measured motion. We intend to explore necessary amount of data to reduce the

preparation before using and the user’s strain. Training data can be collected while

using the assitive robot. Therefore, by renewing the SVM training data while using,

the state estimation will be able to get better day by day.

Future work could involve implementation of the proposed method for other mo-

tions, such as stand-to-sit and walking. The method can also be applied to anomaly

detection. The CoG candidates can also be used to decide the timing of the changing

support function by detection of the user’s intent. By considering the relationship

between the CoG candidates and the actual CoG, it is expected that the CoG candi-

dates can become narrower, furthermore, the actual CoG position can be estimated.

Finally, we intend to conduct similar experiments with elderly people, who actually

need assistive robots.
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Chapter 5

Accountable System Design

5.1 Introduction

Although the development of robot-based support systems for elderly people has

become more popular, it is difficult for humans to understand the actions, plans, and

behavior of autonomous robots and the reasons behind them, particularly when the

robots include learning algorithms. Learning-based autonomous systems which are

called AI are treated as an inherently untrustworthy “black box,” because machine

learning or deep learning algorithms are difficult for humans to understand. Robot

systems such as assistive robots, which work closely with humans, however, should

be trusted.

Adopting robots that use learning algorithms raises additional problems. It is

difficult to investigate and fix system failures in systems with “black boxes.” It is

also difficult to decide who is responsible in such cases. Knowledge representation is

adopted to make systems transparent. Visualization and auditory display of knowl-

edge representation improves system interpretability. Appropriate interfaces make
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systems transparent and interpretable to achieve accountability. And accountable

systems can be trusted by humans, thus the user do not feel anxious and the system

is usable. However, almost all research is carried out for specific stakeholders of spe-

cific systems and there are generally several stakeholders for each system as shown

in Figure 5.1. In the case of a walking assistive system with sit-to-stand functional-

ity, a user uses the system, while caregivers or family members support the user in

using the system correctly and safely. Engineers should maintain the system, and if

problems arise, they need to investigate and repair it. If an accident occurs, acci-

dent investigators are responsible for the investigation. Although there are different

stakeholders according to the specific system properties, these people generally rep-

resent the stakeholders of support robot systems. Systems should therefore achieve

accountability for all stakeholders. However, most research in this field has focused on

particular systems and situations, and no general design architecture exists. Some re-

searchers have discussed ethical design of robot systems; however, almost all research

indicates general design principles or provides several examples. We therefore pro-

pose a new design architecture for accountable learning-based support robot systems.

Considering accountability in the design process will be important for realization of

accountable systems.

In this study, we propose a new design method, focused on accountability and

transparency, for learning-based robot systems. Describing the entire system is a

necessary first step, and transcribing the described system for each stakeholder based

on several principles is effective for achieving accountability. The method improves

transparency for systems, including learning algorithms. A standing assistive robot

is used as an example of the entire system to clarify which system parts require
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Figure 5.2: AI Robot System.

greater transparency. This study adopted the Systems Modeling Language (SysML)

to describe the system and the described system is used for the information repre-

sentation. Information should be represented considering the relationships between

stakeholders, information, and the system interface. Because of their complexity, it is

difficult for humans to understand the complete set of information available in robot

systems. Systems should therefore present only the information required, depending

on the situation. The stakeholder-interface relationship is also important because it is

more beneficial for professionals to view information relevant to their specialized field,

which would be difficult for others to understand. By contrast, the interface should

be intuitive for general users. Visualization and sound are very useful means of trans-

mitting information, with advantages and disadvantages for different circumstances.

These relationships are important for achieving accountability.

5.2 System Design Concept

This section explains the main concept of design architecture of support robot systems

to achieve accountability. We used a walking assistive robot with sit-to-stand function
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as an example. The robot has an armrest with a linear actuator for sit-to-stand

assist, and its wheels have attached motors for walking assistance. The robot can

estimate the user’s state by means of several sensors based on Support Vector Machine

(SVM), a machine learning algorithm. The design architecture can be used for other

autonomous robot systems that interact with humans, such as robot sports instructors

and communication AI robots.

Robot systems which include learning algorithms and interactions with humans

should achieve accountability. The actions and intentions of such systems tend to

be opaque for humans, making it difficult for humans to cooperate with such robots.

When the systems carry out an action, they should make stakeholders understand

what they are doing and why. Humans relate to such systems not only during use, but

also for maintenance, repair, investigation, and other functions. Therefore, describing

an entire system and transcribing it for all stakeholders is important for achieving

accountability.

System description is required to determine necessary information depending on

the stakeholder and situation. Machine learning algorithms are difficult for humans to

understand, thus robot systems with learning algorithms are also opaque. Our method

for describing the entire system can contribute to the transparency of learning-based

robot systems. The method is explained in detail in section 5.2.1.

System stakeholders include different types of people, such as users, caregivers,

and engineers. The information required varies according to the situations. Interfaces

should also be determined according to the stakeholder. It is important to appro-

priately transmit the required information. The concept of information ontology is

explained in section 5.2.2.
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5.2.1 AI Transparency

Systems that adopt types of learning algorithms, such as Random Forest, Support

Vector Machine (SVM), Logistic Regression, and Neural Network, are increasing.

Learning algorithms include “black box” components that are difficult for humans to

understand, and the opacity of learning algorithms makes the systems seem untrust-

worthy [126]. Some researchers focus on transparency of learning algorithms [89–92].

Studies on making AI transparent by representing the reasons for decisions [47,93] can

provide some understanding of learning algorithms, however, these methods cannot

make all algorithms transparent for ordinary people. Even though the AI included in

the system is opaque, systems should be transparent.

Systems usually use learning algorithms for some types of estimation, the results

of which are used for system decision making. For example, user state estimation of

a standing assistive robot can be realized with data from learning sensors. Effective

operation of the robot requires that assistance motion begins when the user is ready

to stand up. For state estimation, teaching data is collected and models are learned

before the robot is used. During use, the robot measures and collects user data such

as foot position and upper body angle using sensor input, as shown in Figure 5.2.

Sometimes the data is processed, and the learned model uses the raw or processed

data as input and classifies it as state estimation. The action determined by the

system depends on the estimation result, then the actuators provide an output to the

external environment. This system can be fully described separately from the learned

model itself.

Transparency of classification reasons is studied in the computer vision and AI

fields [47,93]. For the systems addressed in this research, input data and classification
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results are transparent and classification reasoning is unclear. For example, clinical

image recognition systems detect diagnostic signs based on deep learning, and report

to a doctor. Thus, humans can understand classification results and decision making,

while conducting the action remains the humans role. This type of research focuses

on algorithmic transparency, however there are various parts of learning-based robots

that are unclear, as shown in Figure 5.2. Learning-based systems are unclear for

estimation results, decision making, and robot action, which are the usual stakehold-

ers’ usual interests. Users generally need to know the robot’s current actions, action

plans, and decision making for efficient operations; the user’s required actions are

also important information. Engineers who investigate or maintain robot systems

should understand the internal processes of the systems for maintenance, investi-

gation, or repair. Sensor data and actuator output torques are also required. By

contrast, the relationship between input data and classification results, which is the

role of a learning algorithm, is not relevant for these tasks. By using the represen-

tation of classification reasons, the system will become more transparent, however,

we consider that representing the relationships between data, decisions, and actions

is more important. Representation can effectively improve systems interpretability;

therefore, we propose a method for describing robot systems that adopts machine or

deep learning.

5.2.2 Information Ontology

Describing the entire system is essential not only for AI transparency but also for

information ontology. Defining the internal processes of the system allows us to

know which parts of the system are not transparent, which enables us to determine
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what information should be represented. For example, if a problem occurs where an

actuator moves without the user’s intent, engineers and accident investigators will

want to investigate it. If there are no representations of internal process information,

investigators can only estimate based on the system outputs. Investigators would

then have to extract the required information from a large quantity of stored data,

much of which is unnecessary. Meanwhile, if the whole system is described, internal

processes and data relationships can be understood. The system can represent related

information such as decided actions, estimation results, and inputs.

To determine the best representation of information, we should consider relation-

ships between stakeholders, information, and interfaces. If the relationships between

stakeholders and information, known as use cases, are known, the system can repre-

sent information easily according to the situation.

Stakeholder-interface relationships are also important because specialized inter-

faces are useful and efficient. However, it is generally difficult for ordinary people to

use such specialized tools. It is therefore important to change interfaces according to

the stakeholder as shown in Figure 5.3. An intuitive interface should be provided for

general users, while specialized interfaces should be created according to professional

standards.

Systems should provide a variety of different types of information. For example,

the user state is spatial information, and does not change rapidly. By contrast,

the timing of the robot’s support is temporal information, and is not continuous but

event-driven. There are several media by which to transmit information such as vision

and sound. The medium should be selected according to the features of transmitted

information.
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All information can be extracted by describing the entire system. Interfaces rep-

resenting the required information for specialists are created based on professional

standards. By transcribing the interfaces into intuitive formats, an interface for gen-

eral users can be constructed.

5.3 Describing Whole System

This section explains a method for describing the entire system. AI transparency can

be achieved by describing the entire system; we can then determine which information

from the described system should be represented.

There are various ways to describe algorithms, processes, and systems. Flowcharts

are one of the most famous diagrams used for representing algorithms. They can rep-

resent not only processes but also conditional decisions. For describing state transi-

tions, a Finite State Machine is used and applied to several modeling languages. Each

of these have different advantages, and several modeling languages are composed by

applying these models.

For this study, we adopted the modeling language SysML [127] to describe sys-
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tem states, internal processes, and external interactions. SysML has several types of

diagrams for describing systems. Some diagrams are suitable for real-time represen-

tation, while others are useful for investigation. They can be selected depending on

the intended use.

SysML itself and the features of its diagrams are explained in section 5.3.1. The

uses and advantages of SysML diagrams are also explained, using an assistive robot as

an example. We then explain how to describe systems that include learning algorithms

by using SysML in section 5.3.2.

5.3.1 SysML

SysML is a modeling language, developed for systems engineering based on Unified

Modeling Language (UML). UML is useful in software engineering; however, systems

with hardware cannot be sufficiently described with UML. SysML was developed

to enable experts from different fields, such as programmers, designers, and electri-

cal engineers, to collaborate on system development. SysML consists of nine types

of diagrams: Requirement Diagrams, Activity Diagrams, Sequence Diagrams, State

Machine Diagrams, Use Case Diagrams, Block Definition Diagrams, Internal Block

Diagrams, Parametric Diagrams, and Package Diagrams. It is unnecessary to adopt

all the diagram types, and it is possible to make more than one diagram for each

diagram type.

State Machine Diagrams are for describing a system’s state based on a Finite

State Machine (FSM). By using the diagrams, the system’s state or behavior can be

described as shown in Figure 5.4. The example diagram is for a support robot which

can assist with standing, sitting, and walking. The robot has two basic states, in
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which wheels are fixed or free, and assists the user’s standing and sitting by moving

the armrests vertically. It is assumed unsafe if the wheels are fixed or the armrest

moves when the wheels are moving; thus, a state transition between the wheels fixed

state and the wheels free state can occur only when the wheels are stopped, as shown

in Figure 5.4. If the system estimates user states, surrounding people, or the envi-

ronment, they can also be described with State Machine Diagrams.

Activity, Sequence, and Internal Block Diagrams are useful for describing a sys-

tem’s internal processes, input-output relationships, and actions. Internal Block Di-

agrams can clearly describe input-output relationships and are especially useful in

cases where the system contains many parts. Activity Diagrams are good for de-

scribing internal processes included in some kinds of algorithms, such as learning

and estimation. They have advantages if there is some conditional branching. Inter-

nal processes of an example robot system are shown in Figure 5.5. The system has

anomaly detection and state estimation as shown in Figure 5.5(a). First, the robot

checks for anomalies using the sensor data. If no anomaly is detected, the robot clas-

sifies the user’s state, whether sitting, standing, or transitioning between them. The

next processes for each state are described in other diagrams; an example is shown

in Figure 5.5(b). This diagram shows the process when the user is in a transition

state. The robot is meant to be conducting a support action when the user’s state is

transitioning between sitting and standing. If no support is conducted when the user

is in a transition state, the system determines that an error has occurred, as shown

in Figure 5.5(b). If support is provided and the user is still in a transition state, then

the support is not yet complete and the robot continues to provide support. Sequence

Diagrams are most useful for describing a time sequence for internal or external sys-
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tems interaction, as shown in Figure 5.6. If the user is sitting and leaning forward,

the sensor data is sent to the computer embedded in the robot and the computer

estimates the user’s leaning from sensor data in the same way as the state estimation

described above. The robot’s computer then sends a command to the linear actuator

of the armrest and the robot’s wheels, and the armrest applies lifting force to the user

to assist with the sit-to-stand motion.

Defining stakeholders and their use cases is valuable for achieving accountability.

Use Case Diagrams make it possible to define the systems stakeholders and explain

the purpose of their relationship with the system as shown in Figure 5.7. The example

shows that the robot supports three activities for a user: sit-to-stand, stand-to-sit,

and walking. Engineers interact with the robot for maintenance and repair. By

using the Use Case Diagrams, the relationship between stakeholders and information,

which is necessary for representation of information, can be obtained, as explained in

section 5.4 in detail.

5.3.2 Describing Systems That Include Learning Algorithms

The process for a system that includes a learning algorithm is described in SysML

as shown in Figure 5.5. Sensor data is first used as input for anomaly detection, as

shown in Figure 5.5(a). Next, the raw sensor data are processed for state estimation

based on a machine learning algorithm. The next process is determined based on the

result of the state estimation. The process that occurs during user transition is shown

in Figure 5.5(b). It can be determined that the output action maintains support from

Figure 5.5(b). Although the relationship between the input data and estimated state

cannot be fully understood, we can know the decision making reason.
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By describing information required in various situations based on these figures,

stakeholders can more fully understand the robot’s actions and plans than they would

without representation. Stakeholders need to understand the robot’s actions and

reasons to use, maintain, and repair it. For example, users can understand the robot’s

actions from Figure 5.5(b). It is also clear that the robot decides the appropriate

action based on the estimated user state from Figure 5.5(a). A system that includes

a learning algorithm can therefore be described transparently enough for internal

processes to be understood in this way. Stakeholders can also investigate accumulated

data based on these figures, however, the figures themselves are difficult to understand

for non-engineer stakeholders, as other stakeholders rarely have SysML knowledge.

Appropriate interfaces are required for each stakeholder, as explained in section 5.4.

5.4 Representation of Information

This section explains the importance of a system’s accountability of the relationships

between stakeholders, information, and interfaces.

To achieve accountability, systems should provide the required information to

stakeholders. It is necessary to determine which stakeholders need which information.

This stakeholder-information relationship can be treated as a use case of the system,

which is explained in detail in section 5.4.1.

It is less than transparent if the provided information is difficult to understand.

Any existing standards for presentation of the information should be followed. People

who have professional knowledge can easily understand information written in spe-

cialized language, however, people who have no specialized knowledge cannot. This

stakeholder-interface relationship is discussed in section 5.4.2.
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It is also important to select a transfer method based on the features of the infor-

mation. For example, spatial information is easily expressed visually, while temporal

information can be expressed through sound. This information-interface relationship

is explained in section 5.4.3.

5.4.1 Use Case: Stakeholder-Information Relationship

Use cases mainly depend on the types and functions of the system. Developers of

systems invariably consider use cases of the systems, and SysML Use Case Diagrams

can inform their consideration and discussions. Developers tend to focus only on

use cases of users; however, there are other stakeholders for the systems. Almost all

systems have users, engineers, and accident investigators as stakeholders. For assistive

robots, stakeholders may include people such as caregivers, family, and certification

authorities.

Who interacts with the system and how they interact is integral to the question of

who needs which information; thus, use cases are important for information represen-

tation. For example, users often want to know about a system’s behavior, state, or

action and people become anxious if there is an autonomous robot doing something

incomprehensible. Users require understanding of current behaviors and actions, as

well as future plans, and they may want to know the reason for the system’s actions.

If there is a difference between the intended action of the user and that of the system,

people want to know the reason and a solution. Therefore, “what should I do” is one

of the most important pieces of information for systems that include interaction with

humans.

Engineers relate to systems for development as well as for maintenance and re-
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pair. They can conduct their work more efficiently if they understand the system.

To check whether a system is behaving normally, information about a system’s inter-

nal and external behaviors are required. This knowledge is also useful for accident

investigators.

5.4.2 Professional Standard: Stakeholder-Interface Relation-

ship

As described in section 5.3, SysML has been popular among engineers who are in-

volved in development. Engineers can easily understand systems by using SysML,

however, it is not easy for others; therefore electing the interface according to stake-

holders is therefore important.

If there are standards for required information, these should be followed. Acci-

dent investigation is governed by laws and there are standards for home electronics.

Laws for robots and AI systems are now being discussed, therefore we consider other

professional standards, such as engineering standards, in this paper. If standards for

accident investigation for robots is determined, we intend to adapt our interface to

the standard.

Generally, it should be assumed that users have no professional knowledge, and a

user interface should be intuitive and usable.

5.4.3 Media: Information-Interface Relationship

Humans receive information mainly through eyes and ears. Vision and sound are

therefore good options for information transfer media.

Each of these media has advantages and disadvantages. For example, visualization
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is useful for representing multiple or spatial information, however it is impossible to

transmit information by sight if the user’s focus is not where the information is being

presented. In this case, sound is a more effective means of information transfer.

These features have been discussed in the interface design and feedback in motor

learning fields [128–130]. Following these studies and considering the information that

needs to be represented, we summarize the features of vision and sound as follows:

• Vision

– Spatial Information

– Multi-Information

– Steady Information

• Sound

– Temporal Information

– Event-Driven Information

– Information Which Should Be Transmitted Even If Human Is Unnoticed

Selecting media based on the features of transmitted information is especially

effective for general users because it makes the interface more instinctive.

5.5 Conclusions

In this study, we proposed general design architecture for accountable learning-based

support robot systems. Robot systems, especially support robots that include AI and

p-HRI, should be able to account for their actions. Describing systems and represent-

ing the required information for all stakeholders can make the system transparent.
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It is difficult to make a learning algorithm transparent, although a system that

includes a learning algorithm can be explained. Robot systems usually adopt learn-

ing algorithms for recognition or estimation of some parameter. Input sensor data,

estimation results, decided action, and actuator output can all be explained, and thus

humans can understand the systems. SysML is adopted in this paper for describing

the robot system.

Information should be transmitted to each stakeholder in an appropriate way,

hence relationships between stakeholders, information, and interfaces are important.

Use cases show the required information, which varies according to stakeholders and

situations. SysML use case diagrams have particular advantages for this application.

Specific factors influence the stakeholder-interface relationship. An intuitive user

interface should be adopted for ordinary users, and appropriate interfaces will vary

based on the different features and uses of each type of information. The effectiveness

of the proposed design is validated by the experiments in chapter 6 and chapter 7.
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Chapter 6

Verbal Guidance

6.1 Introduction

In this chapter, we analyze and confirm the importance of accountability by exper-

iments. And we propose and validate the verbal guidance for physically assistive

robots. The verbal guidance focuses on interpretability to achieve accountability.

This chapter proposes a new concept that accurate human state estimations are not

necessary for robots and that appropriate guidance make robots useful even if the

estimation is not strictly accurate. If robots can convey the their actions and action

timings to users, the users can adjust their actions according to the robots. We assume

that the capability for users to adjust motion can realize the proposed concept.

In the nursing-care field, verbal communication is important, which is well known

as one of issues of “Humanitude” [131–133]. Hence, we also adopt a verbal knowl-

edge representation. Verbal guidance to encourage a user to stand up and countdown

timer representations are adopted. Initially, an experiment is conducted to validate

the usability of the system that acts according to considerably accurate estimations.
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The experimental results show that system without verbal guidance is not useful and

causes anxiety to humans, even if the human state is detected accurately. Further-

more, we determine the appropriate content and timing of verbal guidance based on

the results. Subsequently, we conduct an experiment to confirm that the proposed

method is applicable under imperfect estimations.

6.2 Verbal Guidance Concept

This section explains the main concept of knowledge representation. Even if robots

estimate the appropriate timing and perform actions, if the robots move without any

information, the system user may be caught unawares, and the system may be deemed

unfriendly. The users may feel useless if they do not know the actions of the robot or

if they cannot adjust the timing. Hence, we realize a system to ensure that the user

can understand the robot, user action, and its timing.

We focus on sit-to-stand support function of the robot system. We determine the

required information that is to be represented to user and the method of representing

this information.

6.2.1 Knowledge Representation

It is necessary to determine the content, timing, and medium of the information to be

represented. The system is simple as it has one function. The required information

are robot estimation, robot action, user action, and timing of these actions. We

assume that the users have been familiarized with the system simply by explanation,

prior to using it. The robot recognition result, content of robot action, and required

user action can be represented as a single sentence such as “let’s stand up.” The
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timing should be represented by sounds, such as a countdown of “3, 2, 1.”

Generally, in nursing-care, the caregivers speak to the care recipients. Communi-

cation is necessary before the caregiver touches or applies a force to the care recipients.

In addition, auditory information can be obtained even if we do not concentrate on

guiding, and sound is effective in representing timing. Hence, we select sound as the

medium of knowledge representation.

We should consider the timing of knowledge representation. The timing of infor-

mation representation can be determined according to the timing of the action. The

first experiment was performed to validate the effectiveness of verbal guidance under

accurate estimation. Furthermore, it can also determine the appropriate timing of

representation of verbal guidance, which is explained in the next section.

6.3 Validation Experiment of Verbal Guidance for

the System with Accurate Estimation

First, we validate the effectiveness of knowledge representation under an accurate

estimation. Subsequently, we compare groups of guidance methods to determine the

appropriate method of guiding.

The system estimates the user’s leaning and raises the armrest. Therefore, the

verbal guidance should be represented around the user’s leaning. We set the timing

of verbal guidance as follows:

• Sitting (Before Leaning)

• Beginning of Leaning
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Lean

Experimenter

Determine User Leaning

User Robot

Command to start guidance and support standing

Figure 6.1: Overview of the first experiment. The experimenter determines the user’s
leaning motion and sends a command to start the stand support function of the robot.

• End of Leaning

In this experiment, for realizing an almost accurate estimation, the leaning estimation

is conducted by a human. One of the authors determined the user’s state and sent a

command to the robot, as shown in Figure 6.1.

As explained in the previous section, the contents of verbal guidance are “let’s

stand up” and “3, 2, 1,” which are a representation of the action and timing, respec-

tively. By combining them, the contents patterns are as follows:

• Silence (Without Guidance)

• Only “let’s stand up”

• Only “3, 2, 1”

• Both “let’s stand up” and “3, 2, 1” Continuously
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(a) Sitting

Leaning

Start Rising

(b) Beginning of Leaning

Figure 6.2: Guidance and support procedure (pattern 2.) (a) User is sitting; (b)
armrest start uprising at beginning of leaning.

• Both “let’s stand up” and “3, 2, 1” Separately

As described above, there is more than one timing. Thus, the guidance can be

represented in two ways, i.e., continuously at the same timing and separately at

different timings.

To determine the appropriate guidance patterns, we consider all the guidance

patterns and compare them. The armrest starts to rise following the ending of the

last verbal guidance. Thus, there are three patterns for without guidance. Therefore,

a total of 15 guidance and support patterns can be obtained by all combinations of

the above mentioned timings and contents, as shown in TABLE 6.1.

Figure 6.2 and Figure 6.3 present the guidance and support procedure examples.

For pattern 2, the user is initially sitting, and there are no guidance and support

patterns, as shown in Figure 6.2 (a). When the user starts to lean, the robot starts

moving the armrest without guidance, as shown in Figure 6.2 (b). For pattern 14,

the verbal guidance “let’s stand up” starts when the user is sitting, as shown in

Figure 6.3 (a). The verbal guidance countdown “3, 2, 1” starts at the end of leaning;

subsequently, the armrest moves, as shown in Figure 6.3 (c) and (d).

Ten participants performed sit-to-stand motions by using the assistive robot. The
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Table 6.1: Guidance and support patterns.

Guidance and Support Timing
Sitting Beginning of Leaning End of Leaning

1 Armrest Rise
(Without Guidance)

2 Armrest Rise
(Without Guidance)

3 Armrest Rise
(Without Guidance)

4 “let’s stand up”
→ Armrest Rise

5 “let’s stand up”
→ Armrest Rise

6 “let’s stand up”
→ Armrest Rise

7 “3, 2, 1”
→ Armrest Rise

8 “3, 2, 1”
→ Armrest Rise

9 “3, 2, 1”
→ Armrest Rise

“let’s stand up”
10 → “3, 2, 1”

→ Armrest Rise
“let’s stand up”

11 → “3, 2, 1”
→ Armrest Rise

“let’s stand up”
12 → “3, 2, 1”

→ Armrest Rise
13 “let’s stand up” “3, 2, 1”

→ Armrest Rise
14 “let’s stand up” “3, 2, 1”

→ Armrest Rise
15 “let’s stand up” “3, 2, 1”

→ Armrest Rise

participants were of both genders, 22–24 years old, 164–175 cm tall, and weighed

50–63 kg. None of the participants had physical disabilities. Informed consent was

obtained from all participants prior to the experiments. The basic information of the
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let’s stand 
up

(a) Sitting

Leaning

(b) Beginning of Leaning

3, 2, 1

(c) End of Leaning (Verbal
Guidance)

Start Rising

(d) End of Leaning (Arm-
rest Rising)

Figure 6.3: Guidance and support procedure (pattern 14.) (a) Verbal guidance “let’s
stand up” when user is sitting; (b) beginning of leaning; (c) verbal guidance “3, 2, 1”
at end of leaning; (d) armrest start uprising after verbal guidance.

participants is listed in TABLE 6.2. “let’s stand up” and “3, 2, 1” are read out in

Japanese as the participants are all Japanese. The representation order is randomly

determined for each participant.

Table 6.2: Basic information of the participants.

Participant Gender Age Height [cm] Weight [kg]

A M 23 175 63
B M 22 165 52
C M 22 168 60
D M 24 167 57
E M 23 167 53
F M 23 167 56
G F 23 164 52
H M 24 174 50
I M 23 165 53
J M 24 174 60

The SUS [134] was used for evaluation, and participants wrote a brief comment

for each pattern. The result is presented in Figure 6.4. The blue bars represent

the SUS scores for each guidance pattern, and the error bars indicate the standard

deviations. As shown in Figure 6.4, patterns without verbal guidance are not useful.

Users require timing representation, and patterns with both guidance are the most
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Figure 6.4: SUS score for each guidance pattern. The blue lines are the average of SUS
scores for each guidance patterns. The black bars indicate the standard deviations.

useful.

From the brief comments, we confirm the same tendency as for the SUS results.

For the no guidance pattern, several participants felt that the system can be used if

a user prepares to stand up, whereas almost all participants felt anxious or thought

that users cannot prepare to stand up. The guidance “let’s stand up” is useful for

preparing the user to standing up; however, it is disadvantageous for understanding

the meaning. In the case of using only “let’s stand up”, users cannot understand the

timing appropriately. By contrast, “3, 2, 1” is useful for understanding the timing;

however, it is too short if it is the only guidance. If both guidance systems are used,

users can prepare for standing up as well as understand the timing. Even though

the guidance in this case is slightly longer, the advantage for easy understanding is
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considered to be significant for elderly care.

Based on the comments, we know that the users feel that the beginning and the

end of leaning is similar for verbal guidance. This tendency can be confirmed on the

SUS results, especially for the patterns that adopt both guidance systems (patterns

10–15). It is believed that this is because the leaning motion does not require a

significant amount of time. This indicates that the system can function even if the

guidance timing is not strictly accurate.

6.4 Experiment for Imperfect Estimation System

In this section, the experiments validated the proposed method with the actual sys-

tem that could estimate a user’s state almost accurately. We adopted an estimation

method that we previously proposed in [135]. A more accurate system can be de-

veloped using another estimation method for robot control, for example, admittance

control or impedance control. However, accurately detecting user state transition

is difficult even if such estimation method is adopted. Then, we validated that the

verbal guidance is effective for robot systems that is based on imperfect estimation.

From the SUS scores and participants comments obtained from the previous sec-

tion’s experiments, patterns 11, 12, 14, and 15 were adopted for the next experiments.

the previous experimental results showed that that people at the beginning and end

of the leaning motion feel the same for guidance timing. Thus, we unified them as

“leaning” and set two patterns as follows;

A. leaning: “let’s stand up” and “3, 2, 1”

B. sitting: “let’s stand up”, leaning: “3, 2, 1”
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An estimation method was implemented to the developed robot. Using a distance

sensor and pressure sensors on armrest, the participants’ CoM candidates can be

calculated as explained in [135], [124]. The robot system estimates the user state

from the two states; only sitting or sitting with the upper body leaning, using a

method which is proposed in [135]. The user state can be estimated using a support

vector machine (SVM).

An experiment is conducted to validate the estimations. Ten participants con-

ducted leaning and sit-to-stand motions using the assistive robot. The participants

were the same as used for the previous experiment. Informed consent was obtained

from all the participants before the experiments.

The learning start and end time and estimated state transition time are listed in

TABLE 6.3. As an example,participant J’s time variation of estimated state is shown

in Figure 6.5.

Table 6.3: State transition time.

Participant Actual Leaning SVM Estimated Actual Leaning
Start Time [s] Leaning End Time [s] End Time [s]

A 4.8 5.6 6.3
B 4.6 5.5 6.5
C 4.0 4.5 5.6
D 2.5 3.2 3.4
E 5.8 6.8 7.6
F 7.8 8.2 8.8
G 5.6 5.8 7.1
H 7.4 7.7 8.9
I 5.6 5.9 6.9
J 3.9 4.5 5.2

As shown in TABLE 6.3 and Figure 6.5, the system can estimate a user’s leaning

motion while they are leaning. The leaning motion is continuous and there is no

noticeable boundary between the two states; only sitting and sitting while leaning.
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Figure 6.5: Time variation of estimated state (participant J.) Background colors
represent the actual state. Blue: sitting; yellow: leaning; green: leaned. The purple
points indicate the estimated state.

Therefore, accurate detection of state transition timing is difficult. The system per-

formance should be validated to determine whether the estimation is enough for the

target function, i. e., user standing support. We considered that the performance can

be sufficient for supporting if there is knowledge representation. The user can adjust

the timing using the represented knowledge if the representation is appropriate.

For simulating the actual use, various types of chairs and a bed are adopted and

put on the experimental area as shown in Figure 6.6. The height of chairs and the

bed are as follows;

• Chair 1: 600 mm
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Bed

Chair 1
Chair 2

Chair 3
Chair 4

Chair 5

Start

Figure 6.6: Overview of the last experiment. Chairs and a bed are put on the exper-
imental area.

• Chair 2: 500 mm

• Chair 3: 460 mm

• Chair 4: 430 mm

• Chair 5: 400 mm

• Bed: 390 mm

The pictures of the chairs are shown in Figure 6.7. Chair 3 is the same chair as used

in the previous experiments.

The participants first stood up from a chair using the robot. Then, they walk

toward another chair, and sit with the help of the robot. They conducted the above

procedure for all chairs and the bed. The robot provided verbal guidance and support

when the user stood up. The user can sit with the armrest moving down. The

armrest moves down when the user turn on the switch. When the user is walking,
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(a) Chair 1 (b) Chair 2 (c) Chair 3 (d) Chair 4

(e) Chair 5 (f) Bed

Figure 6.7: Pictures of chairs and a bed. (a) Chair 1; (b) chair 2; (c) chair 3; (d)
chair 4; (e) chair 5; (f) bed.

the robot does not provide any assistance and it act as a non-robotic walker. The

order of guidance pattern and chairs were determined randomly for each participant.

The same participants that were used in the previous experiments were employed in

this experiment. Informed consent was obtained from all the participants before the

experiments. The experimental setup is shown in Figure 6.8.

The results are shown in Figure 6.9. From the results, we confirm that the pro-

posed method works even for the case in which the estimations are not strictly accu-

rate. The SUS scores of chairs which have similar seat height as chair 3 were high.

Moreover, the SUS scores were low for low sheet chairs and bed. The main reason
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Figure 6.8: Experimental setup. Participants sit and stand from all chairs and bed
using the robot.

is that the hardware is not suitable for a chair with too low sheet. These results

suggest that the verbal guidance makes system more useful even if the estimation is

not accurate.

6.5 Discussion

In this section, we discuss the results of the experiments presented above. From

the experimental results obtained from Validation Experiment of Verbal Guidance

for the System with Accurate Estimation section, it is confirmed that verbal guid-

ance was needed for usability even if the estimation was considerably accurate. Both

the content and timing of action are effective. From the participants comments, we
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Figure 6.9: SUS scores. Blue, orange, grey, yellow, aqua, and green lines are average
SUS scores for chair 1, 2, 3, 4, 5, and bed, respectively. The black bars show the
standard deviations.

concluded that there was no significant difference experienced between the verbal

guidance given to the participants at the beginning and end of leaning. The appro-

priate verbal guidance patterns are determined from the SUS scores and participants

comments. The two guidance patterns were adopted for the imperfect estimation

system experiment in the previous section. Several types of chairs and a bed are used

for simulating actual use in the experiment. The effectiveness of verbal guidance for

imperfect estimation system is confirmed from the experimental results using SUS.

The SUS scores for cases without guidance were low even if the estimations were

accurate as shown in Figure 6.4. Participants commented that they became scared if

the robot moved without any guidance even if the timing was appropriate and they
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knew when the robot would move. The results suggested that accurate estimation

does not directly result in good performance and usability. It is important for p-HRI

that users know about the robot action and can adjust their actions according to the

robots.

The SUS scores of the imperfect estimation system were similar to those of the

accurate estimation experiments. Even if the estimation was not accurate, the use of

verbal guidance resulted in a high usability of the robot. Users could stand up well

with the help of guidance system and could deal with any failure as they know the

robot actions through verbal guidance. Thus, it is expected that verbal guidance can

improve the performance and safety.

In this paper, we focused on the developed sit-to-stand support robot, however,

the proposed method can also be applied to other robot systems. For example, it

can be used for motion support systems and it can be applied easily. In the case of

walking support system that can predict user’s fall, the robot can stop the wheels,

robot represent the estimated user state and tell user that robot will stop.

Robots that are capable of decision making based on estimation should communi-

cate that to humans. If there are p-HRI or cooperation between robots and humans,

the cooperation tasks can be carried out by representing contents and timing of the

actions. For example, if robots that are designed to carry something with humans

provide verbal guidance, humans can also cooperate with robots in the similar way

as with humans.

The more appropriate the timing of robot motion is, the more high the SUS score

become. It indicates that the system can be used without guidance if the system can

be move depending on the user intention correctly. To realize it, the system should
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be more trustworthy. If the system can move more naturally by using force control,

users will feel more comfort. Such subtle and unnoticed support can be realized in

the future, however, it requires a kind of perfect trust, hence it is a difficult and

important issue.

6.6 Conclusions

In this study, we proposed a verbal knowledge representation method. The robot that

act based on the estimations should achieve accountability and can make the system

useful even if the estimations are not strictly accurate.

We developed a robot system that support a user’s standing motion by raising its

armrest up when the user is leaning on it. The guidance for encouraging the user to

stand up and timing representation of robot action are adopted. Verbal interaction

is important for nursing-care, thus the knowledge are represented by sound.

Experiments are conducted for validating the proposed method. From the results,

we confirmed that system without the guidance is not useful and causes anxiety in

humans even if the estimation is accurate. We also know the appropriate guidance

pattern from the experimental results and confirmed that systems based on imper-

fect estimation can be useful with verbal knowledge representation. Moreover, the

proposed method can be applied to other robot systems.

Tests with elderly people should be conducted as future work. Adding visual

knowledge representation is believed to bring good result. Particularly, in the case

the support or user motion is not carried out well, the verbal or visual knowledge

representation will be very effective. Representation of failure reason and solution

can bring comfort and relief to the user and such systems are user-friendly.
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Interface Implementation and

Validation Experiments

7.1 Introduction

This section explains experiments to validate the proposed design and developed

system. Interface implementation is explained in section 7.2, and experiments are

conducted to validate the proposed method using the interface and the developed

system. First we conducted the experiment to validate the accountability of the

system for users by using user interface. Then the failure detection experiments

are conducted. We simulated the situation that a caregiver want to detect failure by

using the user interface. And the experiment simulated the situation that an engineer

detect failure by using investigation interface is conducted.
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7.2 Interface Implementation

In this section, the assistive robot system developed based on the proposed design

method is explained. The robot has been developed to assist the user’s walking, sit-

to-stand, and stand-to-sit motions. It estimates the user’s state by using a machine

learning algorithm and decides on its action based on the result of the estimation.

Two types of interfaces are explained in section 7.2.2 and section 7.2.3. The

investigation interface should be effective for accident investigation, especially for an

autonomous robot, as it makes it easier to determine responsibility for accidents as

well as to detect and fix failures. The user interface makes the system transparent for

users and helps them use the system. The system uses the user’s estimated state to

decide the robot’s action. Misunderstanding the user’s state is a safety critical issue,

so the user interface representing the estimation result is important.

7.2.1 Describing in SysML

Data from the robot’s sensors is used for anomaly detection as shown in Figure 7.1(a).

If the user’s hands and elbows are not touching the gripper and armrest, the robot does

not move for security reasons. CoG candidates are calculated by using sensor data

if no anomaly is detected. The CoG candidates calculation method is explained in

detail in [124,135]. The features of CoG candidates are used for SVM and the system

estimates the user’s state from three possibilities: sitting, standing, or the transition

between them. The state estimation method is explained in [135]. The system then

carries out functions depending on the estimated user’s state. Functions for each

state are described in other diagrams, and an example is shown in Figure 7.1(b).
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Figure 7.1: Activity Diagrams.

The process for the case where the user is sitting is shown in Figure 7.1(b). If

the user is estimated to be sitting, the system checks whether the robot is carrying

out the sit-to-stand support action. If no support action is being conducted, the

system estimates whether the user is only sitting or sitting with a leaning upper body

using the same method as the state estimation described above. The system begins

supporting the user’s sit-to-stand motion if the user is leaning on the armrest of

the robot. The output of the system for sit-to-stand support is extending the linear

actuator and moving the armrest upwards as shown in Figure 7.1(c). Extension of the

linear actuator continues at constant speed until the armrest reaches its maximum

height. These processes can be described in SysML as shown in Figure 7.1. Sequence

diagrams can also describe the processes as shown in Figure 7.2.

Use cases are shown in Figure 7.3. Users and caregivers of the system primarily

interact with the system before and during its use. The most important pre- and

during-use information are the instructions on how to use the system.

The system is autonomous and includes learning algorithms, hence users need to

know what the system does and why. Engineers usually interact with the system

before and after its use. Before use, engineers adjust the system for the user in
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Figure 7.3: Use Case Diagram.

cases where the user’s personal parameters are required for adjustment. After using,

engineers interact with the system for maintenance and trouble or accident handling,

and accident investigators relate to it for investigating accidents.

It is confirmed by Figure 7.1, Figure 7.2, and Figure 7.3 that the internal processes

of the robot system can be described by SysML. Effectiveness of modeling languages

for describing systems is also presented in [94, 117]. SysML was created to describe

systems and is becoming popular in the system engineering field; thus, it is thought

to be effective. We can detect the required information from the system as described.

Examples of transcription of the information to the appropriate interface for each

stakeholder are explained in section 7.2.2 and section 7.2.3.

7.2.2 Interface for Investigation

When a failure or accident happens, engineers and accident investigators need to

investigate or repair it. They want to know the system architecture, reasons for the

accident, solutions to faults, and other information. In this section, an example of
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representation for investigation is explained.

As explained in section 7.2.1, when a user leans forward while sitting, the armrest

moves up. If the linear actuator does not move, the user believes that it is defective

and wants an engineer to solve the problem. During investigation, the engineer enters

their professional title, required time, and known information, and the system extracts

and presents related information. Internal processes are also presented based on

described system architecture.

An example of the interface is shown in Figure 7.4. In this case, the engineer knows

only the robot’s action (failure to move the armrest) and the time. The engineer

first wants to compare the robot’s actual action with its decided action. Related

information is required for investigation, namely: raw input data (PSD, pressure),

processed input data (CoG candidates and their features), estimation (user’s basic

state: sitting, standing, or transition; user’s state for sitting: normal sitting or leaning

forward), decided action (none or moving the armrest up), and actuator output (linear

actuator torque). The system shows the internal process for that time as SysML

diagrams, as shown in the right part of Figure 7.4. The related information is marked

using different colors according to the type of information.

A list of all information is represented in the left part of the interface. Related

pieces of information are marked with the same color as the SysML diagrams. By

selecting the information, a graph of the data is displayed as shown in Figure 7.4.

From the graph on the right, the system estimation appears to be correct, and from

the graph on the left, we can see that the defect was caused by abnormal gripper

sensor data. In this way, the interface make it possible to investigate defects and

detect the causes of them.
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7.2.3 Interface for Users in Use

An intuitive interface is required for system users. Required information and features

are shown in TABLE 7.1. The user’s state of contact with the gripper and armrest

is used for anomaly detection, while the user’s estimated state is used for deciding

on the robot’s action. The user can check whether there is a difference between the

user’s actual state and that recognized by the robot. The user’s intended action, such

as the sit-to-stand motion, is also useful. The user’s required action such as leaning

forward, the robot’s intended action such as moving the armrest up, and the support

timing are required information, as they are useful for assisting the user’s action.

Contact information is for both the gripper and the armrest; thus, it contains two

data streams. The contact situation, user’s state, and robot’s armrest height change

infrequently and are all comprised of spatial information. The actions of the user

and the robot are also spatial information, and are event-driven, while the timing of

support is temporal information. When the robot carries out an action, it should

make the user aware of the action.

From TABLE 7.1, the best means of communication, whether vision or sound,

can be determined. Vision is selected for the user’s state, armrest height, and user’s

required action, while sound is adopted for transmitting support timing. The robot’s

intended action is transmitted using both vision and sound.

An example of the displayed user interface is shown in Figure 7.5. The user’s

body is represented with black lines and a black circle. On the upper part of the

interface, the user’s state and robot’s armrest height are displayed. Current status is

shown in black, while other statuses are in grey as shown in Figure 7.6. The armrest

movement is described by a red arrow, drawn according to the armrest height as
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Table 7.1: Selecting Media for Each Information

Vision Sound
Spatial Multi Steady Temporal Event- Make

Driven Aware

Contact Situation ◦ ◦ ◦
User’s State ◦ ◦

Armrest Height ◦ ◦
User’s Intended Action ◦ ◦
User’s Required Action ◦ ◦
Robot’s Intended Action ◦ ◦ ◦

Support Timing ◦ ◦

Figure 7.4: Investigation Interface.
Figure 7.5: Overall View of User
Interface.

shown in Figure 7.6(d) and (e). The robot’s intended action, in this case moving the

armrest up, is displayed with a flashing red arrow as shown in Figure 7.6(b) and (c),

and is also denoted by sound from a speaker. Timing of the support is represented

by sound as a countdown.

The lower half of the display represents the user’s required action. Black lines

and circles represent the user’s body in the same manner as on the upper part of the

display. This represents the user’s leaning action by animation as shown in Figure 7.7.

The four figures are displayed in sequence to represent a leaning motion.
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(a) Sitting (b) Leaning

(c) Leaning (with Arrow
Sign)

(d) Rising (Beginning)

(e) Rising (Ending) (f) Standing

Figure 7.6: Upper Part of User Interface.

(a) (b)

(c) (d)

Figure 7.7: Lower Part of User Inter-
face. The animation consist of four fig-
ures which appear in order of (a) to (d).

7.3 User Interface Accountability Validation Ex-

periment

This section explains the experiment to validate the accountability of the user inter-

face. The user interface is developed according to the proposed design architecture

as explained in section 7.2.3. We implemented the user interface to the developed

robot.

In the experiment, 8 participants conducted sit-to-stand motion by using the

robot system. The participants are both genders, 22–24 years old. None had any

physical disability. Informed consent was obtained from all participants before the

experiments.

We set 4 patterns of knowledge representation by the user interface as shown in

TABLE 7.2. Each participant conducted all patterns once and the order is determined

randomly.
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Table 7.2: User Interface Patterns of Validation Experiment

Vision Sound
Patterns User State Robot Action User Action User Action Robot Timing

1O ◦ ◦ ◦ ◦ ◦
2O - ◦ ◦ ◦ ◦
3O ◦ ◦ - - ◦
4O - - - - -

The participants answered the questionnaire after the experiment for each pattern.

The questionnaire items are;

A. I can know that the robot recognized user state.

B. I can know that the armrest would rise.

C. I can know the timing of the armrest rising.

D. I can know what should I do.

E. I can trust the robot.

F. I can use the robot without anxiety feeling.

G. The robot is useful for me.

The participants answered all questionnaire items from 1–5, where 5 means strong

agreement and 1 is strong disagreement. We also obtained brief comments from the

participants for each experiment. After the all patterns, participants prioritized them

and made a brief comment about the experiment. All questionnaires are written in

Japanese since all participants are Japanese.

The frequency distributions of the questionnaires of each UI pattern are shown

in TABLE 7.3–TABLE 7.6. It is confirmed from the results that information can be
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transmitted to user by the user interface. And it contribute to usability and peace of

mind.

Table 7.3: Frequency Distribution of the Questionnaires (UI Pattern 1O)

Questionnaire
UI 1O A B C D E F G

5 7 6 7 6 5 4 6
4 1 2 1 2 2 3 1

Evaluation 3 0 0 0 0 1 1 1
2 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0

Table 7.4: Frequency Distribution of the Questionnaires (UI Pattern 2O)

Questionnaire
UI 2O A B C D E F G

5 1 6 7 5 2 2 2
4 4 2 1 3 5 4 5

Evaluation 3 3 0 0 0 1 2 1
2 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0

Table 7.5: Frequency Distribution of the Questionnaires (UI Pattern 3O)

Questionnaire
UI 3O A B C D E F G

5 0 1 4 0 0 0 0
4 0 5 3 1 2 2 2

Evaluation 3 5 2 1 1 4 3 5
2 2 0 0 4 2 3 1
1 1 0 0 2 0 0 0

The frequency distribution of ranking of the UI knowledge representation pattern

is shown in TABLE 7.7. From the results of questionnaires and brief comments, we

know that the UI patterns 1O and 2O are useful. The results suggested that the

user action is important knowledge for users. Estimated user state is also effective,

124



Chapter 7: Interface Implementation and Validation Experiments

Table 7.6: Frequency Distribution of the Questionnaires (UI Pattern 4O)

Questionnaire
UI 4O A B C D E F G

5 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0

Evaluation 3 0 0 0 0 0 0 0
2 4 1 0 6 3 4 6
1 4 7 8 2 5 4 2

however, user action is more. Most participants comment that user state information

is not essential but it is better to be represented. On the other hand, several par-

ticipants feel that there are too many information, hence they prefer UI pattern 2O.

Table 7.7: Frequency Distribution of the UI Patterns Ranking

UI Pattern
1O 2O 3O 4O

1 6 2 0 0
Rank 2 2 6 0 0

3 0 0 8 0
4 0 0 0 8

We confirmed that the developed user interface is effective for user in use. The

knowledge successfully transmitted to user by the interface. And the knowledge

representation enhances system usability and relief.

7.4 Failure Investigation with User Interface

There are various types of stakeholders of care robots. Even if the care robots are

effective and reliable, demands for caregivers will never disappear. If the care robot

user is in need, then a caregiver will help the user. We assume a situation that a
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caregiver relate to the robot and validate the system accountability on the situation

by the experiment.

When user think the robot do not act naturally, the user will ask to a caregiver.

Then the caregiver will check and use the robot as a trial, and determine whether the

problem is caused by user’s operating way or the robot’s failure. Caregivers do not

have detailed knowledge about the robot, however, they are assumed to be familiar

to the robot. Hence the caregiver will check what is failure simply and determine

whether it should be fixed by expert. Therefore, it is better that the failure can be

detected by using simple interface. The user interface represent some information,

hence we considered that caregivers can detect some types of failure by using the

user interface. Therefore we conducted failure investigation experiments using user

interface.

The participants are same as the previous experiment. They are not actual care-

giver, however, we assumed that the situation can be simulated. Informed consent was

obtained from all participants before the experiments. First, participants standing

up by using the robot several time since the participants are assumed to be famil-

iar to the robot. Then we purposely cause some errors on the robot simulating the

robot’s failure. The participants can use the robot and try to stand up several time.

According to the information from the user interface, the participants determine the

failure.

Contents of the failures are as follow:

• Gripper or armrest sensor does not respond.

• Gripper sensor always behaves as if user touches to the gripper.

• PSD sensor data is always too large.
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• Robot estimates user is only sitting even if the user is leaning.

• Linear actuator does not move.

The experimental conditions are that one of above failure is occurred or no failure is

occurred. The order of the condition was randomly determined.

Participants answered the questionnaire after they determined the failure for each

condition. On the questionnaire, participants first select which part of the robot the

failure is. If participants cannot determine the failure, the candidates can be selected

multiply. Subsequently, they answer what is happened. And brief comments for the

experiment are also answered. The choice of answer are as follow:

• Failure of the electric power source.

• Failure of the pressure sensor of the gripper.

• Failure of the pressure sensor of the armrest.

• Failure of the PSD sensor.

• Failure of the Encoder sensor of the wheel.

• Failure of the user state estimation.

• Failure of the linear actuator of the armrest.

• Failure of the wheel motor.

• Other failures.

• No failure is occurred.

• Unidentified.
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Figure 7.8: Questionnaire of Failure
Detection Experiment Using the User
Interface.

Figure 7.9: Overview of Failure Detection
Experiment Using the User Interface.

The displayed questionnaire screen is shown in Figure 7.8. The all questionnaires are

written in Japanese. The overview of the experiment is shown in Figure 7.9.

The experimental result is shown in TABLE 7.8. Almost failures were detected

correctly, except that some participants confused PSD failure with state estimation

failure. The reason of the confusion is supposed that the state estimation result is

profoundly affected by the data of PSD sensor. Some participants thought that there

is a failure even though there is no error since they want to detect a failure. The

correct rates of each failure including multi answers which include correct answer are

all 75% or higher. From the results, we confirmed that failures can be detected at

some level by using the user interface.
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Table 7.8: Failure Detection Result (UI).

Answer
Correct Correct+ Incorrect

Incorrect

A 8 0 0
B 8 0 0

Failure C 5 2 1
D 1 5 2
E 7 1 0
F 6 1 1

7.5 Investigation Interface Validation Experiment

This section explains the validation experiment of investigation interface. The inves-

tigation interface is developed mainly for engineers. It assumed that engineers can

detect failure from the data which are provided by the interface.

The contents of failures and the questionnaire is same as the previous experiment.

The participants first use the robot and try to stand up. Subsequently, they detect

failure by using the investigation interface. The overview of the interface is shown in

Figure 7.10. The represented graphs do not use the real-time data. We obtained the

data in the previous experiments and made the graphs. The participants answer the

same questionnaire as previous experiment.

The participants are 6 of same as the previous experiments. They are not actual

expert of engineering, however, they major in engineering and they are familiar to

the system through the previous experiments, hence we assumed that the situation

can be simulated. Informed consent was obtained from all participants before the

experiments.

The experimental result is shown in TABLE 7.9. Almost failures were detected
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Figure 7.10: Overview of the Investigation Interface for the Validation Experiment.

correctly, except that some participants confused PSD failure with state estimation

failure. The reason of the confusion is same as previous experiment, that the state

estimation result is profoundly affected by the data of PSD sensor. We use SVM

which is one of machine learning algorithms, for state estimation. Hence the relation-

ship between PSD sensor data and estimated state is not transparent for humans.

The confusion can be solved by using the ways to make machine learning model

transparent including the researches which we explained in chapter 1 [47,93].

130



Chapter 7: Interface Implementation and Validation Experiments

Table 7.9: Failure Detection Result (Investigation Interface).

Answer
Correct Correct+ Incorrect

Incorrect

A 6 0 0
B 6 0 0

Failure C 1 3 2
D 6 0 0
E 6 0 0
F 6 0 0

7.6 Conclusions

In this section, the robot system which is designed and developed according to the

proposed method is explained. First, the system is described by using SysML. Sub-

sequently, implemented two types of interfaces are explained. The interfaces and the

system are validated by several experiments. Three types of stakeholders, user, care-

giver, and engineer are simulated and validation experiments are conducted for each

stakeholder. From the experimental results, we confirmed that the interfaces and

their information representation are effective to achieve accountability for various

stakeholders and make system useful.
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Conclusions

8.1 General Conclusions

In this dissertation, we proposed system design for affordable and accountable phys-

ically assistive robots with user state estimation. There should be engineering and

ethical approaches for robot systems which are used in real environment. User state

estimation is important for care robots, however, accurate estimation requires a lot

of expensive sensors. To obtain information from less sensor than required makes

robots affordable. Robots should be designed by considering how selecting and plac-

ing sensors influence robot functions. And autonomous robots should be transparent

for humans from the perspective of usability and ease of mind. We should design as

the whole system including how to relate as well as hardware and software. Therefore

we propose a new general design method for affordable and accountable robots.

In chapter 2, we proposed system design concept considering affordability and

accountability. User state estimation is important for care robots, however, accurate

estimation requires a lot of expensive sensors. It is not effective simply reducing
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sensors to cut cost. It is important to reduce cost focusing on influence for robot

function. Hence we proposed CoG candidate calculation and selecting sensors as

an affordable system design concept. Robot system should also be accountable for

usability and user’s ease of mind. Various types of stakeholders including the user and

engineers relate to a robot by each reason. Therefore, robots should be designed as the

whole system including how to relate as well as hardware and software. We proposed

design concept consisting of 2 steps; describing whole system and transcribing system

information for each stakeholder.

On the third chapter of this dissertation, we proposed CoG candidate calculation

method. The CoG position is useful to estimate user state, however, accurate CoG

position calculation requires a lot of sensors. Using the range of value of unknown

parameters, we can calculate the candidates of the CoG. We discussed and selected the

sensors which are frequently used in support systems, and created measurements sets

labeled using the number of unknown parameters. By comparing the CoG candidates,

we select an appropriate measurements set for state estimation.

State estimation method using the CoG candidates was proposed and evaluated

in chapter 4. We set 7 geometric features of the CoG candidates as the features of

SVM. The proposed method was experimentally validated.

The fifth chapter introduced new accountable design architecture of robot systems.

Most research has focused on particular systems and situations or simply indicates

general design principles. There are various stakeholders, hence care robots should

be designed to be accountable for different stakeholders. Therefore we proposed

a new design method, focused on accountability and transparency. Describing the

entire system is a necessary first step, and transcribing the described system for
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each stakeholder based on several principles is effective for achieving accountability.

Describing the system as a whole also contributes to AI transparency. Most research

focused on transparency of algorithms of machine learning or deep learning. However,

general systems consist of more than learning algorithms used for recognition or

estimation in robot systems. Describing whole system make embodied AI system

transparent even if the learning algorithm is opaque.

In chapter 6, we proposed new attitude that perfect human state estimation is

not necessary for robots and appropriate guidance make robots useful even if the

estimation is imperfect. We analyzed and confirmed the importance of accountability

for care robot, and proposed verbal guidance. Strictly accurate estimation is difficult

to realize. And even if robots estimate the appropriate timing and perform actions, if

the robots move without any information, the system user may be caught unawares,

and the system may be deemed unfriendly. If robots can convey the their actions and

action timings to users, the users can adjust their actions according to the robots.

Hence we adopted verbal guidance. The robot recognition result, content of robot

action, and required user action can be represented as a single sentence such as “let’s

stand up.” The timing should be represented by sounds, such as a countdown of

“3, 2, 1.” 15 guidance and support patterns can be obtained by all combinations of

them. We confirmed that system is not usable if there are no guidance even if the

estimation is accurate from experimental results. And we determine the appropriate

verbal guidance and validate the effectiveness of it for imperfect but almost accurate

estimation system.

Finally, the proposed designs are validated by the experiments using the robot

system which is developed according to the proposed design in chapter 7. According
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to the design method proposed in chapter 5, we made user interface and investi-

gation interface. Several experiments validated the accountability of the developed

robot with the interfaces. The experimental results indicated the effectiveness of the

proposed affordable and accountable system design.

8.2 Future Works

The CoG candidates are calculated without consideration of motion and force effect.

By considering dynamics of humans, the range of CoG candidates can be more narrow,

then the sensors can be reduced more. Time consideration will also improve the state

estimation.

The proposed CoG candidate calculation focused only on 2D space, since the user

mainly moves in sagittal plane and anomaly can be detected by using each sensor.

However, information of staggering in coronal plane is useful for anomaly detection.

The CoG candidate calculation method can be applied to 3D space by using 3D link

model.

This dissertation focused on design, hence robot functions are a little mentioned.

Although we consider that anomaly can be detected by using each sensor data, the

CoG candidates can also be used for anomaly detection. The knowledge of CoG

position is frequently used for various control methods of robots. Thus the CoG can-

didates can also be used for such methods, for example, falling detection by comparing

the position of CoG and support area. In this dissertation, the proposed user state

estimation method focused on the sit-to-stand motion, however, it can be applied to

other motions including stand-to-sit motion and walking.

Developed interfaces are not well designed beautiful to look at since they are made
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by the author who are not expert of interface design. The interfaces can become more

useful by designing according to the interface design methods. By implementing the

interface design theory, the interfaces can be automatically developed.

The interfaces are not well reviewed by actual stakeholders including various ex-

perts. The law of autonomous robots is now being discussed, thus the proposed

design architecture should be refined based on the discussion. Investigation interface

uses storage data now, hence it should be improved to be able to represent data in

real-time as a future work.

In this dissertation, we focused on the sit-to-stand assistive robot, however, the

proposed design can also be applied to not only physically assistive robots with user

state estimation function, but also other systems which require affordability and ac-

countability. For example, pet robots also automatically conduct some motions based

on estimation and interact physically with humans. Autonomous vehicles are con-

trolled by using learning algorithms and have several safety risks, hence they should

also be accountable. These systems interact with humans based on learning algo-

rithms, hence the proposed design can be adopted. Although the sit-to-stand assistive

robot which is explained in this dissertation is a simple system, the proposed design

method is more important for more complicated systems. The proposed design should

be applied to such various systems.
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Appendix A

CoG Candidates Calculation

Procedures and Results for Each

Measurements Set

A.1 CoG Calculation Procedure

In this section, the CoG calculation procedures on the measurements sets which can

calculate CoG position uniquely are explained.

On the measurements set A, we can obtain information as follow;

• position of wrist

• position of elbow

• position of ankle

• position of one point of body link

• inclination of body link
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• inclination of forearm link

As explained in chapter 3, foot link is assumed that its bottom keeps facing ground,

hence the foot link position is determined by using the ankle joint position. Forearm

link is also determined since the positions of both end are known.

Since upper body link’s inclination and position of one point are measured, the

body link is on the line which is represented as equation A.1;

y = (tanα)z − (tanα)Z + Y (A.1)

where α[rad] is the inclination and (Y, Z) is the position of one point of body link.

As shown in Figure A.1(a), the body link is limited in the range that the measured

point is on the body link.

Subsequently, we consider the upper arm. By considering the circle with a radius

of upper arm link length and centered at elbow joint, the intersection of the circle

and the line which is represented as equation A.1 is the shoulder joint position. 2

points can be calculated as the intersection, however, it is confirmed by using motion

capture data that the point can be determined by considering the shoulder joint range

for normal sit-to-stand, stand-to-sit, and walking motion. Thus the upper arm link

and upper body link positions are determine, and the hip position is also identified.

Then the ankle joint position can be calculated geometrically by using the positions

of hip and ankle, link lengths of thigh and shank, and the ranges of motion of ankle,

knee, and hip joints as shown in Figure A.1(c). Finally the CoG position is calculated

since the all link position is determined.

On the measurements set B, positions of wrist, elbow, and ankle joint, one point

of body link, and inclination of body link are measured. As similar to measurements
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(a) (b) (c)

Figure A.1: Calculation of CoG (A)

set A, foot and forearm link positions are determined. Positions of the other links are

also calculated in a similar way. Therefore, CoG position can also be calculated.

On the measurements set C, positions of wrist, ankle, and one point of body link

and inclinations of body and forearm links are measured. One end and inclination of

forearm link are measured, thus the other end can be calculated by using the length

of forearm. Therefore, positions of forearm link can be determined. Then the other

link positions are also be calculated as similar to measurements sets A and B, thus

the CoG position can be identified.

On the measurements set D, positions of elbow, ankle, and one point of body link

and inclinations of body and forearm links are measured. The position of forearm

link can be calculated in a similar way to the measurements set C. The other links

are also determined, and the COG position is identified.

A.2 CoG Candidate Calculation Procedure for Each

Measurements Set

This section shows the CoG candidates calculation procedure of measurements sets

which are represented in chapter 3 except 1a which was already explained.
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A.2.1 Measurements Set 1b

Measurements set 1b consists of positions of wrist, elbow, and ankle, and inclination

of body link. Foot and forearm link positions are identified as similar to measurements

set 1a as shown in Figure A.2(a). Candidates of shoulder joint can be calculated by

considering the range of motion of elbow joint as shown in Figure A.2(b). Subse-

quently, we focus on a shoulder candidate. By using the length and inclination of

body link, the hip candidate which is corresponding to the focused shoulder can-

didate can be calculated as shown in Figure A.2(c). Then the corresponding knee

candidate is identified in a similar way to the measurements set 1a as shown in Fig-

ure A.2(d). Since all corresponding candidates of link positions are calculated, the

CoG candidate corresponding to the focused shoulder candidate can be calculated as

shown in Figure A.2(e), by using equation 3.2 which was explained in section 3.2.1.

All CoG candidates can be calculated by repeating the procedure above as similar to

the measurements set 1a, as shown in Figure A.2(f).

A.2.2 Measurements Set 1c

On the measurements set 1c, positions of wrist, ankle, and one point of body link

and inclination of body link are measured. Foot link position is identified as shown

in Figure A.3(a). Since upper body link’s inclination and position of one point are

measured, the body link is on the line which is represented as equation A.1. As similar

to measurements set A which is explained in section A.1, the body link is limited in the

range that the measured point is on the body link as shown in Figure A.3(b). Both end

of body link are shoulder and hip, thus we focus on one candidate of body link, then

the corresponding shoulder and hip candidates are determined. Then corresponding
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(a) (b)
(c)

(d) (e) (f)

Figure A.2: Calculation of CoG Candidates (1b)

elbow candidate can be calculated by using the positions of shoulder candidate and

wrist, lengths of upper arm and forearm, and ranges of motion of shoulder, elbow. and

wrist joints, as shown in Figure A.3(c). The corresponding knee joint candidate can

be calculated as similar to measurements sets 1a and 1b as shown in Figure A.3(d).

Then corresponding CoG candidate is calculated as shown in Figure A.3(e) since the

all corresponding link positions are determined. All CoG candidates can be calculated

by repeating the procedure above as shown in Figure A.3(f).

A.2.3 Measurement Set 2a

On measurements set 2a, wrist, elbow, and ankle positions are measured. Foot and

Forearm links are determined as shown in Figure A.4(a). First, we focus on upper arm
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(a) (b) (c)

(d) (e) (f)

Figure A.3: Calculation of CoG Candidates (1c)

and calculate shoulder candidates by considering the range of motion of elbow joint

as shown in Figure A.4(b). Subsequently, we focus on one candidate and consider the

body link. Since the length of body link is known, corresponding hip candidates can

be calculated by using the range of motion of shoulder joint as shown in Figure A.4(c).

By considering one hip candidate, the corresponding knee candidate can be calculated

as shown in Figure A.4(d), and the corresponding CoG candidate is also calculated

as shown in Figure A.4(e). All CoG candidates can be calculated by repeating the

procedure above for all combinations of shoulder candidate and corresponding hip

candidate as shown in Figure A.4(f).
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(a) (b) (c)

(d) (e) (f)

Figure A.4: Calculation of CoG Candidates (2a)

A.2.4 Measurements Set 2b

On measurements set 2b, positions of wrist, ankle, and one point of body link are

measured. As shown in Figure A.5(a), foot link position is identified as similar to

the other measurements sets. The candidates of elbow joint can be calculated by

using range of motion of wrist joint as shown in Figure A.5(b). Then we focus on one

elbow candidate and calculate shoulder candidates which are corresponding to the

focused elbow candidate. By focusing on one shoulder candidate, the corresponding

hip candidate can be calculated by considering the line segment of which length is

body link length and the line segment pass thorough the measured one point of body

link as shown in Figure A.5(c). The corresponding knee candidate can be calculated

as similar to the other measurements sets as shown in Figure A.5(d). Then all link

positions are determined, thus the corresponding CoG candidate is calculated as
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(a) (b) (c)

(d) (e) (f)

Figure A.5: Calculation of CoG Candidates (2b)

shown in Figure A.5(e). By repeating the procedure above for all combinations of

elbow candidate and the corresponding shoulder candidate, all CoG candidates can

be calculated as shown in Figure A.5(f).

A.2.5 Measurements Set 2c

On measurements set 2c, wrist and ankle positions and inclination of body link are

measured. As similar to the other measurements sets, foot link position is identified

as shown in Figure A.6(a).

First, we focus on the forearm as similar to the measurements set 2b, and calculate

elbow candidates and the shoulder candidates which are corresponding to the focused

elbow candidate as shown in Figure A.6(b). Subsequently, we focus on one shoulder

candidate, then the corresponding hip candidate can be calculated by using the length
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(a) (b) (c)

(d) (e) (f)

Figure A.6: Calculation of CoG Candidates (2c)

and inclination of the body link as shown in Figure A.6(c). As similar to the other

measurements sets, corresponding knee candidate, all link positions, and the CoG

candidate can be calculated as shown in Figure A.6(d) and (e). All CoG candidates

can be calculated by repeating the procedure above for all combinations of elbow

candidate and corresponding shoulder candidate as shown in Figure A.6(f).

A.2.6 Measurements Set 2d

On measurements set 2d, positions of ankle and one point of body link and inclinations

of body and forearm links are measured. The foot link is identified as shown in

Figure A.7(a), and body link candidates can be calculated as link segments on the

line which is represented as equation A.1 as shown in Figure A.7(b). We focus on one

candidate of shoulder joint and calculate the corresponding elbow candidates as shown
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(a) (b) (c)

(d) (e) (f)

Figure A.7: Calculation of CoG Candidates (2d)

in Figure A.7(c) by considering the range of motion of shoulder joint. Subsequently,

we focus on one elbow candidate and calculate the corresponding wrist joint by using

the inclination of forearm link as shown in Figure A.7(d). As similar to the other

measurements sets, corresponding knee candidate, all link positions, and the CoG

candidate can be calculated as shown in Figure A.7(e). All CoG candidates can

be calculated by repeating the procedure above for all combinations of body link

candidate and corresponding elbow candidate as shown in Figure A.7(f).
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Figure A.8: CoG Candidates (Sitting, Pattern 1a)
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Figure A.9: CoG Candidates (Sitting, Pattern 1b)

A.3 CoG Candidate Calculation Results for Each

Measurements Set

A.3.1 Calculated CoG Candidates of the Motion Capture

Experiment

The experimental results of stand-to-sit, sit-to-stand, and walking motion are shown

in Figure A.8–Figure A.14, Figure A.15–Figure A.21, and Figure A.22–Figure A.28,

respectively.

The maximum errors are shown in Figure A.29.
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Figure A.10: CoG Candidates (Sitting, Pattern 1c)
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Figure A.11: CoG Candidates (Sitting, Pattern 2a)
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Figure A.12: CoG Candidates (Sitting, Pattern 2b)

A.3.2 Calculated CoG Candidates of the Experiment Using

Simple Sensors

The experimental results of stand-to-sit and sit-to-stand motion are shown in Fig-

ure A.8–Figure A.13, Figure A.36–Figure A.41, respectively.
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Figure A.13: CoG Candidates (Sitting, Pattern 2c)
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Figure A.14: CoG Candidates (Sitting, Pattern 2d)
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Figure A.15: CoG Candidates (Standing, Pattern 1a)
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Figure A.16: CoG Candidates (Standing, Pattern 1b)
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Figure A.17: CoG Candidates (Standing, Pattern 1c)
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Figure A.18: CoG Candidates (Standing, Pattern 2a)
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Figure A.19: CoG Candidates (Standing, Pattern 2b)
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Figure A.20: CoG Candidates (Standing, Pattern 2c)
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Figure A.21: CoG Candidates (Standing, Pattern 2d)
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Figure A.22: CoG Candidates (Walking, Pattern 1a)
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Figure A.23: CoG Candidates (Walking, Pattern 1b)
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Figure A.24: CoG Candidates (Walking, Pattern 1c)
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Figure A.25: CoG Candidates (Walking, Pattern 2a)
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Figure A.26: CoG Candidates (Walking, Pattern 2b)
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Figure A.27: CoG Candidates (Walking, Pattern 2c)
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Figure A.28: CoG Candidates (Walking, Pattern 2d)
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Figure A.29: Maximum Error of CoG Candidates.
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Figure A.30: CoG Candidates of Sitting (1a)
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Figure A.31: CoG Candidates of Sitting (1b)
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Figure A.32: CoG Candidates of Sitting (1c)
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Figure A.33: CoG Candidates of Sitting (2a)
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Figure A.34: CoG Candidates of Sitting (2b)

 0

 500

 1000

 1500

 2000

 2500

-1000 -500  0  500  1000  1500

z[
m

m
]

y[mm]

CoG Candidate (Simple Sensors)
CoG Candidate (Motion Capture)

Link Model
Actual CoG

(a) 0[s]

 0

 500

 1000

 1500

 2000

 2500

-1000 -500  0  500  1000  1500

z[
m

m
]

y[mm]

CoG Candidate (Simple Sensors)
CoG Candidate (Motion Capture)

Link Model
Actual CoG

(b) 1[s]

 0

 500

 1000

 1500

 2000

 2500

-1000 -500  0  500  1000  1500

z[
m

m
]

y[mm]

CoG Candidate (Simple Sensors)
CoG Candidate (Motion Capture)

Link Model
Actual CoG

(c) 2[s]

 0

 500

 1000

 1500

 2000

 2500

-1000 -500  0  500  1000  1500

z[
m

m
]

y[mm]

CoG Candidate (Simple Sensors)
CoG Candidate (Motion Capture)

Link Model
Actual CoG

(d) 3[s]

Figure A.35: CoG Candidates of Sitting (2c)
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Figure A.36: CoG Candidates of Standing (1a)
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Figure A.37: CoG Candidates of Standing (1b)
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Figure A.38: CoG Candidates of Standing (1c)
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Figure A.39: CoG Candidates of Standing (2a)
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Figure A.40: CoG Candidates of Standing (2b)
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Figure A.41: CoG Candidates of Standing (2c)
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