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Abstract

Seeing enables us to recognise people and things, detect motion, perceive our 3D en-
vironment and more. Light stimulates our eyes, sending electrical impulses to the
brain where we form an image and extract useful information. Computer vision aims
to endow computers with the ability to interpret and understand visual information
- an artificial analogue to human vision. Traditionally, images from a conventional
camera are processed by algorithms designed to extract information. Event cameras
are bio-inspired sensors that offer improvements over conventional cameras. They (i)
are fast, (ii) can see dark and bright at the same time, (iii) have less motion-blur, (iv)
use less energy and (v) transmit data efficiently. However, it is difficult for humans
and computers alike to make sense of the raw output of event cameras, called events,
because events look nothing like conventional images. This thesis presents novel
techniques for extracting information from events via: (i) reconstructing images from
events then processing the images using conventional computer vision and (ii) pro-
cessing events directly to obtain desired information. To advance both fronts, a key
goal is to develop a sophisticated understanding of event camera output including
its noise properties. Chapters 3 and 4 present fast algorithms that process each event
upon arrival to continuously reconstruct the latest image and extract information.
Chapters 5 and 6 apply machine learning to event cameras, letting the computer
learn from a large amount of data how to process event data to reconstruct video
and estimate motion. I hope the algorithms presented in this thesis will take us one
step closer to building intelligent systems that can see with event cameras.
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Chapter 1

Introduction

1.1 Overview

Conventional video cameras see the world as a sequence of still images captured
in rapid succession. An image is formed when a mechanical or electronic shutter
opens to allow incoming light to hit the sensor array for an instance before closing
again. Repeating this process, the visual scene is sampled - usually at a fixed rate
- at discrete points in time. While ubiquitous, this method of visual sensing has
several drawbacks: (i) the sampling rate is independent of scene dynamics, i.e., static
scenes are repeatedly sampled at the same rate as high-speed scenes, (ii) motion-blur
can occur while the shutter is open, (iii) uniform exposure across pixels can limit
dynamic range, (iv) the camera is blind between consecutive images.

Event cameras are inspired by biological vision: they do not have a shutter and
instead capture visual information continuously through time. Their pixels operate
independently from one another and suppress redundant information by remaining
silent unless a change in brightness is detected. Each pixel stores a reference level
of brightness and continuously compares it with the current level. If the difference
exceeds a preset ‘contrast threshold’, an event is triggered and sent off-chip, and the
reference level is reset to the current level of brightness. The event is a packet of
information containing the (x, y) address of the pixel, the polarity of the brightness
change and a microsecond resolution timestamp. The final output of the camera is
an asynchronous stream of events triggered by per-pixel changes in brightness.

Figure 1.1: Spinning dot forms
spiral of events in space-time.
From [RPG publications, 2019].

An event stream contains spatiotemporal vi-
sual information, but looks nothing like a se-
quence of conventional images. One visualisa-
tion for an event stream is to plot a cloud of
points (one per event) in 3D space-time with two
spatial dimensions and a third temporal dimen-
sion (Fig. 2.3). The point cloud density (or spar-
sity) depends mainly on the scene, high-speed
scenes are temporally dense and highly-textured
scenes are spatially dense. Spatial resolution and
responsiveness of the sensor also impact point
cloud density. However, storing and using the

1
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entire event stream for downstream applications requires complete redesign of com-
puter vision algorithms and can be computationally intractable - especially for time
horizons larger than a few seconds.

Reconstructing images from events gives a compact representation of the latest
available data compared to a full history of events and enables application of con-
ventional computer vision to event cameras. Unlike raw events, images are naturally
human-interpretable and provide insight into the information contained in events.
Image reconstruction also allows us to assess event data, e.g., judging the amount
of noise in an event stream by analysing the images. Solving the task of image re-
construction requires an understanding of how to deal with event camera noise, and
overcoming these challenges provides insight that can be applied to other tasks such
as event-based feature detection or optic flow.

Two distinct processing paradigms have arisen from the event camera research
community, (i) asynchronous ‘event-by-event’ processing aimed at minimising la-
tency and computational cost and (ii) synchronous ‘batch’ processing aimed at pro-
ducing the highest quality output from a temporal window of events. Each have
distinct advantages and challenges, and I will explore both perspectives in this the-
sis.

Asynchronous algorithms process each event upon arrival, matching the natural
asynchronous output format of event cameras, leveraging low latency and sparsity
of event data. Asynchronous processing is particularly promising where it can be re-
alised on specialised hardware such as field programmable gate arrays (FPGAs), in-
telligent processing units (IPUs) or spiking neural network chips such as Intel’s Loihi
that are amenable to power efficient, low latency asynchronous operations. Design-
ing and testing algorithms on conventional computers is an effective way to research
asynchronous algorithms that may one day be implemented on specialised hardware.
A challenge to designing asynchronous event-based algorithms is reconciling the dis-
crete/continuous duality of events since events are discrete, though can occur in near
continuous time. Another challenge is restricting computation to a local salient spa-
tiotemporal domain to extract information locally and asynchronously rather than
densely processing the entire image frame. Overcoming these challenges is key to
unlocking the potential of event-based asynchronous sensors and algorithms.

Batch processing typically considers the last N events or ∆t seconds of event
data, truncating any prior events to avoid using ‘out of date’ information. Batching
incurs latency in return for possibly (i) higher quality results and (ii) easier to design
algorithms. At the time of writing, state-of-the-art image reconstruction, classifica-
tion and optic flow use convolutional neural networks that process small batches of
events at a time. Targeted CNN chips that are presently under development around
the world potentially address the computational cost and latency associated with
CNNs. However, even dedicated CNN chips will have limitations and there is crit-
ical need to understand how to design lightweight efficient networks. In particular,
two key challenges are (i) reducing computational cost and (ii) effective training that
generalises to the real world. The size, or number of parameters in a neural network
architecture is closely related to the computational complexity of the network, and
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reducing the size is one way to improve computational efficiency. Training is an-
other key challenge, with proposed solutions including self/un-supervised learning,
generative adversarial networks, and supervised learning from simulated data. Us-
ing a simulator to generate training data is attractive because it provides unlimited
groundtruth labelled data. Learning from simulated data requires understanding of
the event generation and noise processes of real event cameras to accurately simulate
training data that will help the network generalise to real data (sim-to-real transfer),
an important condition to ensure reliable and safe performance of neural networks
in the real world.

1.2 Thesis Outline

This thesis tackles four key challenges:

• Asynchronous image reconstruction

• Asynchronous convolution and feature detection

• Batch image reconstruction using convolutional neural networks

• Reducing the sim-to-real gap for event camera learning

Chapter 2 provides a general background and related works. Chapter 3 presents
a framework for asynchronous, continuous-time image reconstruction. The key idea
is to maintain a continuous-time image state, updated with each event upon arrival
using a linear complementary filter. The complementary filter structure inherently
combines (temporal) low and high frequency signals, and can fuse low frequency
image frames from a video camera with high frequency events from an event cam-
era. Chapter 4 applies the linear filtering ideas to asynchronous spatial image con-
volution. Instead of an intensity image state, a convolved image state (e.g., image
gradient state) is reconstructed, allowing algorithms that require convolution, e.g.,
corner detection, to be implemented asynchronously for event cameras. Chapter 5
shifts the focus from low latency, asynchronous processing to batch processing with
convolutional neural networks. The aim is to reduce the computational cost of neural
networks for image reconstruction by finding a lightweight architecture with few pa-
rameters that runs fast. Chapter 6 addresses the sim-to-real gap for networks trained
on simulated event data. Analysing major event camera datasets reveals insight into
the nature of event data, ultimately improving sim-to-real transfer, and the lessons
learnt can be applied to several tasks including image reconstruction and optic flow.

1.2.1 Collaborations

Chapters 3 and 4 are based on work done at the Australian National University
(ANU) with Prof. Robert Mahony and Prof. Nick Barnes. Open source code associ-
ated with chapter 3 was developed while I was visiting the Robotics and Perceptions
Group (RPG) led by Prof. Davide Scaramuzza at the University of Zurich. The color
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event camera mentioned in section 3.3.3 was developed by Inivation and the Sensors
Group led by Prof. Tobi Delbruck, and kindly provided to us by Inivation. Chapter 5
is based on work done at the RPG in collaboration with Dr. Henri Rebecq and Daniel
Gehrig. Throughout my 12 month stay with the RPG, Prof. Guillermo Gallego acted
as a mentor, contributing to almost every project I was involved in. Chapter 6 is
based on an equal first author collaboration with Timo Stoffregen across the ANU,
Monash University and the University of Zurich.

1.3 Contributions

1.3.1 Journal papers

• C. Scheerlinck, N. Barnes, R. Mahony, “Asynchronous Spatial Image Convolu-
tions for Event Cameras”, IEEE Robotics and Automation Letters, 4(2), April
2019, pp. 816-822.

• L. Pan, R. Hartley, C. Scheerlinck, M. Liu, X. Yu, Y. Dao, “High Frame Rate
Video Reconstruction based on an Event Camera”, IEEE Transactions on Pattern
Analysis and Machine Intelligence, November 2020.

1.3.2 Conference papers

• T. Stoffregen∗ , C. Scheerlinck∗, D. Scaramuzza, T. Drummond, N. Barnes, L.
Kleeman, R. Mahony, “Reducing the Sim-to-Real Gap for Event Cameras”, Eu-
ropean Conference on Computer Vision (ECCV), 2020.

• C. Scheerlinck, H. Rebecq, D. Gehrig, N. Barnes, R. Mahony, D. Scaramuzza,
“Fast Image Reconstruction with an Event Camera”, Winter Conference on Ap-
plications of Computer Vision (WACV), 2020.

• C. Scheerlinck∗, H. Rebecq∗, T. Stoffregen, N. Barnes, R. Mahony, D. Scara-
muzza, “CED: Color Event Camera Dataset”, Conference on Computer Vision
and Pattern Recognition Workshops (CVPRW), 2019.

• L. Pan, C. Scheerlinck, X. Yu, R. Hartley, M. Liu, Y. Dao, “Bringing a Blurry
Frame Alive at High Frame-Rate with an Event Camera”, Conference on Com-
puter Vision and Pattern Recognition (CVPR), 2019.

• C. Scheerlinck, N. Barnes, R. Mahony, “Asynchronous Spatial Image Convo-
lutions for Event Cameras”, IEEE International Conference on Robotics and
Automation Letters (ICRA), 2019.

• C. Scheerlinck, N. Barnes, R. Mahony, “Continuous-time Intensity Estimation
Using Event Cameras”, Asian Conference on Computer Vision (ACCV), Perth,
2018, pp. 308-324.

∗Equal contribution.

https://inivation.com/
https://doi.org/10.1109/LRA.2019.2893427
https://doi.org/10.1109/LRA.2019.2893427
https://doi.org/10.1109/TPAMI.2020.3036667
https://doi.org/10.1109/TPAMI.2020.3036667
https://cedricscheerlinck.com/20ecnn
https://cedricscheerlinck.com/files/2019_firenet.pdf
https://cedricscheerlinck.com/files/2019_cvprw_CED.pdf
http://openaccess.thecvf.com/content_CVPR_2019/papers/Pan_Bringing_a_Blurry_Frame_Alive_at_High_Frame-Rate_With_an_CVPR_2019_paper.pdf
http://openaccess.thecvf.com/content_CVPR_2019/papers/Pan_Bringing_a_Blurry_Frame_Alive_at_High_Frame-Rate_With_an_CVPR_2019_paper.pdf
https://cedricscheerlinck.com/files/2018_event_convolutions.pdf
https://cedricscheerlinck.com/files/2018_event_convolutions.pdf
https://cedricscheerlinck.com/files/2018_scheerlinck_continuous-time_intensity_estimation.pdf
https://cedricscheerlinck.com/files/2018_scheerlinck_continuous-time_intensity_estimation.pdf
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1.3.3 Miscellaneous Contributions

• Created the Event Camera Wikipedia page:
https://en.wikipedia.org/wiki/Event_camera

• Z. Wang, Y. Ng, C. Scheerlinck, R. Mahony, “An Asynchronous Kalman Filter
for Hybrid Event Cameras”, arXiv 2020.

• High Quality Frames event camera dataset and sim-to-real learning code
https://cedricscheerlinck.com/20ecnn

• High Speed and High Dynamic Range event camera dataset
http://rpg.ifi.uzh.ch/E2VID.html

• CED: Color Event Camera Dataset:
http://rpg.ifi.uzh.ch/CED.html

• DVS Image Reconstruction code and dataset:
https://cedricscheerlinck.com/continuous-time-intensity-estimation

https://en.wikipedia.org/wiki/Event_camera
https://arxiv.org/pdf/2012.05590.pdf
https://arxiv.org/pdf/2012.05590.pdf
https://cedricscheerlinck.com/20ecnn
http://rpg.ifi.uzh.ch/E2VID.html
http://rpg.ifi.uzh.ch/CED.html
https://cedricscheerlinck.com/continuous-time-intensity-estimation
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Chapter 2

Background and Related Work

This chapter aims to motivate event cameras and bring the reader up to speed on
current event camera hardware. It then reviews existing algorithms that can be used
to process the output of event cameras.

Section 2.1 explains the philosophy behind event cameras and the advantages
they promise over conventional cameras.

Section 2.2 explains existing event camera technologies.

Sections 2.3 and 2.4 review existing event-based algorithms and techniques to
process event data.

2.1 Motivation

The event camera was born in the field of neuromorphic engineering that aims to
tackle an ambitious challenge: understanding how the brain works and building one
on a chip [Gallego et al., 2020a]. Event cameras are inspired by biological retinas
that have been optimised over millions of years by natural selection, and hope to

(a) Motion blur (b) Over-exposure

Figure 2.1: Limitations of conventional frame-based cameras. From [Bardow, 2018].
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Circuitry

Event camera

Human eye

Figure 2.2: Circuitry of an event camera pixel (top) is directly inspired by biological
retinas (bottom). Adapted from [Posch et al., 2014].

reap the benefits such as low power consumption, efficient information exchange
and low-latency motion sensitivity. They are a radically different sensing paradigm
from conventional frame-based cameras, potentially alleviating problems such as low
temporal resolution, limited dynamic range (over/underexposure) and motion blur
(Fig. 2.1). The core building block is a smart pixel that is activated by changes in light
intensity and quiet otherwise, analogous to a transient ganglion cell in the retina of
a biological eye (Fig. 2.2). Each pixel operates asynchronously and independently,
with the net effect being a camera that sees dynamic (changing) scenes and is ‘blind’
to unchanging scenes, a dynamic vision sensor.

2.2 Event Cameras

Figure 2.3 summarises the working principle of the popular Dynamic and Active-pixel
Vision Sensor (DAVIS) [Brandli et al., 2014a] event camera. Each pixel contains cir-
cuitry that allows (i) active pixel sensor (APS) intensity readout and (ii) dynamic
vision sensor (DVS) event generation from the same photoreceptor. The APS is a
standard global shutter camera that operates independently of the DVS. The DVS
comprises of a capacitor that stores information about the change in log intensity, and
an amplifier that leads to two comparators that check whether the change exceeds
a preset contrast threshold. If the change is positive (i.e., the brightness increased),
an ON event is generated, otherwise an OFF event. An event contains polarity
(ON/OFF), pixel address (x, y) and a microsecond timestamp. When an event is
generated, a reset switch drains the capacitor, resetting the change level to zero. A
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Figure 2.3: Top: simplified circuitry of a single DAVIS [Brandli et al., 2014a] pixel
and event (ON/OFF) generation given a log intensity signal. Bottom: DAVIS chip
and DAVIS USB camera. Right: events drawn on an intensity image (green ON, red
OFF) and a 3D event point cloud. From [Gallego et al., 2020a].

refractory period is imposed on every pixel that silences it after every event for a
short duration (e.g. 1ms) to reduce bandwidth. Pixels that generate an event send
a request to an arbiter responsible for reading out events. The chip operates on a
1MHz clock, allowing low latency event generation and readout, especially com-
pared to standard camera frame rates on the order of 100Hz.

Typical DVS response to a given log intensity signal at one pixel is shown in fig-
ure 2.3 (top right). Accumulating ON and OFF events (summing) yields a quantised
reconstruction of the original signal. In contrast to conventional cameras, the quan-
tisation is along the intensity dimension instead of the time dimension. Thus, the
rate of events is scene dependent, adapting according to the rate and magnitude of
change in brightness. Concretely, large changes trigger more events, and no change
triggers no events. Scene-dependent output is one key difference between event and
conventional fixed-rate cameras, the philosophy being that unchanging regions of
the scene do not need to be sampled as often as dynamic regions, hence the name:
Dynamic Vision Sensor.

Events encode visual information about dynamic parts of the scene, and figure 2.3
(bottom) illustrates this by plotting events in 3D space-time. For example, a spinning
disc forms a spiral of events in space-time, and moving objects trigger events at
their boundaries. Importantly, event cameras are blind to stationary (unchanging)
parts of a scene, partly motivating the inclusion of a standard APS camera in the
DAVIS to complement events. More strictly, event cameras are blind to unchanging
scenes, including textureless moving objects, and can see static scenes if the sensor is
stimulated, for example by a strobe light.

Event cameras have several known nonidealities and characteristic noise [Licht-
steiner et al., 2008; Brandli et al., 2014a; Delbruck et al., 2020] including: (i) mis-



10 Background and Related Work

match of contrast threshold between pixels, (ii) bandwidth limitations (iii) hot pix-
els that fire many spurious events, (iv) refractory deadzone after an event firing,
(v) random background noise events. In addition, cameras such as the DAVIS that
share circuitry to produce image frames can generate noise events (in ∼0.25% of
pixels under uniform, unchanging illumination) upon every frame acquisition due
to undesirable parasitic coupling between APS (frame) and DVS (event) pixel cir-
cuitry [Brandli et al., 2014a]. The effective contrast threshold has been shown to
vary spatially between pixels, and temporally for a given pixel [Lichtsteiner et al.,
2008; Brandli et al., 2014b], rendering direct integration of the event signal ineffective
without noise suppression and motivating online calibration to compensate tempo-
ral fluctuations in contrast threshold. The minimum contrast threshold for a typical
event camera is ∼11% change in log-intensity [Brandli et al., 2014a], though sensitive
cameras can achieve down to 3.5% for ON events and 1% for OFF events [Moeys
et al., 2018]. Lower contrast thresholds improve fidelity and at the cost of elevated
bandwidth since more events are emitted for a given intensity change, while higher
contrast thresholds will fail to trigger events for small changes but save bandwidth.
Event camera bandwidth is a monotonically increasing function of light intensity at
about 3 kHz in bright conditions and 300 Hz at 1000× lower intensity [Gallego et al.,
2020b]. High bandwidth sensors such as the Samsung DVS-Gen4 [Suh et al., 2020]
and Prophesee Gen 4 CD [Finateu et al., 2020] have a maximum bandwidth of over
1 billion events per second. Hot pixels are characterised by spurious firing of many
events in rapid succession, either continuously, in random bursts, or in overreaction
to changing illumination, consuming valuable bandwidth. A refractory period at
each pixel following an event firing can dampen hot pixels and relieve bus conges-
tion, but introduces error in tracking fast brightness changes by suppressing events
that ‘should have’ fired. A constant trickle of random background noise events are
caused by leakage in the reset transistor in DVS pixel circuitry and are typically un-
correlated, thus amenable to filtering by discarding spatio-temporally isolated events
[Delbruck, 2008].

2.3 Asynchronous Versus Batch Processing

Event camera algorithms today cover a diverse range of topics from image recon-
struction to optic flow, feature detection, spiking neural networks, SLAM, stereo
matching, recognition, control and more. A comprehensive review of all major top-
ics is outside the scope of this thesis, however, readers may find more information in
[Gallego et al., 2020a; Event-based Vision Resources, 2017]. Two distinct processing
paradigms have arisen from the event camera research community:

• asynchronous ‘event-by-event’ processing,

• synchronous ‘batch’ processing.

Asynchronous algorithms process each event upon arrival, incorporating the addi-
tional information gained from that event into an information state, whether that be
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Events Image frames

TimeX

Y
Image	reconstruction

Downstream applications

Off-the-shelf algorithmVisual-inertial odometryObject classification

Figure 2.4: Image reconstruction is a bridge from events to conventional computer
vision. From [Rebecq et al., 2019]

a reconstructed image state or a neuron membrane potential in a neural network.
Since a single event alone contains little information, asynchronous algorithms rely
on a state that captures relevant information from previous events, providing context
for new events. Thus, to function properly, asynchronous algorithms require initial-
isation, e.g., from an image or by waiting for enough events to accumulate. Batch
processing is a paradigm that waits for a temporal window of events to accumulate
into a batch before processing the batch in one go, rather than processing each in-
dividual event upon arrival. A sliding temporal window may be used, though in
practise most algorithms consider non-overlapping successive temporal windows to
save computational resources and avoid processing events more than once. Batch
algorithms may also maintain an internal state to extend the temporal context to
outside of the current batch, i.e., to remember information from previous events
and computation. In the following sections we will focus our attention on both asyn-
chronous and batch processing techniques for image reconstruction, convolution and
optic flow. Sections 2.3.1 and 2.3.2 review asynchronous and batch processing tech-
niques for event cameras with a focus on video reconstruction. Section 2.4 reviews
event-based optic flow methods and section 2.5 introduces related work on color
event cameras.

2.3.1 Asynchronous Processing

Intensity image or video reconstruction is an important topic allowing human inter-
pretable visualisation of events and a bridge to downstream processing with con-
ventional computer vision tools (Fig. 2.4). Asynchronous image reconstruction algo-
rithms are able to process each event as it arrives, though in practice typically output
images at a much lower rate than the event rate, e.g., 100Hz vs. 1MHz. Brandli
et al. [2014b] proposed a simple method to reconstruct images in the blind time be-
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Figure 2.5: Relationship between original light intensity signal at a pixel (left, green),
events (middle) and reconstructed quantised intensity image (right), based on es-
timating contrast thresholds (right; δON , δOFF and left; red). From [Brandli et al.,
2014b].

tween frames by adding events, weighted by their contrast threshold, to a DAVIS
[Brandli et al., 2014a] image frame. The contrast threshold is estimated by matching
the sum of events with the difference between two frames (Fig. 2.5), a concept fur-
ther explored by Wang et al. [2019]. While a uniform global threshold is assumed
between pixels, ON/OFF thresholds are decoupled and may differ. This method is
computationally simple (as fast as O(n) for n events) and easily runs in real-time on
a CPU. Reinbacher et al. [2016] reconstruct images by integrating events with fixed
global ON/OFF contrast threshold estimates with periodic regularisation to prevent
noise build-up. They propose regularising on a manifold (Fig. 2.6) defined by the
timestamp of the latest event at each pixel, a.k.a., Surface of Active Events [Benos-
man et al., 2014] or time surface. A wall clock time of 1.7ms per image (580fps) for
128× 128 images was measured on a 3.4 GHz processor + NVIDIA Titan X GPU.
The authors release open-source C++ code1. Scheerlinck et al. [2018] propose using
a complementary filter to asynchronously reconstruct an intensity image state from
events and can optionally incorporate information from image frames if available.
The complementary filter performs temporal smoothing but no spatial smoothing,
making it computationally efficient and the one of the fastest image reconstruction
techniques, able to process up to 20M events per second on an i7 CPU.

Convolution is a fundamental image processing operation, used in feature de-
tection (e.g., Harris corners [Harris and Stephens, 1988], SIFT [Lowe, 2004]), con-
volutional neural networks and more. Asynchronous convolution aims to reduce
computational cost by exploiting sparsity of the input, only updating or convolving
local neighbourhoods surrounding events instead of the whole image. An equiva-
lent alternative interpretation is that asynchronous convolutions skip zero-entries in
the full resolution input. Significant effort has gone into designing hardware-level
implementation of asynchronous convolution, notably the “Convolution Address-
Event-Representation (AER) Vision Architecture for Real-Time” (CAVIAR) project
[Serrano-Gotarredona et al., 2009] and related work [Nageswaran et al., 2009; Perez-
Carrasco et al., 2013; Linares-Barranco et al., 2019]. Recently, some works have ex-

1https://github.com/VLOGroup/dvs-reconstruction

https://github.com/VLOGroup/dvs-reconstruction
https://github.com/VLOGroup/dvs-reconstruction
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(a) Events (b) Reconstruction (c) Manifold

Figure 2.6: Image (b) reconstructed from events (a) based on regularisation on a time
surface manifold (c). From [Reinbacher et al., 2016].

plored (software) implementation of asynchronous convolutions for event cameras.
Scheerlinck et al. [2019a] show that asynchronous convolution can be combined with
a complementary filter to reconstruct a ‘convolved’ image state e.g., image gradient.
They take it a step further by asynchronously applying a Harris corner detector to a
reconstructed image gradient state to obtain a continuous-time corner response state.
Cannici et al. [2019]; Messikommer et al. [2020] apply asynchronous convolutions to
neural networks, demonstrating reduced computational cost vs. conventional convo-
lutions.

Spiking neural networks are a bio-inspired framework that simulate individual
neurons as nodes that have a state (membrane potential) and can send and receive
signals (spikes) asynchronously from connected nodes. In a leaky integrate and fire
model (LIF) [Stein, 1965], the neuron state continuously decays (leaky), incoming
spikes contribute to the state (integrate), and if the state value exceeds some thresh-
old, the neuron sends out a spike and resets (fire). LIF is prevalent in event camera
spiking neural network works for optical flow [Orchard et al., 2013; Haessig et al.,
2018; Paredes-Valles et al., 2019], recognition [Orchard et al., 2015; Zhao et al., 2015;
Negri et al., 2018; Xiao et al., 2019] and more [Perez-Carrasco et al., 2013; Osswald
et al., 2017; Dikov et al., 2017; Haessig et al., 2018]. Parameters such as the decay
rate, threshold and weights between connected nodes can be preset or learnt e.g.,
using spike timing dependent plasticity [Caporale and Dan, 2008]. The SpiNNaker
project [Furber et al., 2014] has made considerable progress implementing spiking
neural networks in hardware. Since event cameras are spike-based, spiking neural
networks are a natural choice for processing event data with promises of low latency
and low power consumption. However, they require specialised hardware to fully re-
alise benefits such as low power consumption, are difficult to train and are typically
less accurate than conventional neural networks.
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(a)
Rotating 1D

event cameras
(b) Reconstructed panoramas

Figure 2.7: (a) A pair of 1D event cameras mounted on a scanning platform and (b)
reconstructed grayscale panoramas. Adapted from [Belbachir et al., 2014].

2.3.2 Batch Processing

Batch image reconstruction aims to reconstruct images or video by considering a
batch of events rather than each event independently. Cook et al. [2011] propose to
set up a network of weakly interacting maps that converge to coherent estimates of
pure camera rotation, optic flow, spatial gradient and image, driven by the intensity
change measured by event cameras. Researchers have since proposed probabilis-
tic filters [Kim et al., 2014, 2016] and geometric approaches [Rebecq et al., 2017]
for event-based SLAM, capable of generating intensity image maps. An alterna-
tive approach is to rotate the event camera around a single axis to reconstruct a
360◦ panorama. Belbachir et al. [2014] built a rig with a pair of 1024-pixel 1D line
event cameras, mounted on a 1-10Hz rotating platform (Fig. 2.7). They were able to
demonstrate grayscale panorama reconstructions by integrating events together with
high-pass filtering and contrast threshold estimation by matching the first and last
intensity value after each 360◦ scan. Since stereo was available, they were also able
to recover depth. Real-time performance at 10Hz for full 360◦ panoramic image and
depth is possible on embedded compute (FPGA). Bardow et al. [2016] formulates a
cost function based on brightness constancy [Horn and Schunck, 1981], smoothness
and intensity change measured by event cameras. Optimising the cost over a batch
of events yields intensity and optic flow estimates (Fig. 2.9). Shedligeri et al. [2018]
temporally interpolate video by estimating depth and ego-motion to warp (static
scene) image frames to intermediate locations. Pan et al. [2019] proposed the event
double integral model, and a framework for reconstructing video from events based
on (double) integrating from a starting image. A key component is the contrast
threshold estimation algorithm that optimises for image edge sharpness and total
variation.

The latest state-of-the-art image and video reconstruction methods at the time of
writing are learning based, utilising methods such as dictionary learning, sparse cod-
ing, generative adversarial networks (GANs) and recurrent convolutional neural net-
works. Barua et al. [2016] use a learnt patch-based dictionary from simulated event
data to reconstruct image gradient that can be upgraded to intensity via Poisson in-



§2.3 Asynchronous Versus Batch Processing 15

�
2
��

1
�

̂ 
�

�� 
1 

1


1

2


2

�
1
�

�1
��ℎ

�

 �

�1
�

�2
�

�
2
�

Conv Conv + ReLU + BN Decoder↑ Upsampling + Conv + ReLU + BN Conv↓ Strided Conv (s=2) + ReLU + BN ConvLSTM ConvLSTM + ReLU + BN

�
�+1

�

ConvLSTM
Conv↓�

�

�

��

�−1
��

�


�

Res Block Residual Block

(a) (b)

Figure 2.8: E2VID network architecture. Ek: Event voxel (input), Conv: fully convo-
lutional layer, BN: batch normalisation, σ: sigmoid activation,

⊕
: channel-wise sum,

Îk: output image. From [Rebecq et al., 2020a].

tegration [Agrawal et al., 2005, 2006]. Another approach is to simulate anatomically
realistic retinal models [Watkins et al., 2018], trained with methods such as Locally
Competitive Algorithm for sparse coding [Rozell et al., 2008]. GANs [Goodfellow
et al., 2014] are a learning framework based on training a generator G and a discrim-
inator D that estimates the probability that a sample came from training data rather
than G. GANs can be applied to event cameras [Bardow, 2018; Mostafavi I. et al.,
2019] by asking G to generate images given an event input and asking D to discrim-
inate between real and generated images. One advantage of GANs is that ground
truth correspondence between events and images is not required, only a dataset of
real images and event data, since the (adversarial) loss from D can be used to train
G.

Rebecq et al. [2019, 2020b] demonstrate superior results (Fig. 2.4) using a recurrent
convolutional neural network called ‘E2VID’ to learn supervised end-to-end video
reconstruction from simulated event data. The input to the network is a sequence of
event voxels2 or tensors: 3D space-time grids that contains events, with N temporal
bins and width, height given by the image sensor. E2VID is based on recurrent UNet
[Ronneberger et al., 2015; Alom et al., 2018], and is fully convolutional with LSTM
units after every encoder, residual units in the bottleneck, skip sum connections be-
tween encoders and decoders, ReLU activations between all hidden layers and finally
a sigmoid activation at the end (Fig. 2.8). E2VID is trained using two losses against
groundtruth target images from the simulator, (i) learned perceptual image patch
similarity (LPIPS) loss [Zhang et al., 2018] that minimises the perceptual distance
between prediction and target, specifically the weighted L1 distance between hid-
den layers of a pretrained classification network, and (ii) temporal consistency loss
[Lai et al., 2018] that minimises the photometric distance between consecutive im-
ages warped on top of each other using optic flow, subject to an occlusion mask.
Key factors driving performance in [Rebecq et al., 2020b] are (i) LPIPS loss, (ii) clean
simulated training data, (iii) temporal consistency loss and (iv) recurrent units in the
network architecture. Scheerlinck et al. [2020] propose a lightweight network archi-
tecture that achieves similar accuracy to E2VID while using 99.4% fewer parameters,
10× less floating point operations and running 3× faster on the same GPU. Stoffre-
gen et al. [2020] analyse several event camera datasets [Mueggler et al., 2017b; Zhu
et al., 2018a] to generate more realistic, noise augmented, synthetic training data,

2first proposed by Zhu et al. [2019]. See also [Gehrig et al., 2019a].
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(b) Events (c) Image

(a) Batch of events (d) Reconstruction (e) Optic flow

Figure 2.9: Joint optimisation of intensity (d) and optic flow (e) from a batch of events
(a), along with raw events (b) and reference RGB image (c). Adapted from [Bardow,
2018].

showing up to 25% improvement when E2VID is retrained on realistic data.

2.4 Optic Flow

Optical flow is the apparent motion of light patterns, typically expressed as a 2D
motion field on the image plane. Optic flow is classically defined as the pixel dis-
placement between two image frames (pix), though event camera researchers typi-
cally estimate instantaneous flow (pix/s), sometimes called visual flow, because event
cameras are inherently frame-free. In the sequel I will refer to instantaneous flow
simply as optic flow. Event cameras appear well suited to observe optic flow since
they respond to local brightness changes typically caused by motion. However, ex-
tracting optic flow from raw event data is (surprisingly) non-trivial, testified by the
volume of research effort and literature produced. The key challenge appears to
be the aperture problem, since events are inherently pixel-wise, thus cannot disam-
biguate direction when considered in isolation. Many works focus on how to group
events appropriately both spatially and temporally into a representation amenable
to extracting optic flow. In practical applications, optical flow is typically induced
by relative motion between the scene and the camera, and obtaining optical flow can
be helpful for: dynamic object tracking, pose estimation, visual odometry, SLAM,
robot control, collision avoidance, VTOL landing. Optical flow provides dense corre-
spondence between two images, useful for stereo matching, structure from motion,
video interpolation. Additionally, researchers have found optical flow to improve
action recognition and other tasks when used as (additional) input to neural net-
works [Zhou et al., 2019]. Further analysis of event-based optic flow can be found in
[Rueckauer and Delbruck, 2016].

Recent hand-crafted optical flow algorithms may be loosely categorised into: (i)
plane-fitting, (ii) gradient-based and (iii) block-matching. In plane-fitting and con-
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trast maximisation, events are treated as a point-cloud in 3D space-time. The idea is
to fit local planes to the points to capture linear motion of straight edges that sweep
out planes in space-time [Aung et al., 2018; Akolkar et al., 2018]. The gradient of
the plane with respect to the time-axis gives an estimate of the optical flow. A ma-
jor drawback of this method is that it fails to capture (local) non-linear motion of
non-straight edges: a scenario that occurs often reality. Contrast maximisation as-
sumes global [Gallego et al., 2018] or local [Stoffregen and Kleeman, 2017; Stoffregen
et al., 2019] affine motion parameters and warps every event in the point cloud to a
single image plane according to the motion parameters. Optimising the motion pa-
rameters to maximise the contrast3 of the warped event image yields an estimate for
optical flow that is not constrained to straight edges as in plane-fitting, though still
assumes (locally) linear motion. Gradient-based methods [Cook et al., 2011; Bardow
et al., 2016; Bardow, 2018; Almatrafi and Hirakawa, 2019] (Fig. 2.9) aim to estimate
both spatial intensity gradient and optical flow, typically assuming and invoking
the brightness constancy equation [Horn and Schunck, 1981]. These methods can
give dense optic flow and can re-use well established techniques such as smoothness
regularisation [Lucas and Kanade, 1981; Horn and Schunck, 1981], however, error
in gradient estimation may impact flow and vice versa. A promising direction for
computationally efficient flow is block-matching [Liu and Delbruck, 2017, 2018], that
compares a local patch to its neighbours to see ‘where it went’ using cheap operations
e.g., sum of absolute differences. One key challenge is determining how many events
to accumulate in a local patch before computing the flow to maximise throughput
and the chance of finding a match while minimising redundant computations. While
fast, block-matching techniques have limited accuracy and are spatially sparse.

Zhu et al. [2019] (Fig. 2.10) propose a learning based method that yields improved
results over prior methods. In [Zhu et al., 2019], the authors propose two separate
networks that share a similar architecture, but not the weights. One network pre-
dicts optical flow while the other predicts ego-motion and depth, that can be op-
tionally converted to flow. Gehrig et al. [2019a] propose supervised training based
on the ground-truth optical flow while others use a self/un-supervised warping loss
with respect to registered DAVIS images [Zhu et al., 2018b], event voxels [Zhu et al.,
2019] or slices (batch of events drawn onto an image plane) [Ye et al., 2019]. Ye
et al. [2019] propose a novel architecture for a network that predicts depth and ego-
motion, that can be converted to an optical flow estimate using a calibrated camera
and rigid ego-motion model (in static environments). They choose to evaluate dif-
ferent scene types separately (e.g., driving vs. indoor flying), retraining the network
for each scene type4, and achieve high accuracy, though may be overfitting. A key
challenge is evaluation, since ground-truth optic flow registered to real event data
is difficult to obtain, and the researchers cannot rely on existing traditional datasets
(e.g., [Baker et al., 2011; Menze and Geiger, 2015]) because they do not contain event

3Or similar quantity e.g., minimise variance. For a more comprehensive analysis of loss functions
see [Gallego et al., 2019; Stoffregen and Kleeman, 2019].

4At the time of writing most works train on only driving data and evaluate on both driving and
flying [Zhu et al., 2018b, 2019; Gehrig et al., 2019a].
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(a) Network architecture

(b) Optic flow

(c)
Depth &

heading (dot)

Figure 2.10: (a) Network architecture used for both (b) optic flow network (without
pose model) and (c) depth and ego-motion network. At training, a loss at each
decoder resolution is imposed. Adapted from [Zhu et al., 2019].

data. In response, new datasets have been proposed, however, ground-truth is lim-
ited to only the component of optical flow induced by ego-motion [Rueckauer and
Delbruck, 2016; Zhu et al., 2018a], thus failing to test an algorithm’s performance in
dynamic scenes. This may lead to overfitting, for example, a network that predicts
ego-motion and depth instead of optical flow may perform well on ‘ego-motion op-
tical flow datasets’ [Rueckauer and Delbruck, 2016; Zhu et al., 2018a], while failing
to produce accurate flow estimates of dynamic scenes, e.g., a traffic scenario with
multiple vehicles. Stoffregen et al. [2020] show that EV-FlowNet [Zhu et al., 2018b],
a network trained on one dataset [Zhu et al., 2018a], performs worse on different
datasets such as [Mueggler et al., 2017b] and show that ensuring a variety of training
data is key to improving generalisability.

2.5 Color

While the majority of event camera works to date use grayscale event cameras, a
minority of researchers have explored color event cameras using Bayer patterned
filters [Moeys et al., 2017, 2018; Li et al., 2015; Taverni et al., 2018] and even beam
splitting rigs to separate colors [Marcireau et al., 2018]. Color event cameras may
have improved performance on tasks such as classification and segmentation [Mar-
cireau et al., 2018], medical (neural) imaging [Moeys et al., 2018], and can generate
color images/video [Moeys et al., 2017] (Fig. 2.11). Researchers have also proposed
improved sensor hardware design and characterisation [Li et al., 2015; Moeys et al.,
2018; Taverni et al., 2018] targeted at color event cameras.
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(a) Bayered event camera pixel (b) (c) (d) (e)

Figure 2.11: (a) RGBW Bayer pattern filter in front of a DVS pixel, (b) reference image
(phone camera), (c) raw events (color-coded by filter), (d) naïve reconstruction based
on integration, (e) improved reconstruction based on gradient estimation + Poisson
integration. Adapted from [Moeys et al., 2017].

2.6 Summary

Chapter 2 motivated event cameras and explained their basic operating principles
and output: a stream of asynchronous per-pixel brightness change events. Raw events
have limited utility, so must be processed and useful information extracted before
event event cameras can be used by intelligent systems to see. Asynchronous algo-
rithms process each event upon arrival and can be used for computationally efficient
image reconstruction and convolution. Batch processing incurs latency, though may
achieve better results and easier algorithm design. Machine learning yields state-
of-the-art performance for both image and optical flow estimation, however, may be
computationally expensive, and limited interpretability makes it difficult to design
robust, reliable models.
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Chapter 3

Continuous-time Intensity
Estimation

Website: https://cedricscheerlinck.com/continuous-time-intensity-estimation

Color Event Camera Dataset: http://rpg.ifi.uzh.ch/CED.html

Based on [Scheerlinck et al., 2018] and [Scheerlinck et al., 2019b]

Event cameras provide asynchronous, data-driven measurements of local temporal
contrast over a large dynamic range with extremely high temporal resolution. Con-
ventional cameras capture low-frequency reference intensity information. These two
sensor modalities provide complementary information. I propose a computationally
efficient, asynchronous filter that continuously fuses image frames and events into
a single high-temporal-resolution, high-dynamic-range image state. In absence of
conventional image frames, the filter can be run on events only. This image state
can be queried locally or globally at any user-chosen time-instance(s) for computer
vision tasks such motion estimation, object recognition or tracking, or to visualise
data from an event camera in a human-interpretable way. I present experimental re-
sults on high-speed, high-dynamic-range sequences, as well as on synthetic datasets
to evaluate the performance of the proposed algorithm. To aid future researchers I
release open-source C++ code for the complementary filter and evaluation datasets.

3.1 Introduction

Due to high availability of contrast event cameras that output polarity (and not abso-
lute brightness) with each event, such as the DAVIS, many researchers have tackled
the challenge of estimating image intensity from contrast events. Image reconstruc-
tion algorithms that operate directly on the event stream typically perform spatiotem-
poral filtering [Reinbacher et al., 2016; Belbachir et al., 2014], or take a spatiotemporal
window of events and convert them into a discrete image frame [Barua et al., 2016;
Bardow et al., 2016; Rebecq et al., 2020b]. Windowing incurs a trade-off between
length of time-window and latency. SLAM-like algorithms [Cook et al., 2011; Kim
et al., 2014, 2016; Rebecq et al., 2017] maintain camera-pose and image gradient (or
3D) maps that can be upgraded to full intensity via Poisson integration [Agrawal
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Ground
truth
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frame MR DI Ours

Figure 3.1: The complementary filter takes image frames and events, and produces
a high-dynamic-range, high-temporal-resolution, continuous-time intensity estimate.
Existing methods; manifold regularisation (MR) [Reinbacher et al., 2016] and direct
integration [Brandli et al., 2014b] suffer smoothing and delay artifacts.

et al., 2005, 2006], however, so far these methods only work well for static scenes.
Another image reconstruction algorithmic approach is to combine image frames di-
rectly with events [Brandli et al., 2014b]. Beginning with an image frame, events
are integrated to produce inter-frame intensity estimates. The estimate is reset with
every new frame to prevent growth of integration error.

In this chapter, I present a continuous-time formulation of event-based inten-
sity estimation using complementary filtering to combine image frames with events
(Fig. 3.1). I choose an asynchronous, event-driven update scheme for the comple-
mentary filter to efficiently incorporate the latest event information, eliminating
windowing latency. The proposed approach does not depend on a motion-model,
and works well in highly dynamic, complex environments. Rather than reset the
intensity estimate with arrival of a new frame, the proposed formulation retains
the high-dynamic-range information from events, maintaining an image state with
greater temporal resolution and dynamic range than the image frames. The proposed
method also works well on a pure event stream without requiring image frames. The
result is a continuous-time estimate of intensity that can be queried locally or globally
at any user-chosen time.

I demonstrate the proposed approach on datasets containing image frames and an
event stream available from the DAVIS camera [Brandli et al., 2014a], and show that
the complementary filter also works on a pure event stream without image frames.
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The complementary filter does not perform spatial smoothing making amenable to
Bayered color event data. I apply the proposed approach to the Color Event Cam-
era Dataset [Scheerlinck et al., 2019b] to reconstruct a raw Bayered intensity image
state able to be converted to a color image using a simple demosaicing algorithm
[OpenCV, 2015]. If available, synthetic frames reconstructed from events via an al-
ternative algorithm can also be used as input to the complementary filter. Thus, the
proposed method can be used to augment any intensity reconstruction algorithm.
Additionally, I show how an adaptive gain can be used to improve robustness against
under/overexposed image frames.

In summary, the key contributions of the chapter are;

• a continuous-time formulation of event-based intensity estimation,

• a computationally simple, asynchronous, event-driven filter algorithm,

• a methodology for pixel-by-pixel adaptive gain tuning.

I also present a ground truth dataset for reconstruction of intensities from com-
bined image frame and event streams, published with co-authors in [Scheerlinck
et al., 2018]. Sequences of images taken on a high-speed camera form the ground
truth. I retain full frames at 20Hz, and convert the inter-frame images to an event
stream. I compare state-of-the-art approaches on this dataset.

The chapter is organised as follows: Section 3.2 summarises the mathematical
representation and notation used, and characterises the full continuous-time solution
of the proposed filter. Section 3.3 describes asynchronous implementation of the
complementary filter, and introduces adaptive gains. Section 3.4 shows experimental
results on the ground truth dataset and high-speed, high-dynamic-range sequences
from the DAVIS. Section 3.5 concludes the chapter.

3.2 Approach

3.2.1 Mathematical Representation and Notation

Let Y(p, t) denote the intensity or irradiance of pixel p at time t of a camera. I will
assume that the same irradiance is observed at the same pixel in both a classical
and event camera, such as is the case with the DAVIS camera [Brandli et al., 2014a].
A classical image frame (for a global shutter camera) is an average of the received
intensity over the exposure time

Yj(p) :=
1
ε

∫ tj

tj−ε
Y(p, τ)dτ, j ∈ 1, 2, 3... , (3.1)

where tj is the time-stamp of the image capture and ε is the exposure time. In the
sequel I will ignore the exposure time in the analysis and simply consider a classical
image as representing image information available at time tj. Although there will be
image blur effects, especially for fast moving scenes in low light conditions (see the
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experimental results in §3.4), a full consideration of these effects is beyond the scope
of the present chapter.

The approach taken in this chapter is to analyse image reconstruction for event
cameras in the continuous-time domain. To this end, I define a continuous-time
intensity signal YF(p, t) as the zero-order hold (ZOH) reconstruction of the irradiance
from the classical image frames:

YF(p, t) := Yj(p) = Y(p, tj), tj ≤ t < tj+1 (3.2)

Since event cameras operate with log intensity I convert the image intensity into
log-intensity:

L(p, t) := log(Y(p, t)) (3.3)

Lj(p) := log(Yj(p)) (3.4)

LF(p, t) := log(YF(p, t)). (3.5)

Note that converting the zero-hold signal into the log domain is not the same as
integrating the log intensity of the irradiance over the shutter time. I believe the
difference will be insignificant in the scenarios considered and I do not consider this
further in the present chapter.

Dynamic vision sensors (DVS), or event cameras, are biologically-inspired vision
sensors that respond to changes in scene illumination. Each pixel is independently
wired to continuously compare the current log intensity level to the last reset-level.
When the difference in log intensity exceeds a predetermined threshold (contrast
threshold), an event is transmitted and the pixel resets, storing the new illumination
level. Each event contains the pixel coordinates, timestamp, and polarity (σ = ±1
for increasing or decreasing intensity). An event can be modelled in the continuous-
time1 signal class as a Dirac-delta function δ(t). I define an event stream ei(p, t) at
pixel p by

ei(p, t) := σ
p
i c δ(t− tp

i ), i ∈ 1, 2, 3... , (3.6)

where σ
p
i is the polarity and tp

i is the time-stamp of the ith event at pixel p. The
magnitude c is the contrast threshold (brightness change encoded by one event). Define
an event field E(p, t) by

E(p, t) :=
∞

∑
i=1

ei(p, t) =
∞

∑
i=1

σ
p
i c δ(t− tp

i ). (3.7)

The event field is a function of all pixels p and ranges over all time, capturing the
full output of the event camera.

A quantised log intensity signal LE(p, t) can be reconstructed by integrating the

1Note that events are continuous-time signals even though they are not continuous functions of time;
the time variable t on which they depend varies continuously.
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Figure 3.2: Bode (log) plots of: low pass filter FL(s) (left), high pass filter FH(s)
(middle), all pass complementary filter FL(s) + FH(s) (right). The complementary
filter frequency response sums to unity at all frequencies (gray dashed line). The
crossover frequency is denoted by α.

event field

LE(p, t) :=
∫ t

0
E(p, τ)dτ =

∫ t

0

∞

∑
i=1

σ
p
i c δ(τ − tp

i )dτ. (3.8)

The result is a series of log intensity steps (corresponding to events) at each pixel.
In the absence of noise, the relationship between the log-intensity L(p, t) and the
quantised signal LE(p, t) is

L(p, t) = LE(p, t) + L(p, 0) + µ(p, t; c), (3.9)

where L(p, 0) is the initial condition and µ(p, t; c) is the quantisation error. Unlike
LF(p, t), the quantisation error associated with LE(p, t) is bounded by the contrast
threshold; |µ(p, t; c)| < c.

Events can be interpreted as the temporal derivative of LE(p, t)

E(p, t) =
∂

∂t
LE(p, t). (3.10)

3.2.2 Complementary Filter

I will use a complementary filter structure [Higgins, 1975; Mahony et al., 2008;
Franklin et al., 1998] (Fig. 3.2) to fuse the event field E(p, t) with ZOH log-intensity
frames LF(p, t). Complementary filtering is ideal for fusing signals that have com-
plementary frequency noise characteristics; for example, where one signal is domi-
nated by high-frequency noise and the other by low-frequency disturbance. Events
are a temporal derivative measurement (3.10) and do not contain reference intensity
L(p, 0) information. Integrating events to obtain LE(p, t) amplifies low-frequency
disturbance (drift), resulting in poor low-frequency information. However, due to
their high-temporal-resolution, events provide reliable high-frequency information.
Classical image frames LF(p, t) are derived from discrete, temporally-sparse mea-
surements and have poor high-frequency fidelity. However, frames typically provide
reliable low-frequency reference intensity information. The proposed complementary
filter architecture combines a high-pass version of LE(p, t) with a low-pass version of
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LF(p, t) to reconstruct an (approximate) all-pass version of L(p, t).
The proposed filter is written as a continuous-time ordinary differential equation

(ODE)

∂

∂t
L̂(p, t) = E(p, t)− α

(
L̂(p, t)− LF(p, t)

)
, (3.11)

where L̂(p, t) is the continuous-time log-intensity state estimate and α is the comple-
mentary filter gain, or crossover frequency [Mahony et al., 2008] (Fig. 3.1).

The fact that the input signals in (3.11) are discontinuous poses some complexities
in solving the filter equations, but does not invalidate the formulation. The filter can
be understood as integration of the event field with an innovation term −α

(
L̂(p, t)−

LF(p, t)
)
, that acts to reduce the error between L̂(p, t) and LF(p, t).

The key property of the proposed filter (3.11) is that although it is posed as a
continuous-time ODE, one can express the solution as a set of asynchronous-update
equations. Each pixel acts independently, and in the sequel I will consider the action
of the complementary filter on a single pixel p. Recall the sequence {tp

i } correspond-
ing to the time-stamps of all events at p. In addition, there is the sequence of classical
image frame time-stamps {tj} that apply to all pixels equally. Consider a combined
sequence of monotonically increasing unique time-stamps t̂p

k corresponding to event
{tp

i } or frame {tj} time-stamps.
Within a time-interval t ∈ [t̂p

k , t̂p
k+1) there are (by definition) no new events or

frames, and the ODE (3.11) is a constant coefficient linear ordinary differential equa-
tion

∂

∂t
L̂(p, t) = −α

(
L̂(p, t)− LF(p, t)

)
, t ∈ [t̂p

k , t̂p
k+1). (3.12)

The solution to this ODE is given by

L̂(p, t) = e−α(t−t̂p
k ) L̂(p, t̂p

k ) + (1− e−α(t−t̂p
k ))LF(p, t), t ∈ [t̂p

k , t̂p
k+1). (3.13)

It remains to paste together the piece-wise smooth solutions on the half-open
intervals [t̂p

k , t̂p
k+1) by considering the boundary conditions. Let

(t̂p
k+1)

− := lim
t→(t̂p

k+1)
t, for t < t̂p

k+1 (3.14)

(t̂p
k+1)

+ := lim
t→(t̂p

k+1)
t, for t > t̂p

k+1, (3.15)

denote the limits from below and above. There are two cases to consider:

New frame: When the index t̂p
k+1 corresponds to a new image frame then the right

hand side (RHS) of (3.11) has bounded variation. It follows that the solution is
continuous at t̂p

k+1 and

L̂(p, t̂p
k+1) = L̂(p, (t̂p

k+1)
−). (3.16)
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Event: When the index t̂p
k+1 corresponds to an event then the solution of (3.11) is

not continuous at t̂p
k+1 and the Dirac delta function of the event must be integrated.

Integrating the RHS and LHS of (3.11) over an event

∫ (t̂p
k+1)

+

(t̂p
k+1)

−

d
dτ

L̂(p, τ)dτ =
∫ (t̂p

k+1)
+

(t̂p
k+1)

−
E(p, τ)− α

(
L̂(p, τ)− LF(p, τ)

)
dτ (3.17)

L̂(p, (t̂p
k+1)

+)− L̂(p, (t̂p
k+1)

−) = σ
p
k+1c, (3.18)

yields a unit step scaled by the contrast threshold and sign of the event. Note the

integral of the second term
∫ (t̂p

k+1)
+

(t̂p
k+1)

− α
(

L̂(p, τ)− LF(p, τ)
)
dτ is zero since the integrand

is bounded. I use the solution

L̂(p, t̂p
k+1) = L̂(p, (t̂p

k+1)
−) + σ

p
k+1c, (3.19)

as initial condition for the next time-interval. Eqns. (3.13), (3.16) and (3.19) charac-
terise the full solution to the filter equation (3.11). The filter can be run on events only
without image frames by setting LF(p, t) = 0 in (3.11), resulting in a high-pass filter
with corner frequency α

∂

∂t
L̂(p, t) = E(p, t)− αL̂(p, t). (3.20)

This method can efficiently generate a good quality image state estimate from pure
events. Furthermore, it is possible to use alternative pure event-based methods to
reconstruct a temporally-sparse image sequence from events and fuse this with raw
events using the proposed complementary filter. Thus, the proposed filter can be
considered a method to augment any event-based image reconstruction method to
obtain a high temporal-resolution image state.

3.3 Method

3.3.1 Adaptive Gain Tuning

The complementary filter gain α is a parameter that controls the relative information
contributed by image frames or events. Reducing the magnitude of α decreases
the dependence on image frame data while increasing the dependence on events
(α = 0 → L̂(p, t) = LE(p, t)). A key observation is that the gain can be time-varying
at pixel-level (α = α(p, t)). One can therefore use α(p, t) to dynamically adjust the
relative dependence on image frames or events, which can be useful when image
frames are compromised, e.g. under/overexposed.

I propose to reduce the influence of under/overexposed image frame pixels by
decreasing α(p, t) at those pixel locations. I use the heuristic that pixels reporting
an intensity close to the minimum Lmin or maximum Lmax output of the camera may
be compromised, and I decrease α(p, t) based on the reported log intensity. I choose
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two bounds L1, L2 close to Lmin and Lmax, then I set α(p, t) to a constant (α1) for all
pixels within the range [L1, L2], and linearly decrease α(p, t) for pixels outside of this
range:

α(p, t) =


λα1 + (1− λ)α1

(LF(p,t)−Lmin)
(L1−Lmin)

Lmin ≤ LF(p, t) < L1

α1 L1 ≤ LF(p, t) ≤ L2

λα1 + (1− λ)α1
(LF(p,t)−Lmax)

(L2−Lmax)
L2 < LF(p, t) ≤ Lmax

(3.21)

where λ is a parameter determining the strength of the adaptive scheme (I set λ =
0.1). For α1, typical suitable values are α1 ∈ [0.1, 10] rad/s. For experiments I choose
α1 = 2π rad/s.

3.3.2 Asynchronous Update Scheme

Given temporally sparse image frames and events, and using the continuous-time
solution to the complementary filter ODE (3.11) outlined in §3.2 one may compute the
intensity state estimate L̂(p, t) at any time. In practice it is sufficient to compute the
image state L̂(p, t) at the asynchronous time instances t̂p

k (event or frame timestamps).
I propose an asynchronous update scheme whereby new events cause state updates
(3.19) only at the event pixel-location. New frames cause a global update (3.16) (note
this is not a reset as in [Brandli et al., 2014b]) 2. Algorithm 1 describes a per-pixel
complementary filter implementation. At a given pixel p, let L̂� denote the latest
estimate of L̂(p, t) stored in computer memory, and t̂� denote the time-stamp of the
latest update at p. Let LF

� and α� denote the latest image frame and gain values at p.
To run the filter in events only mode (high-pass filter (3.20)), simply let LF

� = 0.

Algorithm 1 Per-pixel, Asynchronous Complementary Filter

1: At each pixel:
2: Initialise L̂�, t̂�, LF

� to zero
3: Initialise α� to α1
4: for each new event or image frame do
5: ∆t← t− t̂�
6: L̂� ← exp(−α� · ∆t) · L̂� + (1− exp(−α� · ∆t)) · LF

� based on (3.13)
7: if event then
8: L̂� ← L̂� + σc based on (3.19)
9: else if image frame then

10: Replace LF
� with new frame

11: Update α� based on (3.21)
12: t̂� ← t

2The filter can also be updated (using (3.13)) at any user-chosen time instance (or rate). In my
experiments I update the entire image state whenever I export the image for visualisation.
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Figure 3.4: Left: 2×2 RGBG Bayer pattern in the Color-DAVIS346. Right: Events
from the Color-DAVIS346 split into each color. Positive (ON) events are colored by
the corresponding filter color, negative (OFF) events are black.

3.3.3 Color

Figure 3.3: “DAVIS346
Red Color" event camera
used to record the Color
Event Camera Dataset
[Scheerlinck et al.,
2019b].

Since equations (3.11) and (3.20) describe pixel-wise fil-
ters (i.e. no spatial smoothing), they are amenable to
Bayered color event data, such as from [Scheerlinck et al.,
2019b] (Fig. 3.3). Figure 3.4 describes the Bayer color fil-
ter pattern on the Color-DAVIS346 event camera. The
2 × 2 RGBG filter (Fig. 3.4) patterns the entire sensor,
thus, generating events that are sensitive to either red,
green or blue light based on pixel location.

Simply feeding Bayered color events into the
(grayscale) complementary filters described in equations
(3.11) or (3.20) allows reconstruction of raw Bayered im-
ages. Demosaicing [Kimmel, 1999] can be used to re-
cover an RGB image at any point in time. This is only
possible because the proposed approach does not in-
volve spatial smoothing that would destroy the Bayer
pattern.

A different algorithmic approach to color image reconstruction is to reconstruct
each channel independently (at quarter resolution), then upsample the result back to
the original resolution. While this technique is unnecessary for the proposed method,
I apply it to contemporary image reconstruction methods for comparison.

3.4 Results

I compare the reconstruction performance of the complementary filter3, both with
frames (CF) and without frames in events only mode (HF), against three existing meth-
ods: manifold regularisation (MR)4 [Reinbacher et al., 2016], direct integration (DI)

3Code for CF & HF: https://github.com/cedric-scheerlinck/dvs_image_reconstruction
4Code for MR: https://github.com/VLOGroup/dvs-reconstruction

https://github.com/cedric-scheerlinck/dvs_image_reconstruction
https://github.com/VLOGroup/dvs-reconstruction
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[Brandli et al., 2014b], simultaneous optical flow and intensity estimation (SOFIE)
[Bardow et al., 2016]. E2VID [Rebecq et al., 2020b] is a convolutional neural network
that converts events to video, and I will provide comprehensive evaluation and com-
parison to E2VID in chapters 5 and 6. I use the DVS image reconstruction dataset
[Scheerlinck et al., 2018] that consists of two ground truth sequences (Truck and Mo-
torbike); and four sequences taken with the DAVIS240C [Brandli et al., 2014a] camera
(Night drive, Sun, Bicycle, Night run). I evaluate the proposed method, MR and DI
against the ground truth dataset [Scheerlinck et al., 2018] using quantitative image
similarity metrics. Unfortunately, as code is not available for SOFIE I am unable to
evaluate its performance on new datasets. Hence, I compare it with the proposed
method on the jumping sequence made available by the authors. I also present qual-
itative results on the Color Event Camera Dataset (CED) [Scheerlinck et al., 2019b].

Ground truth is obtained using a high-speed, global-shutter, frame-based camera
(mvBlueFOX USB 2) running at 168Hz. I acquire image sequences of dynamic scenes
(Truck and Motorbike), and convert them into events following the methodology
of Mueggler et al. [2017b]. To simulate event camera noise, a number of random
noise events are generated (5% of total events), and distributed randomly throughout
the event stream. To simulate low-dynamic-range, low-temporal-resolution input-
frames, the upper and lower 25% of the maximum intensity range is truncated, and
image frames are subsampled at 20Hz. In addition, a delay of 50ms is applied to the
frame time-stamps to simulate the latency associated with capturing images using a
frame-based camera.

The complementary filter gain α(p, t) is set according to (3.21) and updated with
every new image frame (Algorithm 1). I set α1 = 2π rad/s for all sequences unless
otherwise stated. The bounds [L1, L2] in (3.21) are set to [Lmin + κ, Lmax − κ], where
κ = 0.05(Lmax− Lmin). The contrast threshold (c) is not easy to determine and in prac-
tice varies across pixels, and with illumination, event-rate and other factors [Brandli
et al., 2014b]. Here I assume two constant contrast thresholds (ON and OFF) that
are calibrated for each sequence using APS frames. I note that error arising from the
variability of contrast thresholds appears as noise in the final estimate, and believe
that more sophisticated contrast threshold models may benefit future works. For MR
[Reinbacher et al., 2016], the number of events per output image (events/image) is
a parameter that impacts the quality of the reconstructed image. For each sequence
I choose events/image to give qualitatively best performance. I set events/image to
1500 unless otherwise stated. All other parameters are set to defaults provided by
Reinbacher et al. [2016].

3.4.1 Qualitative Results

Night drive. Fig. 3.5 investigates performance in high-speed, low light conditions
where the conventional camera image frame (Raw frame) is blurry and underex-
posed, and dark details are lost. Data is recorded through the front wind shield of
a car, driving down an unlit highway at dead of night. The proposed method (CF)
is able to recover motion-blurred objects (e.g. roadside poles), trees that are lost in
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Figure 3.5: Night drive: Raw frame is motion-blurred and contains little informa-
tion in dark areas, but captures road markings. MR is unable to recover some road
markings. CF recovers sharp road markings, trees and roadside poles. Night run:
Pedestrian is heavily motion-blurred and delayed in Raw frame. DI may be compro-
mised by frame-resets. MR and CF recover sharp detail despite high-speed, low-light
conditions.
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Figure 3.6: Sun: Raw frame is overexposed when pointing directly at the sun (black
dot is a camera artifact caused by the sun). In MR, some features are smoothed out
(see zoom). DI is washed out due to the latest frame reset. CF captures detailed
leaves and twigs. Bicycle: Static background cannot be recovered from events alone
in MR and HF. CF recovers both background and foreground.
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SOFIE MR HF
CF

(events + SOFIE)

Figure 3.7: SOFIE [Bardow et al., 2016] and MR [Reinbacher et al., 2016] reconstruct
images from a pure event stream. CF can reconstruct images from a pure event
stream by either setting input-frames to zero HF, or by taking reconstructed images
from other methods (e.g. SOFIE) as input-frames CF (events + SOFIE).

Raw frame, and road lines that are lost in MR. MR relies on spatial smoothing to
reduce noise, hence faint features such as distant trees (Fig. 3.5; zoom) may be lost.
DI loses features that require more time for events to accumulate (e.g. trees on the
right), because the estimate is reset upon every new image frame. The APS (active
pixel sensor in DAVIS) frame-rate was set to 7Hz.

Night run. Illustrates the benefit in challenging low-light pedestrian scenarios.
Here a pedestrian runs across the headlights of a (stationary) car at dead of night.
Raw frame is not only heavily motion-blurred, but also significantly delayed, since
a large exposure duration is required for image acquisition in low-light conditions.
DI is unreliable as an unfortunately timed new image frame could reset the image
(Fig. 3.5). MR and CF manage to recover the pedestrian, and CF also recovers the
background without compromising clarity of the pedestrian. The APS frame-rate
was set to 4.5Hz.

Bicycle. Explores the scenario of static background, moving foreground. Raw
frame is underexposed in shady areas because of large intra-scene dynamic range.
When the event camera is stationary, almost no events are generated by the static
background and it cannot be recovered by pure event-based reconstruction methods
such as MR and HF. In contrast, CF recovers both stationary and non-stationary
features, as well as high-dynamic-range detail. The APS frame-rate was set to 26Hz.

Sun. Investigates extreme dynamic range scenes where conventional cameras
become overexposed. CF recovers features such as leaves and twigs, even when
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the camera is pointed directly at the sun. Raw frame is largely over-saturated, and
the black dot (Fig. 3.6; Sun) is a camera artifact caused by extreme brightness, and
marks the position of the sun. MR produces a clean looking image, though some
features (small leaves/twigs) are smoothed out (Fig. 3.6; zoom). DI is washed out
in regions where the frame is overexposed, due to the latest frame reset. Because
the sun generates so many events, MR requires more events/image to recover fine
features (with less events the image looks oversmoothed), so I increase events/image
to 2500. The APS frame-rate was set to 26Hz.

SOFIE. The code for SOFIE [Bardow et al., 2016] was not available at the time of
writing, however the authors kindly share their prerecorded dataset (using DVS128
[Lichtsteiner et al., 2008]) and results. I use their dataset to compare the proposed
method to SOFIE (Fig. 3.7), and since no camera frames are available, I first demon-
strate the proposed method by setting input-frames to zero (HF), then show that re-
constructed image frames output from an alternative reconstruction algorithm such
as SOFIE can be used as input-frames to the complementary filter (CF (events +
SOFIE)) to generate intensity estimates.

Color Event Camera Dataset. For the proposed method HF I set α = 0.377 and
apply a 5× 5, σ = 25 bilateral filter to the output. Figure 3.8 compares state-of-the-
art image reconstruction methods on the Color Event Camera Dataset [Scheerlinck
et al., 2019b]. For fairness I randomly select frames from each sequence. MR per-
forms qualitatively poorer than HF (3.20) and E2VID [Rebecq et al., 2020a] on color
event data. Figure 3.9 shows edge cases where various image reconstruction and
imaging modalities fall short. For example, at initialisation, event-based image re-
construction requires a minimum number of events, especially MR and HF, before
the image ‘fills in’, whereas frame-based cameras take a full image with one expo-
sure. Fast motions increase the event rate, slowing down per-event algorithms, and
can increase the number of noise events, producing artifacts in event reconstructed
images (especially HF). Event-based algorithms typically suffer when the event rate
slows down, and in this case manifests as the image fading. HF offers control (via
the cutoff frequency α parameter) over the temporal dynamics of the reconstruction,
whereas E2VID implicitly learns temporal dynamics (via recurrent units). E2VID
fades more rapidly than HF with the parameters used, and unlike HF, there is no
simple parameter that can be tuned at run-time to change the fade rate. Frame-based
cameras have low intrascene dynamic range, whereas event reconstructed images
have dynamic range in the order of event cameras, e.g., 120dB. In low light, frame-
based cameras trade-off signal-to-noise with motion blur via the exposure duration.
Low exposure reduces signal-to-noise and motion blur while high exposure increase
both. Event reconstructed images are not limited by a uniform exposure, resulting in
high signal-to-noise and low motion blur in low light.
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DAVIS frame MR HF (ours) E2VID

Figure 3.8: Qualitative comparison of different color video reconstruction methods
on the Color Event Camera Dataset [Scheerlinck et al., 2019b] (images randomly
selected). The DAVIS frame captured on the same sensor provides a reference image
to compare against. Only events were used for each reconstruction method: MR
[Reinbacher et al., 2016], HF (ours), E2VID [Rebecq et al., 2019]. HF achieves better
quality than MR. While HF has inferior quality to E2VID, it is significantly faster to
compute.
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Figure 3.9: Edge cases for different reconstruction methods. First row: initialisation,
all method but E2VID [Rebecq et al., 2019] fail. Second row: fast motion, HF and MR
[Reinbacher et al., 2016] accumulate noise. Third row: zoom on carpet, HF preserves
fine details better. Fourth row: Low apparent motion e.g., in the sky, HF preserves
slow moving objects better. Fifth row: HDR scene, DAVIS cannot capture entire
intensity range, reconstructions can. Sixth row: dark room (2 lux), DAVIS suffers
motion blur, not the reconstructions.
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Table 3.1: Overall performance of each reconstruction method on the ground truth
dataset (Truck and Motorbike). Values are reported as mean ± standard deviation.
The proposed method (CF) outperforms state-of-the-art on all metrics.

Truck sequence

Method
Photometric

Error (%)
SSIM FSIM

DI 12.25± 1.94 0.36± 0.07 0.93± 0.01
MR 16.81± 1.58 0.51± 0.03 0.96± 0.00
HF (ours) 15.67± 0.73 0.48± 0.03 0.95± 0.01
CF (ours) 7.76 ± 0.49 0.57 ± 0.03 0.98 ± 0.01

Motorbike sequence

Method
Photometric

Error (%)
SSIM FSIM

DI 11.78± 0.99 0.45± 0.05 0.94± 0.01
MR 14.53± 1.13 0.55± 0.05 0.94± 0.00
HF (ours) 15.14± 0.88 0.45± 0.03 0.94± 0.01
CF (ours) 9.05 ± 1.19 0.58 ± 0.04 0.97 ± 0.02

3.4.2 Quantitative Results

I evaluate the proposed method with (CF) and without (HF) 20Hz input-frames,
and compare against DI [Brandli et al., 2014b] and MR [Reinbacher et al., 2016]. To
assess similarity between ground truth and reconstructed images, each ground truth
frame is matched with the corresponding reconstructed image with the closest time-
stamp. Average absolute photometric error (%), structural similarity (SSIM) [Wang
et al., 2004], and feature similarity (FSIM) [Zhang et al., 2011] are used to evaluate
performance (Fig. 3.10 and Table 3.1). I initialise DI and CF using the first input-
frame, and MR and HF to zero.

Fig. 3.10 plots the performance of each reconstruction method over time. The
proposed method shows an initial improvement as useful information starts to ac-
cumulate, then maintains good performance over time as new events and frames
are incorporated into the estimate. The oscillations apparent in DI arise from im-
age frame resets. Table 3.1 summarises average performance for each sequence. The
proposed method CF achieves the lowest photometric error, and highest SSIM and
FSIM scores for all sequences. Fig. 3.11 shows the reconstructed image halfway be-
tween two input-frames of Truck ground truth sequence. Pure event-based methods
(MR and HF) do not recover absolute intensity in some regions (truck body) due to
sparsity of events. DI displays artifacts around edges, where many events are gen-
erated, because events are directly added to the latest input-frame. In CF, event and
frame information is continuously combined, reducing edge artifacts (Fig. 3.11) and
producing a more consistent estimate over time (Fig. 3.10).
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Truck sequence

Motorbike sequence

Figure 3.10: Full-reference quantitative evaluation of each reconstruction method on
the ground truth datasets using photometric error (%), SSIM [Wang et al., 2004] and
FSIM [Zhang et al., 2011].

(a) Ground truth (b) DI (c) MR

(d) 20Hz input frame (e) HF (ours) (f) CF (ours)

Figure 3.11: Reconstructed image for each method (DI [Brandli et al., 2014b], MR
[Reinbacher et al., 2016], CF) on ground truth dataset (Truck) with raw input-frame
(d) and ground truth (a) for comparison. DI (b) displays edge artifacts where new
events are added directly to the latest input-frame. MR (c) produces smoothed im-
ages compared to CF (e), (f).
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3.4.3 Computational performance

The complementary filter scales linearly with the number of events O(n), thus I
measure compute time per event. On an Intel i7 CPU on a desktop computer I
measure a wall clock time of 50ns per event (20M events/s) and on an i5 laptop
CPU, 0.14µs per event (7M events/s) using my open-source C++ code5.

3.5 Conclusion

This chapter presented a continuous-time formulation for intensity estimation us-
ing an event-driven complementary filter. I compared complementary filtering with
similar existing reconstruction methods on sequences recorded on a DAVIS cam-
era, showing that the complementary filter outperforms competitors on a synthetic
dataset [Scheerlinck et al., 2018]. The complementary filter naturally fuses image
frames with events and can estimate intensity based on a pure event stream, by ei-
ther setting the input-frame signal to zero, or by fusing events with the output of a
different event-based image reconstruction method. Applications of event-based im-
age reconstruction include event data visualisation, high speed, high dynamic range
video capture or use in conjunction with other computer vision systems e.g., tracking
[Gehrig et al., 2019b] or classification [Rebecq et al., 2020b].

5https://github.com/cedric-scheerlinck/dvs_image_reconstruction

https://github.com/cedric-scheerlinck/dvs_image_reconstruction
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Chapter 4

Asynchronous Spatial Image
Convolutions

Website: https://cedricscheerlinck.com/event_convolutions

Based on [Scheerlinck et al., 2019a]

This chapter builds on linear filtering ideas introduced in Chapter 3, extending them
from image reconstruction to asynchronous spatial image convolution and corner
detection. Spatial convolution is arguably the most fundamental of 2D image pro-
cessing operations. Conventional spatial image convolution can only be applied to a
conventional image, that is, an array of pixel values (or similar image representation)
that are associated with a single instant in time. Event cameras have serial, asyn-
chronous output with no natural notion of an image frame, and each event arrives
with a different timestamp. In this chapter, I propose a method to compute the con-
volution of a linear spatial kernel with the output of an event camera (Fig. 4.1). The
approach operates on the event stream output of the camera directly without syn-
thesising pseudo-image frames as is common in the literature. The key idea is the
introduction of an internal state that directly encodes the convolved image informa-
tion, which is updated asynchronously as each event arrives from the camera. The
state can be read-off as-often-as and whenever required for use in higher level vision
algorithms for real-time robotic systems. I demonstrate the application of the pro-
posed method to corner detection, providing an implementation of an asynchronous
Harris corner-response ‘state’ that can be used in real-time for feature detection and
tracking on robotic systems.

4.1 Introduction

Spatial image convolutions are a core pre-processing step in almost all robotic vision
algorithms. For example, Gaussian smoothing, gradient computation, computation
of the Laplacian, etc, are convolutional operations that underlie fundamental vision
algorithms such as: feature detection, optical flow computation, edge detection, etc.
Classical image convolution requires a full image frame such as are generated by
conventional synchronous cameras. Event cameras [Lichtsteiner et al., 2008; Bran-
dli et al., 2014a] in contrast, provide asynchronous, data-driven measurements of

41

https://cedricscheerlinck.com/event_convolutions
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Figure 4.1: Asynchronous event convolution followed by a high-pass filter for con-
volved image reconstruction.

grayscale temporal contrast2 at high temporal resolution and dynamic range. Event
cameras have the potential to overcome many inherent limitations that conventional
cameras exhibit for robotic applications: motion blur in high speed environments,
under/overexposure in high dynamic range scenes, sparse temporal sampling (low
frame rate), or high bandwidth and data requirements (high frame rate). With such
advantages, event cameras are an ideal embedded visual sensor modality for robotic
systems [Rebecq et al., 2017; Mueggler et al., 2015, 2014; Censi and Scaramuzza, 2014;
Rosinol Vidal et al., 2018]. However, the lack of a conventional image frame means
that any image processing algorithm that relies on convolution cannot be directly
applied to the output of an event camera.

In this chapter, I propose a novel algorithm to compute the convolution of a linear
kernel with the underlying radiometric scene information encoded by the output of
an event camera. The key contribution of the chapter is the introduction of an internal
‘state’ that encodes the convolved image information. Each pixel of the internal state
carries a timestamp of the last event that updated that pixel (analogous to the surface
of active events [Benosman et al., 2014]), along with the latest state information, for
example it could be values of: horizontal and vertical gradient, the Laplacian, or a
Gaussian filtered intensity, etc.

The proposed algorithm uses continuous-time filter theory to compute a filtered
or time-averaged version of the input event stream. Since spatial convolution is a
linear process, it can be factored through the linear filter equations and applied di-
rectly to the event stream inputs. Thus, each event is spatially convolved with a
linear kernel to generate a neighbouring collection of events, all with the same times-
tamp, which are then fed into pixel-by-pixel single-input-single-output continuous-
time linear filters. The resulting filter equations can be solved explicitly, allowing
asynchronous, discrete implementation of the continuous-time filter based on exact
interpolation. Each asynchronous update of the internal state requires computation
of one scalar exponential along with a small number of simple algebraic operations.
The resulting algorithm does not require a motion-model for the camera and is truly

2I consider temporal contrast events (not gray-level events [Posch et al., 2011; Huang et al., 2017]).
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asynchronous and highly efficient. The proposed method does not require recon-
struction of pseudo-images, avoiding the latency and computational cost associated
with synchronous reconstruction. The internal state can be separately read-off as-
often-as and whenever required by a separate processing thread for use in higher
level vision algorithms.

I demonstrate the approach using a variety of common kernels including Gaus-
sian, Sobel and Laplacian kernels. To provide a more substantial example, I apply
the method to the estimation of Harris corners. The approach taken is to augment
the internal linear filter state with a (non-linear) Harris corner-response state. This
‘state’ is computed from the various gradients asynchronously as they are updated
and provides a real-time measure of the Harris corner response of the underlying ra-
diometric scene. The Harris corner state provides estimates of corners that I compare
to a frame-based Harris detector, as well as state-of-the-art event-based corner detec-
tors. I emphasise that in the proposed algorithm no grayscale image was required,
or indeed is generated.

The remainder of the chapter is as follows: Section 4.2 outlines mathematical for-
mulation and methodology. Section 4.3 presents experimental results and analysis.
Section 4.4 concludes the chapter.

4.2 Method

The proposed method is formulated as a parallel collection of continuous-time filters
that are solved asynchronously as discrete updates using exact interpolation. I com-
pute the exact analytic solution to the associated ordinary differential equation of the
filter in continuous time and evaluate at discrete time instances.

4.2.1 Mathematical Representation and Notation

Each pixel in the event camera responds independently and asynchronously to changes
in brightness. When the change in log intensity relative to the previous reference level
exceeds a preset threshold c,

| log(I)− log(Iref)| > c, (4.1)

an event is triggered and the pixel reference Iref resets to the new brightness level. For
contrast event cameras [Lichtsteiner et al., 2008; Brandli et al., 2014a], each event con-
tains the time-stamp (t; relative to a global clock), discrete pixel address p = (x, y)T,
and polarity (σ = ±1 depending on the sign of the brightness change).

eventi = (ti, pi, σi), i ∈ 1, 2, 3... (4.2)

The output of an event camera is a serial stream of asynchronous events.
Events can be modelled as Dirac-delta functions [Mueggler et al., 2017b]. Define
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an event ei(p, t) as

ei(p, t) := σi c δ(t− ti) δpi(p), (4.3)

where δ(t) is a Dirac-delta function and δpi(p) is a Kronecker delta function with
indices associated with the pixel coordinates of pi and p. That is δpi(p) = 1 when
p = pi and zero otherwise. In this chapter I use the common assumption that the
contrast threshold c is constant [Reinbacher et al., 2016; Kim et al., 2016, 2014], al-
though, in practice it does vary somewhat with intensity, event-rate and other factors
[Brandli et al., 2014b]. The integral of events is∫ t

0
∑

i
ei(p, τ)dτ = L(p, t)− L(p, 0) +

∫ t

0
η(p, τ)dτ, (4.4)

where L(p, t) is the log intensity seen by the camera with initial condition L(p, 0),
and η(p, t) represents quantisation and sensor noise. L(p, 0) is typically unknown
and η(p, t) is unknown and poorly characterised. If left unchecked, integrated er-
ror arising from

∫ t
0 η(p, τ)dτ grows over time and quickly degrades the estimate of

L(p, t) [Brandli et al., 2014b]. A method to deal with error arising from L(p, 0) and
η(p, t) will be presented in section 4.2.3.

4.2.2 Event Convolutions

Let K denote a linear spatial kernel with finite support. Consider the convolution of
K with L(p, t). Define

LK(p, t) := (K ∗ L)(p, t). (4.5)

Using (4.3), (4.4) and omitting the noise term η(p, t) in the approximation

LK(p, t) ≈ (K ∗ L)(p, 0) +
∫ t

0
∑

i
(K ∗ ei)(p, τ)dτ,

≈ (K ∗ L)(p, 0) +
∫ t

0
∑

i
σi c δ(t− ti) (K ∗ δpi)(p)dτ,

≈ (K ∗ L)(p, 0) +
∫ t

0
∑

i
eK

i (p, τ)dτ, (4.6)

where

eK
i (p, t) := σi c δ(t− ti) (K ∗ δpi)(p). (4.7)

Note that (K ∗ δpi)(p) is a local spatial convolution of the finite support kernel K with
a single non-zero image pixel (Fig. 4.2). The result of such a convolution is an image
with pixel values of zero everywhere except for a patch centred on pi (the same size
as K) with values drawn from the coefficients of K. The convolved event eK

i (p, t) can
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Figure 4.2: Convolution of a single event with horizontal Sobel kernel generates six
convolved events.

be thought of as a finite (localised) collection of spatially separate events all occurring
at the same time ti.

4.2.3 Continuous-time Filter for Convolved Events

It is possible to compute the direct integral (4.6) using a similar approach to the
direct integration schemes of Brandli et al. [2014b]; Reinbacher et al. [2016]. The
drawback of this approach is integration of sensor noise, which results in drift, and
undermines low temporal-frequency components of the estimate LK(p, t) over time.
Furthermore, I am often concerned with high temporal-frequency information (i.e.
scene dynamics), especially in robotic systems scenarios where the scene around the
robot is changing continually. This leads us to consider a simple high-pass filtered
version of LK(p, t).

Frequency domain: I design the high-pass filter in the frequency domain, and later
implement it in the time domain via inverse Laplace transform. For α > 0, a scalar
constant, I define a high pass filter F(s) := s/(s + α) and apply it directly to the
integrated event stream (4.6). Let LK(p, s) denote the Laplace transform of the signal
LK(p, t). Let Ĝ(p, s) denote the high-pass filtered version of LK(p, s). That is:

Ĝ(p, s) :=
s

s + α
LK(p, s),

=
s

s + α

1
s ∑

i
EK

i (p, s) +
s

s + α

1
s
(K ∗ L)(p, 0),

=
1

s + α ∑
i
EK

i (p, s) +
1

s + α
(K ∗ L)(p, 0), (4.8)

where EK
i (p, s) = σi c exp(−tis)(K ∗ δpi)(p) is the Laplace transform of eK

i (p, t). The
DC term associated with the unknown initial condition has an exponentially decreas-
ing time-response e−αt(K ∗ L)(p, 0) in the filter state and is quickly attenuated. The
high-pass filter naturally attenuates low-frequency components of the noise signal
η(p, t).
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Time domain: Ignoring the (K ∗ L)(p, 0) initial condition, the time domain sig-
nal Ĝ(p, t) can be computed by taking the inverse Laplace of (4.8) and solving the
resulting ordinary differential equation8

∂

∂t
Ĝ(p, t) = −αĜ(p, t) + ∑

i
eK

i (p, t), (4.9)

for each pixel p. Here, Ĝ(p, t) is a pixel-by-pixel internal state that provides an
estimate of the high-pass component of (K ∗ L)(p, t).

The continuous-time differential equation (4.9) is a constant coefficient linear dif-
ferential equation except at time instances when an event occurs and can be solved
explicitly. To exploit this property I store the timestamp of the latest event at each
pixel tp and use the explicit solution of (4.9) to asynchronously update the state when
(and only when) a new event at that pixel occurs.

The constant-coefficient, first-order ODE for (4.9) assuming no events is

∂

∂t
Ĝ(p, t) = −αĜ(p, t). (4.10)

Let ti denote the timestamp of the current event and denote the limit to ti from below
by t−i and the limit to ti from above by t+i . Integrate (4.10) from tp (the timestamp of
the previous event at p) to t−i

Ĝ(p, t−i ) = exp(−α(ti − tp))Ĝ(p, tp). (4.11)

Next integrate (4.9) over the convolved event, i.e. from t−i to t+i∫ t+i

t−i

∂

∂t
Ĝ(p, t)dt =

∫ t+i

t−i
−αĜ(p, t) + eK

i (p, t)dt.

The integral of the right-hand side is σi c (K ∗ δpi)(p) since Ĝ(p, t) is continuous and
its infinitesimal integral is zero, and the Dirac delta integrates to unity. Thus, one has

Ĝ(p, t+i ) = Ĝ(p, t−i ) + σi c (K ∗ δpi)(p). (4.12)

In addition, it is necessary to update the timestamp state

tp = ti. (4.13)

Equations (4.10), (4.12) and (4.13) together define an asynchronous distributed
update that can be applied pixel-by-pixel to compute the filter state. The state could
also be updated at any user-chosen time-instance (for example just before a read-out)
with the time-instance stored in tp.

Multiple different filters can be run in parallel. For example, if gradient estima-

8Although I write this as a partial differential equation (the partial taken with respect to time) there
is no coupling between pixel locations and the solution decouples into parallel pixel-by-pixel ODEs.
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tion is required, then two filter states (Ĝx, Ĝy) can be run in parallel for the x and y
components using an appropriate directional kernels (Sobel, central difference, etc).

4.3 Results

The experiments were performed using a DAVIS240C [Brandli et al., 2014a] with de-
fault biases provided in the jAER software, and sequences from [Scheerlinck et al.,
2018] and [Mueggler et al., 2017b]. The internal filter state of the system is asyn-
chronous and for visualisation I display instantaneous snap shots taken at sample
times. There is only a single parameter α in the filter. I set α = 2π rad/s for all
sequences unless otherwise stated. The complexity of the proposed algorithm scales
linearly with the number of (non-zero) elements in the kernel, and I find that a kernel
size of 3× 3 is usually sufficient. I fix the contrast threshold c constant.

4.3.1 Event Convolutions

Figure 4.3 displays a range of different filtered versions of an input sequence (sun
and night drive are taken from [Scheerlinck et al., 2018]). The first row of Figure 4.3
shows the application of the identity kernel. This kernel returns a (temporal) high-
pass filtered version of the original image. The sequences that follow, for a range of
different kernels, are generated directly from events using the proposed algorithm
and convincingly appear as one would expect if the kernel had been applied to
the image reconstruction from the top row. The key advantage of the proposed
approach is that is does not incur latency or additional computation associated with
reconstruction. The sequences in Fig 4.3 are:

• Snowman (left): The author wearing a knitted jumper with prominent snowman
and snowflakes design (taken under normal office conditions).

• Sun (centre): Looking directly at the sun through the trees. Exemplifies high
dynamic range performance of the camera.

• Night drive (right): Country road at night with no street lights or ambient
lighting, only headlights. The car is travelling at 80km/h causing considerable
motion in the scene. Exemplifies performance in high-speed, low-light condi-
tions.

Despite noise in the event stream, the proposed approach reproduces a high-fidelity
representation of the scene. It is particularly interesting to note the response for the
two challenging sequences sun and night drive. In both cases the image is clear and
full of detail, despite the high dynamic range of the scene.

The second row computes a (spatial) low pass Gaussian filter of the sequences.
The low pass nature of the response is clear in the image. The authors note that if it
was desired to compute an image pyramid then it is a straightforward generalisation
of the filter equations to reduce the state dimension at a particular level of the image
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Snowman Sun Night drive

Identity0 0 0
0 1 0
0 0 0



Gaussian

5× 5, σ = 3.0

Sobel x−1 0 1
−2 0 2
−1 0 1



Sobel y−1 −2 −1
0 0 0
1 2 1


Laplacian1 2 1
2 −12 2
1 2 1


Poisson

Reconstruction from
Laplacian

Figure 4.3: Different kernels K applied to events using high-pass filter (4.9). Sun
demonstrates robustness in extreme dynamic range scenarios and night drive is cap-
tured in pitch black conditions, demonstrating excellent performance in low-light
settings thanks to the event camera.
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pyramid by linear combination of pixel values. The resulting filter would still be
linear and the same filter equations would apply.

The third and fourth rows display the internal filter state for the Sobel kernels
in both vertical and horizontal directions. The results show that the derivative filter
state is operating effectively even in very low light and high dynamic range condi-
tions.

Rows five and six display the Laplacian of the image (the sum of second deriva-
tives of the image) and a Poisson reconstruction built from the Laplacian image. The
Laplacian kernel computes an approximation of the divergence of the gradient vec-
tor field. It can be used for edge detection: zero crossings in the Laplacian response
correspond to inflections in the gradient and denote edge pixels. It is also possible to
reconstruct an original (log) intensity image from a Laplacian image using Poisson
solvers [Agrawal et al., 2005, 2006]. In this case, I present the Poisson reconstruction
of the Laplacian image (row six) primarily to verify the quality of the filter response.

It is important to recall that the internal state of the filter is computed directly
from the event stream in all these cases. For example, if only the Laplacian is required
then there is no need to compute a gray scale image or gradient image.

4.3.2 Continuous Harris Event Corners (CHEC)

To demonstrate a practical application of the proposed filter I consider applying the
image processing framework to detection of Harris corners. I compute a continuous-
time 2D state asynchronously that encodes the Harris-corner-response [Harris and
Stephens, 1988] of pixels. Image gradients are computed using the filter architecture
proposed in equations (4.10), (4.12) and (4.13) for Sobel kernels Kx and Ky. When a
pixel gradient is updated then Harris corner response at that pixel location is also
recomputed. A threshold is applied at the pixel level and then non-maximum sup-
pression is applied locally to determine individual corners. I call corners detected
using this algorithm Continuous Harris Event Corners (CHEC) since they are derived
from a continuous-time Harris response image state. A key advantage of the pro-
posed approach is that I am able to update the corner-response state asynchronously
with each event, rather than having to synchronously update the entire state.

Let Ĝ(p, t) =
[
Ĝx(p, t) Ĝy(p, t)

]> denote an internal gradient state (4.9). The
Harris matrix is

M(p, t) := W ∗ Ĝ(p, t)Ĝ(p, t)T. (4.14)

where W is a smoothing kernel, e.g. box or Gaussian. The Harris corner-response
[Harris and Stephens, 1988] is

R(p, t) := det(M(p, t))− γ trace(M(p, t))2, (4.15)

where γ is an empirically determined constant, in this case γ = 0.04.
Figure 4.4 shows the continuous-time Harris corner-response state (4.15) com-

puted from the gradient state estimate (4.9), on real sequences from [Scheerlinck
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Gradient Corner State CHEC (ours) Harris

Figure 4.4: Harris corner-response: Continuous Harris Event Corners (CHEC) ap-
plied to events verses conventional Harris applied to raw camera frames. Gradient
shows a snap shot of the internal gradient state, obtained by applying Sobel x and y
kernels directly to events. Corner State shows a snap shot of the full Harris corner-
response state (4.15) computed from only the gradient state. CHEC (ours) shows
the corner-response thresholded at a suitable value and superimposed onto a log
intensity image, obtained via Poisson reconstruction [Agrawal et al., 2005, 2006] of
Gradient. Note: log intensity is displayed purely for visualisation and is not used
to compute corners. Harris shows the Harris detector [Harris and Stephens, 1988]
applied to raw image frames for comparison.
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et al., 2018]. Column one shows the image gradient state. Column two shows
the Harris corner-response state as a continuous-valued image state. Column three
shows the binary output after applying a threshold to column two, overlaid on log
intensity of the image (obtained via post processing of the stored gradient state and
Poisson reconstruction) for visualisation purposes. I emphasise that the image in-
tensity was not required and not computed. The final column shows the raw con-
ventional frames and the binary output of the thresholded classical Harris response
[Harris and Stephens, 1988].

Night_run (top row Fig 4.4) is captured in pitch black conditions as someone runs
in front of headlights of a car. The conventional camera suffers extreme motion blur
because of the high exposure-time required in low-light conditions. The proposed
approach leverages the high-dynamic-range, high-temporal-resolution event camera,
yielding crisp edges and corners. Sun (third row) displays artifacts in the corner state
around the sun because of extreme brightness gradients caused by the high-dynamic
range of the sun on a cloudless day, where the event camera is pushed to the limit.
Nevertheless, I still get clear corners around the branches and leaves of the trees,
whereas the conventional camera frame is largely over-saturated. Night drive (last
row) demonstrates performance under challenging high-speed, low-light conditions.
The proposed approach clearly detects corners on roadside poles and road-markings.
The conventional camera frame is highly blurred and unable to detect corners in
much of the image.

Figure 4.5 compares state-of-the-art event-based corner detectors [Vasco et al.,
2016; Mueggler et al., 2017a; Alzugaray and Chli, 2018], as well as frame-based
Harris detector (Harris) [Harris and Stephens, 1988], against the proposed method
(CHEC), on real sequences from the event camera dataset [Mueggler et al., 2017b]
(shapes_translation and dynamic_6dof). The corners identified are overlaid on the
raw camera frame to improve visualisation of the results. eHarris was first developed
by Vasco et al. [2016], and later improved by Mueggler et al. [2017a]. I use improved
eHarris code implementation of Mueggler et al. [2017a]. I also compare against FAST
event-based corner detector [Mueggler et al., 2017a] and ARC (asynchronous event-
based corner detection) [Alzugaray and Chli, 2018]. For state-of-the-art I use default
parameters provided in the open-source code. For CHEC, I increase the filter gain
to α = 10 rad/s to reduce low-temporal-frequency noise. To extract corners from
the Harris response of both Harris and CHEC, I first threshold, then apply non-
maximum suppression.

In simple low-texture environments (such as shapes) each method performs well
finding similar points. In contrast, in high-texture environments (dynamic), state-of-
the-art event-based detectors tend to find many spurious corners. The identification
of too many corners is as much a problem for image processing pipelines as the
failure of an algorithm to detect good corners. The CHEC detector demonstrates a
very similar response to the classical Harris algorithm on large sections of the image.
Points identified appear to be well correlated with visual corners in the image and
correlate well with the corners identified by the classical Harris corner detector. I em-
phasise that the two algorithms use completely separate data, the CHEC algorithm
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eHarris

ARC

FAST

CHEC (ours)

Frame Harris

eHarris

ARC

FAST

CHEC (ours)

Frame Harris

Figure 4.5: Top: shapes, bottom: dynamic. I plot the raw camera frame for visuali-
sation, though it is not used in any event-based corner detection; eHarris [Mueggler
et al., 2017a; Vasco et al., 2016], FAST [Mueggler et al., 2017a], ARC [Alzugaray and
Chli, 2018] and CHEC (ours). Corners appear shifted due to the low temporal reso-
lution of the raw frame. Since eHarris, FAST and ARC provide asynchronous corner
events, I accumulate the last 30ms for visualisation. Harris computes corners from
the raw frames, which are subject to low temporal resolution and limited dynamic
range.
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uses the event stream while the classical Harris algorithm is using the conventional
frame output of the DAVIS camera.

On areas of high dynamic range, such as under the chair, on the first authors face,
and in the top right of the image, the classical Harris algorithm is unable to extract
sufficient contrast to generate an effective corner response while the CHEC algorithm
functions effectively. Furthermore, the output of the CHEC algorithm will not suffer
from image blur and can be computed asynchronously in real time, providing an
ideal front end corner detector for real-world robotic systems.

4.4 Conclusion

This chapter introduced a method to compute asynchronous spatial convolutions
for event cameras. Exploiting sparsity in asynchronous convolution offers poten-
tial reduction in the number of operations compared to conventional convolution
[Serrano-Gotarredona et al., 2006; Camunas-Mesa et al., 2012]. However, not all oper-
ations are equal in cost; for example, memory access is relatively more expensive than
other mathematical operations such as multiplication. Conventional hardware (such
as CPU used in this chapter) cannot easily take advantage of memory reuse, e.g.,
weights and states that could be reused hundreds of times in overlapping operations
[Serrano-Gotarredona et al., 2009]. Thus, specialised hardware such as neuromor-
phic and sparsity-aware hardware accelerators [Delbruck and Liu, 2019; Aimar et al.,
2018] are required to realise the full benefits of asynchronous computation. Despite
the potential challenges, the framework of asynchronous convolution is of significant
interest in the context of neuromorphic hardware such as IBM TrueNorth [Merolla
et al., 2014], Intel Loihi [Davies et al., 2018] and SpiNNaker Furber et al. [2014]. This
chapter has provided a theoretical framework for asynchronous algorithms based on
filter-theory and is extendable to future hardware implementation. A key feature is
the continuous-time internal state that encodes convolved image information and al-
lows asynchronous, event-driven, incremental updates. I extended the concept of an
internal state to a Harris corner-response state, and demonstrated corner detection
(CHEC) without requiring intensity. I believe there are many exciting possibilities
in this direction, including alternative feature states, continuous-time optical flow
state, and application of event-based convolutions to convolutional neural networks,
similar to [Cannici et al., 2019; Messikommer et al., 2020].
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Chapter 5

Machine Learning

Website: https://cedricscheerlinck.com/firenet

Based on [Scheerlinck et al., 2020]

This chapter takes a step back from asynchronous, per-event processing to explore
ideas for applying machine learning and convolutional neural networks to event
cameras, in pursuit of high quality video reconstruction. Event cameras are pow-
erful new sensors able to capture high dynamic range with microsecond temporal
resolution and no motion blur. Their strength is detecting brightness changes (called
events) rather than capturing direct brightness images; however, algorithms can be
used to convert events into usable image representations for applications such as
classification. Previous works rely on hand-crafted spatial and temporal smoothing
techniques to reconstruct images from events. State-of-the-art video reconstruction
has recently been achieved using neural networks that are large (10M parameters)
and computationally expensive, requiring 30ms for a forward-pass at 640 × 480 res-
olution on a modern GPU. I propose a novel neural network architecture for video
reconstruction from events that is smaller (38k vs. 10M parameters) and faster (10ms
vs. 30ms) than state-of-the-art with minimal impact to performance.

5.1 Introduction

The introduction of machine learning to event cameras has caused a proliferation
of works, achieving state-of-the-art results in optical flow [Zhu et al., 2018b, 2019],
6-DOF pose relocalisation [Nguyen et al., 2019], steering prediction [Maqueda et al.,
2018], classification [Gehrig et al., 2019a], segmentation [Alonso and Murillo, 2019],
image reconstruction [Rebecq et al., 2019] and more. These methods typically convert
raw events into time-surfaces, event images or voxel-grids to be passed to a convolu-
tional neural network (CNN). Large CNN models can be memory and computation-
ally intensive, consuming power and hampering the low latency of event cameras.
This makes it harder to deploy large models on embedded platforms or IoT applica-
tions with power and memory constraints, where event cameras are ideal candidates
due to their low power and bandwidth consumption. Reducing the model size can
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R2H G1 R1 G2 P

ImageEvent tensor

5 channels 16 channels 1 channel

FireNet

H Conv + ReLU G ConvGRU + ReLU R Residual block P 1 x 1 Conv

Figure 5.1: FireNet architecture. The input is an event tensor with 5 temporal bins.
The network consists of convolutional layers (H, P), convolutional gated recurrent
units (G1, G2) and residual blocks (R1, R2). Every layer uses ReLU activation except
the final layer (P).

improve performance by reducing (i) memory footprint, (ii) FLOPs and power con-
sumption and (iii) latency.

In this chapter, I introduce FireNet (Fig. 5.1): a novel neural network architecture
that performs fast image reconstruction from events. FireNet is significantly smaller
than state-of-the-art (E2VID) [Rebecq et al., 2019], requiring fewer parameters (38k
vs 10M), less memory (0.16Mb vs 43Mb) and fewer FLOPs (12.6G vs 147.2G), and
runs three times faster than E2VID [Rebecq et al., 2019] on a modern GPU. FireNet
is a fully convolutional network that relies on recurrent connections to build a state
over time, allowing a much smaller network that re-uses previous computed results,
showing exciting potential for tiny recurrent networks that run fast.

5.2 Method

5.2.1 Input Representation

The input to FireNet is a H ×W × B event tensor (a.k.a., voxel grid) V(x, y, t) pro-
posed by Zhu et al. [2019], where H, W are the sensor height and width and B is
the number of temporal bins. The event tensor is populated using trilinear voting
(interpolation) where each event (xi, yi, ti, σi) contributes its polarity to its two closest
temporal bins according to:

V(x, y, tn) = ∑
i

σi max (0, 1− |tn − t∗i |), (5.1)

t∗i =
(ti − tmin)

(tmax − tmin)
(B− 1)

where n is the temporal bin index, σi is the polarity and t∗i is the normalised times-
tamp of the ith event. I use B = 5.
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At runtime I pass consecutive, non-overlapping event tensors with a fixed number
of N events. Thus, tmin and tmax may be different for each event tensor, depending on
the timing of events. The input representation can be interpreted as adaptively rescal-
ing the temporal dimension, i.e., the network never sees absolute timestamps, only
relative event timings. This scheme can be relaxed e.g., having a variable number
of events per event tensor. In addition, I normalise the non-zero entries in V(x, y, t)
to have zero mean and unit norm, mitigating the impact of unbalanced ON/OFF
contrast thresholds, and making the network robust against different magnitudes of
contrast threshold.

5.2.2 Architecture

FireNet is a convolutional recurrent neural network (Fig. 5.1). All layers use single-
strided (no downsampling) 3× 3 convolutions, inspired by Simonyan and Zisserman
[2015], who demonstrate several layers of small convolutional filters outperforms
prior-art configurations of larger filters. An exception is the final layer which is 1× 1
to convert the penultimate feature map into a single-channel image. The head unit
(H) consists of a 16-channel convolution (y = w ∗ x + b) with ReLU activation [Nair
and Hinton, 2010], a smaller version of the head unit described in [Rebecq et al.,
2020b] (16 vs. 32 channels, 3×3 vs. 5×5 kernel). The convolutional gated recurrent
units (G1, G2) consist of a 16-channel convolution with ReLU activation followed by
a gated recurrent unit as described in [Ballas et al., 2016]. I chose GRUs instead of
LSTMs because they have been shown to exhibit similar performance [Chung et al.,
2014] while having less parameters (two gates instead of three). The residual blocks
(R1, R2) use 16-channel convolutions with ReLU activation and skip connections as
described in [He et al., 2016]. The final prediction layer (P) is a 1× 1 single-channel
convolution. The output is one image per input event tensor. Table 5.1 shows key
differences between FireNet and E2VID [Rebecq et al., 2019]. A valid interpretation is
that FireNet is a drastically reduced version of E2VID, without down/up-sampling
(UNet), and some structural changes (e.g., no outer skip connections).

5.2.3 Training

To make a fair comparison to E2VID, the exact same training and validation data was
used. The data was generated by the event simulator ESIM [Rebecq et al., 2018], and
consists of 1,000 sequences of 2 seconds each (950 training, 50 validation). MS-COCO
images [Lin et al., 2014b] were mapped to a 3D plane and random 6-DOF (simulated)
camera motions were used to trigger events. To simulate contrast threshold mismatch
and refractory, contrast threshold values (ON/OFF) for each sequence were drawn
from a normal distribution with mean µ = 0.18 and standard deviation σ = 0.03 and
a refractory period of 1ms was applied after each event.

As in [Rebecq et al., 2020a], I used both (i) a reconstruction loss that measures
the difference between the reconstruction and groundtruth image, and (ii) a tempo-
ral loss that penalises differences between consecutive reconstructed images. I used
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Table 5.1: Network overview. Compared to E2VID [Rebecq et al., 2019, 2020a],
FireNet has 280× fewer parameters, consuming only 0.37% of the memory.

E2VID Ours

No. parameters (k) 10700 38

Memory (Mb) 43 0.16

Downsampling yes no

Recurrent units LSTM GRU

Max. kernel size 5× 5 3× 3

Perceptual Similarity (LPIPS) [Zhang et al., 2018] to a groundtruth image as the re-
construction loss LR

k = d(Îk, Ik), where d is the LPIPS distance function, Îk is the kth

reconstructed image and Ik is the groundtruth image. The groundtruth image was
selected by matching its timestamp to the latest event in the input event tensor, thus,
discouraging the network from predicting images in the past. I used the temporal
consistency loss described in [Rebecq et al., 2020a] that aligns two successive recon-
structed images based on the optical flow between them and measures a photometric
error LTC

k = c(Îk−1, Îk), where c is the temporal consistency function.
The final loss is a weighted sum of reconstruction and temporal losses over L

consecutive images

L =
L

∑
k=0
LR

k + λTC
L

∑
k=L0

LTC
k , (5.2)

where L = 20, λTC = 2 and L0 = 10. I used the ADAM optimiser [Kingma and Ba,
2015] with default parameters, learning rate 1e-4, and trained for 1000 epochs.

5.3 Results

5.3.1 Overview

FireNet is 280× smaller than E2VID [Rebecq et al., 2019, 2020a] (Tab. 5.1) with only
38k parameters (0.36%) and consuming only 160kb of memory (0.37%). This yields
a 3× speedup on GPU, 4× on CPU and 10× reduction in the number of FLOPs
(Tab. 5.2). FireNet’s accuracy on the event camera dataset [Mueggler et al., 2017b] is
comparable to E2VID (Tab. 5.3). Qualitative comparison confirms that reconstructed
images are of a similar quality to E2VID (Fig. 5.2), though in some challenging scenar-
ios slightly worse (Fig. 5.7). I compared against the latest version of E2VID [Rebecq
et al., 2020a] for all experiments.
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Table 5.2: Computational cost. I report inference time on GPU and CPU, and the
number of FLOPs for a single forward-pass at common sensor resolutions. 10×
gap in FLOPs unmatched by 3× gap in GPU runtime due to efficient parallel com-
putation. FLOPs/pix depends on aspect ratio and size that impacts efficiency of
convolutional padding and down/up-sampling for E2VID.

Resolution
GPU (ms) CPU (ms) FLOPs (G)

FLOPs/pix
(×10−5)

E2VID Ours E2VID Ours E2VID Ours E2VID Ours

240× 180 5.52 1.89 84.98 22.86 21.2 1.8 49.1 4.2
346× 260 10.17 3.22 183.79 40.96 44.5 3.7 49.5 4.1
640× 480 30.88 10.15 687.10 264.39 147.2 12.6 47.9 4.1
1280× 720 93.34 31.01 2235.60 1039.49 441.7 37.8 47.9 4.1

5.3.2 Computational Performance

Table 5.2 compares the computational cost of FireNet against E2VID. I used an
NVIDIA Titan Xp GPU and an Intel 3.20 GHz i7-6900K CPU for all experiments. To
evaluate computational cost, I measured the compute time of a forward-pass through
the network at various image sensor resolutions on both GPU and CPU. I selected
resolutions of common event cameras such as the DAVIS240 [Brandli et al., 2014a],
DAVIS346 [Taverni et al., 2018], Samsung, Prophesee and CeleX sensors. I also report
the number of floating point operations per forward-pass (FLOPs) at each resolution,
which is related to power consumption. E2VID and FireNet are agnostic to the num-
ber of events per forward-pass, that is, a forward-pass will take the same amount
of time if the input event tensor contains zero or one million events. FireNet per-
forms three times faster than E2VID on GPU, and up to four times faster on CPU,
requiring less than one tenth the number of FLOPs. GPU runtime (Table 5.2) does
not scale linearly with FLOPs due to efficient parallel computation, thus a 10× re-
duction in FLOPs versus E2VID yields only 3× improvement in runtime. FLOPs per
pixel varies slightly with resolution due to convolutional padding that depends on
the aspect ratio, pixel count, and down/up-sampling operations (in E2VID).

5.3.3 Accuracy

I evaluated the accuracy of FireNet against DAVIS240C [Brandli et al., 2014a] frames
in the event camera dataset [Mueggler et al., 2017b] (Tab. 5.3, Fig. 5.2), and compared
against several competitive methods: high-pass filter (HF) [Scheerlinck et al., 2018],
manifold regularisation (MR) [Reinbacher et al., 2016] and E2VID [Rebecq et al., 2019,
2020a]. Since DAVIS frames were used as ground truth, I did not include methods
that use DAVIS frames as input, considering only pure event reconstruction. In
the evaluation dataset I discarded sections with poor frame quality, leaving seven
sequences with 1,670 groundtruth frames. Given a pair of successive image frames
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HF MR E2VID Ours DAVIS frame

Figure 5.2: Qualitative comparison against state-of-the-art methods on the event cam-
era dataset [Mueggler et al., 2017b]. FireNet performs comparably to E2VID [Rebecq
et al., 2019, 2020a], and produces higher quality images than HF [Scheerlinck et al.,
2018] and MR [Reinbacher et al., 2016].
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Table 5.3: Comparison to state-of-the-art image reconstruction methods on the Event
Camera Dataset [Mueggler et al., 2017b].

Dataset
MSE SSIM LPIPS

HF MR E2VID Ours HF MR E2VID Ours HF MR E2VID Ours

dynamic_6dof 0.10 0.05 0.14 0.12 0.39 0.52 0.46 0.47 0.54 0.50 0.46 0.44
boxes_6dof 0.08 0.10 0.04 0.04 0.49 0.45 0.62 0.64 0.50 0.53 0.38 0.37
poster_6dof 0.07 0.05 0.06 0.04 0.49 0.54 0.62 0.65 0.45 0.52 0.35 0.34
shapes_6dof 0.09 0.19 0.04 0.02 0.50 0.51 0.80 0.79 0.61 0.64 0.47 0.46
office_zigzag 0.09 0.09 0.03 0.04 0.38 0.45 0.54 0.54 0.54 0.50 0.41 0.40
slider_depth 0.06 0.07 0.05 0.05 0.50 0.50 0.58 0.59 0.50 0.55 0.44 0.41
calibration 0.09 0.07 0.02 0.04 0.48 0.54 0.70 0.66 0.48 0.47 0.36 0.37

Mean 0.08 0.09 0.05 0.05 0.46 0.50 0.62 0.62 0.52 0.53 0.41 0.40

(∼20Hz for the event camera dataset [Mueggler et al., 2017b]), I took all events in
between the frames and constructed an event tensor as specified in 5.2.1, creating a
sequence of event tensors for each dataset sequence. I reconstructed a video for each
sequence and compared against groundtruth frames. For all methods, I matched
the timestamp of the latest event used in each reconstructed image to the nearest
groundtruth frame with a tolerance of 1ms. For HF and MR, I used code provided
by the authors and manually tuned the parameters to get best results possible. For
HF I additionally applied a 5× 5 bilateral filter with σ = 25 to smooth high-frequency
noise, which improved results of HF in all metrics. To ensure the intensity values lay
within a similar range, I applied local histogram normalisation to both the output and
groundtruth frames. I compared reconstructed images against groundtruth frames
using the metrics: mean squared error (MSE), structural similarity (SSIM) [Wang
et al., 2004] and perceptual similarity (LPIPS) [Zhang et al., 2018].

Table 5.3 shows that FireNet performs favourably compared to hand-crafted meth-
ods HF and MR, achieving a 40% decrease in mean squared error, 20% increase in
structural similarity and 20% improvement in perceptual similarity. FireNet quanti-
tatively matched performance of E2VID for all metrics on the event camera dataset
[Mueggler et al., 2017b], though with minor qualitative defects for some challenging
scenarios (see Fig. 5.7).

5.3.4 Qualitative Evaluation

Figure 5.3 shows qualitative comparison to [Mostafavi I. et al., 2019] who used a
generative adversarial network (GAN), trained on a mixture of real and synthetic
data. While FireNet was trained exclusively on synthetic data, GAN was trained
on data from the event camera dataset [Mueggler et al., 2017b] (rows 2, 3) (i.e., the
network has seen these sequences at train time and may be overfitting), thus, I did
not include quantitative comparison out of fairness. Images reconstructed with GAN
appear less sharp, and contain artifacts in textureless regions of the scene (where
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GAN Ours DAVIS frame

Figure 5.3: Left: GAN [Mostafavi I. et al., 2019] appears less sharp and exhibits arti-
facts in textureless regions (note: rows 2, 3 were used in training). Middle: FireNet
looks cleaner but still suffers from very noisy events e.g., Sun (top). Right: the DAVIS
frame has lower dynamic range than events, evident in the reconstructions of both
methods.

there are no events). In challenging sequences, such as Sun (from [Scheerlinck et al.,
2018]), there are many noise events that translate into artifacts for both GAN and
FireNet, however, FireNet appears less impacted. Note that both methods appear to
contain more information than the oversaturated DAVIS frame.

Figure 5.4 shows results on the High Speed and HDR Dataset1 [Rebecq et al., 2020a],
demonstrating that FireNet can generalise to a different sensor (Samsung DVS Gen3
[Son et al., 2017]). Each sequence was reconstructed using 50k events per input tensor
(higher due to the higher sensor resolution: 640×480 vs. 240×180). Local histogram
equalisation was applied to improve the visual contrast of the images.

Figure 5.5 shows results on the Color Event Camera Dataset (CED)2 [Scheerlinck
et al., 2019b]. Each color channel was reconstructed independently at quarter resolu-
tion then upsampled following [Rebecq et al., 2020b]. Qualitatively, colors have been
distorted and images are low contrast, indicating that FireNet has not generalised
well to color - possibly due to limited network size/capacity or lack of color training
examples.

1Available at: http://rpg.ifi.uzh.ch/E2VID.html
2http://rpg.ifi.uzh.ch/CED.html

http://rpg.ifi.uzh.ch/E2VID.html
http://rpg.ifi.uzh.ch/CED.html
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(a) Gnome (c) Air balloon

(b) Mug (d) Water balloon

Figure 5.4: High speed phenomenon from the High Speed and HDR Dataset [Rebecq
et al., 2020a]. (a) and (b) are moments after a bullet impact from a gun. (c) and (d) are
moments after an air and water balloon are popped. The water (d) initially retains
the original shape of the balloon as it falls.

Figure 5.5: FireNet reconstructed images using color events from the Color Event
Camera Dataset (CED) [Scheerlinck et al., 2019b].
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5.3.5 Recurrent Connection Ablation

Recurrent connections in a network give it the ability to build a hidden state h(t) that
can be maintained and improved over time. Given temporal sequences of training
data, the network learns some form of temporal integration, re-using previous com-
puted results. Figure 5.6 shows that E2VID can reconstruct images from batches of
10k events per input tensor without recurrent connections. I believe this is because its
large size and receptive field allows it to spatially propagate information from events
(edges). However, smaller models such as FireNet cannot reliably reconstruct images
without recurrent connections because of a limited receptive field (maximum 15× 15
for FireNet). Because FireNet is fully convolutional, pixels in the prediction layer
can only see events within their receptive field. Thus, I can conclude that recurrent
connections are the primary driver enabling a smaller network.

5.3.6 Limitations

In challenging scenarios such as very fast motions, and initialisation, FireNet exhibits
defects such as smearing, or incomplete reconstruction in places with no events. Fig-
ure 5.7 shows selected challenging scenes where FireNet artifacts are apparent, while
E2VID [Rebecq et al., 2020a] typically does a better job. To highlight smearing arti-
facts I used a fixed time-window of 50ms per input event tensor for both methods.
Using a smaller time-window or fixed number of events per input tensor may de-
crease smearing for fast motions.

5.4 Conclusion

This chapter has presented FireNet, a fast, lightweight CNN that reconstructs im-
ages directly from events. FireNet performs almost as well as state-of-the-art (E2VID
[Rebecq et al., 2019, 2020a]) at a fraction of the computational cost, yielding a 3×
speedup, 10× reduction in FLOPs with 280× fewer parameters. I showed that recur-
rent connections are a key component enabling smaller networks because it allows
them to build and improve a hidden state over time, re-using previous computed
results. I believe FireNet shows exciting potential for fast, lightweight recurrent net-
works for event processing, and that the reconstructed images reveal an exciting
depth of information that can be unlocked from events with a surprisingly small
network.
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FireNet (small network) (ours)
Recurrent

No recurrent

Iteration = 1 3 5 7 9

E2VID (large network)
Recurrent

No recurrent

Time 7−→

Figure 5.6: Recurrent connection ablation study. Image is initialised at zero. Top:
small network (ours) relies on recurrent connection to build hidden state over time.
When recurrent connection is disabled (second row), the network fails, indicating
that recurrent connections are a key component. Bottom: While recurrent connec-
tions help stabilise video (third row), large networks (E2VID [Rebecq et al., 2019,
2020a]) are still able to reconstruct images without recurrent connection (fourth row).
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FireNet (ours)

Initialisation | Fast motion
E2VID

(a) (b) (c) (d) (e)

Figure 5.7: (a) and (b) show the network output at initialisation. FireNet (ours)
does not “fill in” the image as quickly as E2VID [Rebecq et al., 2020a, 2019]. (c)-
(e) are captured when the camera is undergoing fast motion. FireNet exhibits more
smearing artifacts than E2VID.



Chapter 6

Reducing the Sim-to-Real Gap for
Event Cameras

Website: https://cedricscheerlinck.com/20ecnn

Based on [Stoffregen et al., 2020]1

Speed

Quality Where we
want to go

Figure 6.1: Neural networks
commonly trade-off quality
for speed. Ideally we want
to increase both.

In the previous chapter I explored speeding up infer-
ence (and training) time by cutting down the size of
the network, possibly at the cost of image reconstruc-
tion quality. In this chapter I aim to explore along
the quality axis (Fig. 6.1) and identify failure modes
of existing state-of-the-art and how to fix them. Re-
cent work has demonstrated impressive results using
Convolutional Neural Networks (CNNs) for video re-
construction and optic flow with events. Using a sim-
ulator to generate training data is appealing because
groundtruth labels are easy to obtain and large vol-
umes of data can be obtained. However, generalisa-
tion to real data depends on the similarity between
simulated (training) and real (test) data, thus reduc-
ing the sim-to-real gap is essential. ‘Sim-to-real’ in robotic vision typically reflects
training machine learning algorithms using data acquired from simulated environ-
ments. In this chapter, sim-to-real refers to training a network using synthetic events
generated from real images. I present strategies for reducing the sim-to-real gap for
event cameras that result in 20-40 % boost in performance of existing state-of-the-art
video reconstruction networks retrained with the proposed method, and up to 15 %
for optic flow networks. A challenge in evaluating event based video reconstruction
is lack of quality groundtruth images in existing datasets. To address this, I present
a High Quality Frames (HQF) dataset2, containing events and groundtruth frames
from a DAVIS240C that are well-exposed and minimally motion-blurred. I evaluate
the proposed method on HQF in addition to several existing major event camera

1Equal first authorship.
2published with co-authors in [Stoffregen et al., 2020].
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Figure 6.2: Top: groundtruth reference image. Middle/bottom: state-of-the-art
(SOTA) E2VID [Rebecq et al., 2020a] vs. our reconstructed images from events only.
Challenging scenes from event camera datasets: CED [Scheerlinck et al., 2019b], IJRR
[Mueggler et al., 2017b], MVSEC [Zhu et al., 2018a] and HQF [Stoffregen et al., 2020].

datasets and show that training on data that better matches the distribution of real
data is key to improving quality of results 6.2.
This chapter was jointly authored with Timo Stoffregen.

6.1 Introduction

Event-based cameras such as the Dynamic Vision Sensor (DVS) [Lichtsteiner et al.,
2008] are novel, bio-inspired visual sensors. Presenting a paradigm-shift in visual
data acquisition, pixels in an event camera operate by asynchronously and indepen-
dently reporting intensity changes in the form of events, represented as a tuple of x, y
location, timestamp t and polarity of the intensity change σ. By moving away from
fixed frame-rate sampling of conventional cameras, event cameras deliver several key
advantages in terms of low power usage (in the region of 5 mW), high dynamic range
(140 dB), low latency and timestamps with resolution on the order of µs.

With the recent preponderance of deep learning techniques in computer vision,
the question of how to apply this technology to event data has been the subject of
several recent works. Zhu et al. [2018b] proposed an unsupervised network able
to learn optic flow from real event data, while Rebecq et al. [2019] showed that su-
pervised networks trained on synthetic events transferred well to real event data.
Simulation shows promise since data acquisition and groundtruth are easily obtain-
able, in contrast to using real data. However, mismatch between synthetic and real
data degrades performance, so a key challenge is simulating realistic data that covers
a large range of scenarios.
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I generated training data that better matches real event camera data by analysing
the statistics of existing datasets to inform my choice of simulation parameters. A
major finding is that the contrast threshold (CT) - the minimum change in brightness
required to trigger an event - is a key simulation parameter that impacts performance
of supervised CNNs. Further, I observed that the apparent contrast threshold of
real event cameras varies greatly, even within one dataset. Previous works such as
event based video reconstruction [Rebecq et al., 2020b] choose contrast thresholds
that work well for some datasets, but fail on others. Unsupervised networks trained
on real data such as event based optic flow [Zhu et al., 2018b] may be retrained to
match any real event camera - at the cost of new data collection and training. I show
that using CT values for synthetic training data that are correctly matched to CTs
of real datasets is a key driver in improving performance of retrained event based
video reconstruction and optic flow networks across multiple datasets. In addition,
I propose a simple noise model that can be used to dynamically augment event data
at train time, yielding up to 10 % improvement.

A challenge in evaluating image and video reconstruction from events is lack
of quality groundtruth images registered and time-synchronised to events, because
most existing datasets focus on scenarios where event cameras excel (high speed,
HDR) and conventional cameras fail. To address this limitation, I used the High
Quality Frames (HQF) dataset [Stoffregen et al., 2020] that provides several sequences
in well lit environments with minimal motion blur. HQF sequences were recorded
with a DAVIS240C event camera that provides perfectly aligned frames from an inte-
grated Active Pixel Sensor (APS). HQF also contains a diverse range of motions and
scene types, including slow motion and pauses that are challenging for event based
video reconstruction. I quantitatively evaluate the proposed method on two major
event camera datasets: IJRR [Mueggler et al., 2017b] and MVSEC [Zhu et al., 2018a],
in addition to HQF, demonstrating gains of 20-40 % for video reconstruction and up
to 15 % for optic flow when I retrain existing SOTA networks.

This chapter presents a method to generate synthetic training data that improves
generalisability to real event data, guided by statistical analysis of existing datasets.
I additionally propose a simple method for dynamic train-time noise augmentation
that yields up to 10 % improvement for video reconstruction. Using the proposed
method, I retrain several network architectures from previously published works on
video reconstruction [Rebecq et al., 2020b; Scheerlinck et al., 2020] and optic flow
[Zhu et al., 2018b, 2019] from events. I am able to show significant improvements
that persist over architectures and tasks. Thus, I believe my findings will provide
invaluable insight for others who wish to train models on synthetic events for a
variety of tasks.

The remainder of the chapter is as follows. Section 6.2 outlines the proposed
method for generating training data, training and evaluation, and describes the HQF
dataset. Section 6.3 presents experimental results on video reconstruction and optic
flow. Section 6.4 discusses the major findings and concludes the chapter.
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(a) IJRR/MVSEC vs. ESIM (b) IJRR vs ESIM (c) MVSEC vs ESIM

Figure 6.3: Each dot represents a sequence from the given dataset (y-axis). (a) events
pix·s

of IJRR and MVSEC vs. ESIM training datasets (CT 0.2-1.5) described in Section
6.2.2. (b) events

pix·s of IJRR vs. ESIM events simulated from IJRR APS frames. (c) events
pix·s of

MVSEC vs. ESIM events simulated from MVSEC APS frames.

6.2 Method

6.2.1 Event Camera Contrast Threshold

In an ideal event camera, a pixel at (x, y) triggers an event ei at time ti when the
brightness since the last event ei−1 at that pixel changes by a threshold c, given
t − ti−1 > r, the refractory period of that pixel. c is referred to as the contrast
threshold (CT) and can be typically adjusted in modern event cameras. In reality,
the values for c are not constant in time nor homogeneous over the image plane
nor is the positive threshold cp necessarily equal to the negative threshold cn. In
simulation (e.g., using ESIM [Rebecq et al., 2018]), CTs are typically sampled from
N (µ=0.18, σ=0.03) to model this variation [Rebecq et al., 2019, 2020b; Gehrig et al.,
2019a]. The CT is an important simulator parameter since it determines the number
and distribution of events generated from a given scene.

While the real CTs of previously published datasets are unknown, one method
to estimate CTs is via the proxy measurement of average events per pixel per second
( events

pix·s ). Intuitively, higher CTs tend to reduce the events
pix·s for a given scene. While other

methods of CT estimation exist [Wang et al., 2019], I found that tuning the simulator
CTs to match events

pix·s of real data worked well. Since this measure is affected by scene
dynamics (i.e., faster motions increase events

pix·s independently of CT), I generated a
diverse variety of realistic scene dynamics. The result of this experiment (Fig. 6.3a)
indicates that a contrast threshold setting of between 0.2 and 0.5 would be more
appropriate for IJRR sequences. The larger diversity of motions is also apparent
in the large spread of the events

pix·s over the sequences, compared to MVSEC whose
sequences are tightly clustered.

As an alternative experiment to determine CTs of existing datasets, I measured
the events

pix·s of events simulated using the actual APS (groundtruth) frames of IJRR and
MVSEC sequences. Given high quality images with minimal motion blur and little
displacement, events can be simulated through image interpolation and subtraction.
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(a) IJRR (b) IJRR (c) MVSEC (d) MVSEC (e) HQF

Figure 6.4: Note that in many sequences from the commonly used IJRR and MVSEC
datasets, the accompanying APS frames are of low quality. The top row shows the
APS frames, the bottom row overlays the events. As can be seen, many features
are not visible in the APS frames, making quantitative evaluation difficult. This
motivates the High Quality Frames dataset (HQF).

(a) Poorly exposed from IJRR and MVSEC (b) Well exposed from IJRR and MVSEC

Figure 6.5: Examples of frames from IJRR and MVSEC after local histogram equali-
sation, with poorly exposed sequences in 6.5a, and better exposed images in 6.5b.

Given an ideal image sequence, the simulator settings should be tunable to get the
exact same events

pix·s from simulation as from the real sensor. Unfortunately APS frames
are not usually of a very high quality (Fig. 6.4), so I was limited to using this approach
on carefully curated snippets (Fig. 6.5). The results of this experiment in Fig. 6.3b
and 6.3c indicate similar results of lower contrast thresholds for IJRR and higher for
MVSEC, although accuracy is limited by the poor quality APS frames.

6.2.2 Training Data

I use an event camera simulator, ESIM [Rebecq et al., 2018] to generate training se-
quences for the network. There are several modes of simulation available, of which
I use “Multi-Object-2D”, which facilitates moving images in simple 2D motions, re-
stricted to translations, rotations and dilations over a planar background. This gener-
ates sequences reminiscent of Flying Chairs [Dosovitskiy et al., 2015], where objects
move across the screen at varying velocities. In the data generation scheme, I ran-
domly select images from COCO [Lin et al., 2014a], which receive random trajectories
over the image plane. The dataset contains 280 sequences, 10 s in length. Sequences
alternate between four archetypal scenes; slow motion with 0-5 foreground objects,
medium speed motion with 5-10 foreground objects, fast speed with 5-20 foreground
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objects and finally, full variety of motions with 10-30 foreground objects. This variety
allows models trained on the dataset to generalise well to arbitrary real world cam-
era motions, since the network has seen a wide range of scene dynamics. Sequences
are generated with contrast thresholds (CTs) between 0.1 and 1.5 in ascending order.
Since real event cameras do not usually have perfectly balanced positive and negative
thresholds, I set the positive threshold cp = cn · x, x ∈ N (µ=1.0, σ=0.1).

The events thus generated are discretised into a voxel grid representation. In
order to ensure synchronicity with the ground truth frames of the training set and
later with the ground truth frames of the validation set, I always take all events
between two frames to generate a voxel grid. Given N events ei = {xi, yi, ti, pi}i=0,...,N
spanning ∆t = tN − t0 seconds, a voxel grid V(x, y, tn) with B bins can be formed
through temporal bilinear interpolation via

V(x, y, tn) =
N

∑
i=0

σi max (0, 1− |tn − t∗i |), (6.1)

t∗i =
(ti − tmin)

(tmax − tmin)
(B− 1)

where t∗i is the timestamp normalised to the range [0, B− 1] and the bins are evenly
spaced over the range [t0, tN ]. This method of forming voxels has some limitations;
it is easy to see that the density of the voxels can vary greatly, depending on the
camera motion and frame rate of the camera. This makes it important to show the
network a dataset with varying numbers of events generated, so that it sees a large
variety of voxel densities. During inference, other strategies of voxel generation
can be employed e.g., using a fixed number of events per voxel grid. I use B = 5
throughout the experiments in the chapter. In earlier experiments I found values of
B = 2, 5, 15 to produce no significant differences.

6.2.3 Sequence Length

To train recurrent networks, I sequentially passed L inputs to the network and com-
puted the loss for each output. Finally, the losses are summed and a backpropagation
update is performed based on the gradient of the final loss with respect to the net-
work weights. Since the recurrent units in the network are initialised to zero, lower
values of L restrict the temporal support that the recurrent units see at train time. To
investigate the impact of sequence length L, I retrained the networks using L = 40
(as in E2VID [Rebecq et al., 2020b]) and L = 120. In the case of non-recurrent net-
works such as EV-FlowNet [Zhu et al., 2018b, 2019], I ignored the sequence length
parameter.

6.2.4 Loss

For the primary video reconstruction loss function I used “learned perceptual image
patch similarity” (LPIPS) [Zhang et al., 2018] (table 6.1). LPIPS is a fully differentiable
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Table 6.1: Losses used to train image reconstruction and optic flow networks.

Loss Equation Description

LPIPS ∑
l

1
HlWl

∑
h,w

||wl
⊙

(ŷl
hw − yl

hw)||22

l: layer, H: height, W: width,
wl : learned weights, ŷl : channel-
wise unit normalised activations from
a pretrained network e.g., Alex-Net,
VGG etc., ŷ vs. y: prediction vs.
groundtruth [Zhang et al., 2018].

Temporal
consistency
loss

exp(−α||Ik −W k
k−1(Ik−1)||22)

× ||Îk −W k
k−1(Îk−1)||1

÷ (|I|+ |Î |+ ε)

α: Scalar weight (hand-tuned), Ik:
image, W k

k−1 warping function from
timestep k − 1 to k, Î vs. I : predic-
tion vs. groundtruth, ε: Avoid zero-
division [Lai et al., 2018].

Flow L1
loss

||d̂− d||1 d̂ vs. d: prediction vs. groundtruth
displacement.

similarity metric between two images that compares hidden layer activations of a
pretrained network (e.g., Alex-Net or VGG), and is shown to better match human
judgement of image similarity than photometric error and SSIM [Wang et al., 2004].
Since the event tensors are synchronised to the groundtruth image frames by design
(the final event in the tensor matches the frame timestamp), I compute the LPIPS
distance between the reconstruction and the corresponding groundtruth frame. As
recommended by the authors Zhang et al. [2018], I use the Alex-Net variant of LPIPS.
I additionally impose a temporal consistency loss [Lai et al., 2018] that measures
photometric error between consecutive images after registration based on optic flow,
subject to an occlusion mask. For optic flow, I use the L1 distance between the
prediction and groundtruth as the training loss.

6.2.5 Data Augmentation

During training, Rebecq et al. [2020b] occasionally set the input events to zero and
performed a forward-pass step within a sequence, using the previous ground truth
image frame to compute the loss. The probability of initiating a pause when the
sequence is running P(p|r) = 0.05, while the probability of maintaining the paused
state when the sequence is already paused P(p|p) = 0.9 to encourage occasional long
pauses. This encourages the recurrent units of the network to learn to ‘preserve’ the
output image in absence of new events.

Event cameras provide a noisy measurement of brightness change, subject to
background noise, refractory period after an event and hot pixels that fire many spu-
rious events. To simulate real event data, I applied a refractory period of 1ms. At
train time, for each sequence of L input event tensors I optionally add zero-mean
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Table 6.2: Breakdown of sequences included in HQF. To provide some inter-device
variability, the dataset is taken with two separate DAVIS 240C cameras, 1 and 2.

Sequence Length
[s] Cam. Frames

[k]
Events

[M] Description

bike_bay_hdr 99.0 1 2.4 19.8 Camera moves from dim to bright
boxes 24.2 1 0.5 10.1 Indoor light, translations
desk 65.8 2 1.5 13.5 Natural light, various motions
desk_fast 32.0 2 0.7 12.6 Natural light, fast motions
desk_hand_only 20.6 2 0.5 0.8 Indoor light, static camera
desk_slow 63.3 2 1.4 1.9 Natural light, slow motions
engineering_posters 60.7 1 1.3 15.4 Indoor light, text and images
high_texture_plants 43.2 1 1.1 14.6 Outdoors, high textures
poster_pillar_1 41.8 1 1.0 7.1 Outdoors, text and images
poster_pillar_2 25.4 1 0.6 2.5 Outdoors, text and images, long pause
reflective_materials 28.9 1 0.6 7.8 Natural light, reflective objects
slow_and_fast_desk 75.6 1 1.7 15.0 Natural light, diverse motion
slow_hand 38.9 1 0.9 7.6 Indoor, slow motion, static camera
still_life 68.1 1 1.2 42.7 Indoors, Indoor light, 6DOF motions

Gaussian noise (N (µ=0, σ=0.1)) to the event tensor to simulate uncorrelated back-
ground noise, and randomly elect a few ‘hot’ pixels. The number of hot pixels is
drawn from a uniform distribution from 0 to 0.0001, multiplied by the total number
of pixels. Hot pixels have a random value (N (µ=0, σ=0.1)) added to every tempo-
ral bin in each event tensor within a sequence. To determine whether augmenting
the training data with noise benefits performance on real data, I retrained multiple
models with and without noise (Tab. 6.17).

6.2.6 Architecture

To isolate the impact of the proposed method from choice of network architecture, I
retrained state-of-the-art (SOTA) video reconstruction network E2VID [Rebecq et al.,
2020b] and the SOTA optic flow network described in [Zhu et al., 2018b, 2019]. Thus,
differences in performance for each task are not due to architecture. Additionally, I
aim to show that the proposed method generalises to multiple architectures. While I
believe architecture search may further improve results, it is outside the scope of this
chapter.

6.2.7 High Quality Frames Dataset

To evaluate event camera image reconstruction methods, I compared reconstructed
images to temporally synchronised, registered groundtruth reference images. Event
cameras such as the DAVIS [Brandli et al., 2014a] can capture image frames (in addi-
tion to events) that are timestamped and registered to the events, that may serve as
groundtruth. Previous event camera datasets such as IJRR [Mueggler et al., 2017b]
and MVSEC [Zhu et al., 2018a] (table 6.3) contain limited high quality DAVIS frames,
while many frames are motion-blurred and or under/overexposed (Fig. 6.4). As a
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Table 6.3: Overview of event camera datasets.

Name Sensor Year Description

Event Camera Dataset
and Simulator
(IJRR)

DAVIS240C 2017

Indoor office scenes, handheld
event camera, groundtruth
image frames (DAVIS)
[Mueggler et al., 2017b].

Multi-Vehicle Stereo
Event Camera Dataset
(MVSEC)

DAVIS346B 2018

Driving scenes (day & night),
Indoor flying (hexacopter),
groundtruth frames
(VI-Sensor, DAVIS)
[Zhu et al., 2018a].

Color Event
Camera Dataset
(CED)

DAVIS346-
Color

2019

Indoor office scenes, driving,
color events and groundtruth
frames (RGBG Bayer DAVIS)
[Scheerlinck et al., 2019b].

High Speed and
HDR Dataset
(HSD)

Samsung
DVS Gen3

2019

Bullet impacts, balloon popping
and driving scenes.
No groundtruth frames
[Rebecq et al., 2020b].

High Quality
Frames Dataset
(HQF)

DAVIS240C 2020

Large interscene motion,
low event rate. Groundtruth
frames (DAVIS)
[Stoffregen et al., 2020].

result, Rebecq et al. [2020b] manually rejected poor quality frames, evaluating on a
smaller subset of IJRR.

I captured a High Quality Frames dataset (HQF) aimed at providing groundtruth
DAVIS frames that are minimally motion-blurred and well exposed, published with
co-authors at [Stoffregen et al., 2020] (Table 6.2). HQF covers a wider range of mo-
tions and scene types than the evaluation dataset used for E2VID, including: stat-
ic/dynamic camera motion vs. dynamic camera only, very slow to fast vs. medium
to fast and indoor/outdoor vs. indoor only. To record HQF, I used two different
DAVIS240C sensors to capture data with different noise/CT characteristics. I used
default bias settings loaded by the RPG DVS ROS driver3, and set exposure to either
auto or fixed to maximise frame quality. HQF provides temporally synchronised,
registered events and DAVIS frames.

3https://github.com/uzh-rpg/rpg_dvs_ros

http://rpg.ifi.uzh.ch/davis_data.html
https://daniilidis-group.github.io/mvsec
http://rpg.ifi.uzh.ch/CED.html
http://rpg.ifi.uzh.ch/E2VID.html
https://cedricscheerlinck.com/20ecnn
https://github.com/uzh-rpg/rpg_dvs_ros
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Table 6.4: Start and end times for sequences in IJRR and MVSEC that I present
validation statistics on. While both IJRR and MVSEC contain more sequences than
the ones listed, those excluded had low quality accompanying frames (see Figure 6.4).

IJRR MVSEC

Sequence Start [s] End [s] Sequence Start [s] End [s]

boxes_6dof 5.0 20.0 indoor_flying1 10.0 70.0
calibration 5.0 20.0 indoor_flying2 10.0 70.0
dynamic_6dof 5.0 20.0 indoor_flying3 10.0 70.0
office_zigzag 5.0 12.0 indoor_flying4 10.0 19.8
poster_6dof 5.0 20.0 outdoor_day1 0.0 60.0
shapes_6dof 5.0 20.0 outdoor_day2 100.0 160.0
slider_depth 1.0 2.5

6.3 Experiments

6.3.1 Evaluation

I evaluated the proposed method by retraining two state-of-the-art event camera
neural networks: E2VID [Rebecq et al., 2019, 2020b], and EV-FlowNet [Zhu et al.,
2018b, 2019]. I show that the proposed method outperforms previous state-of-the-art
in image reconstruction and optic flow on several publicly available event camera
datasets including IJRR [Mueggler et al., 2017b] and MVSEC [Zhu et al., 2018a], and
the High Quality Frames dataset [Stoffregen et al., 2020] (table 6.5).

For video reconstruction on the datasets HQF, IJRR and MVSEC (Tab. 6.5) I
obtain a 40 %, 20 % and 28 % improvement over E2VID [Rebecq et al., 2020b] respec-
tively, using LPIPS. For optic flow I obtained a 12.5 %, 10 % and 16 % improvement
over EV-FlowNet [Zhu et al., 2018b] on flow warp loss (FWL, eq. 6.3). Notably,
EV-FlowNet was trained on MVSEC data (outdoor_day2 sequence), while ours was
trained entirely on synthetic data, demonstrating the ability of the proposed method
to generalise to real event data.

6.3.1.1 Image

As in [Rebecq et al., 2020b] I compared reconstructed images to groundtruth (DAVIS
frames) on three metrics; mean squared error (MSE), structural similarity [Wang
et al., 2004] (SSIM) and perceptual loss [Zhang and Rusinkiewicz, 2018] (LPIPS)
which uses distance in the latent space of a pretrained deep network to quantify im-
age similarity (Table 6.5). While retraining the original E2VID architecture [Rebecq
et al., 2020b] (E2VID vs. Ours; Table 6.5) demonstrated significant improvement, I
found mixed results when retraining FireNet [Scheerlinck et al., 2020] with the pro-
posed method. I believe this is because E2VID has a larger capacity (due to larger
number of parameters), enabling it to better capture and learn from a wider distri-
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Table 6.5: Comparison of state-of-the-art methods of video reconstruction and optic
flow to networks trained using our dataset on HQF, IJRR and MVSEC. Best in bold.

Sequence
MSE SSIM LPIPS FWL

E2VID Ours E2VID Ours E2VID Ours EVFlow Ours

HQF
bike_bay_hdr 0.16 0.03 0.41 0.52 0.51 0.30 1.22 1.23
boxes 0.11 0.03 0.50 0.59 0.38 0.26 1.75 1.80
desk_6k 0.15 0.03 0.51 0.60 0.39 0.22 1.23 1.35
desk_fast 0.12 0.04 0.54 0.61 0.40 0.25 1.43 1.50
desk_hand_only 0.12 0.05 0.53 0.57 0.63 0.39 0.95 0.85
desk_slow 0.16 0.04 0.53 0.62 0.47 0.25 1.01 1.08
engineering_posters 0.13 0.03 0.42 0.57 0.47 0.26 1.50 1.65
high_texture_plants 0.16 0.03 0.37 0.65 0.38 0.14 0.13 1.68
poster_pillar_1 0.14 0.03 0.38 0.50 0.54 0.27 1.20 1.24
poster_pillar_2 0.15 0.04 0.40 0.47 0.56 0.26 1.16 0.96
reflective_materials 0.13 0.03 0.44 0.55 0.44 0.28 1.45 1.57
slow_and_fast_desk 0.16 0.03 0.48 0.62 0.45 0.25 0.93 0.99
slow_hand 0.18 0.04 0.41 0.57 0.57 0.30 1.64 1.56
still_life 0.09 0.03 0.51 0.63 0.35 0.22 1.93 1.98

Mean 0.14 0.03 0.46 0.58 0.46 0.26 1.20 1.35

IJRR
boxes_6dof_cut 0.04 0.04 0.63 0.64 0.29 0.25 1.42 1.46
calibration_cut 0.07 0.03 0.61 0.62 0.22 0.18 1.20 1.31
dynamic_6dof_cut 0.17 0.05 0.45 0.53 0.38 0.27 1.37 1.39
office_zigzag_cut 0.07 0.04 0.49 0.51 0.31 0.26 1.13 1.11
poster_6dof_cut 0.07 0.03 0.60 0.66 0.26 0.19 1.50 1.56
shapes_6dof_cut 0.03 0.02 0.80 0.77 0.26 0.22 1.15 1.57
slider_depth_cut 0.08 0.03 0.54 0.62 0.35 0.24 1.73 2.17

Mean 0.07 0.03 0.61 0.64 0.28 0.22 1.32 1.45

MVSEC
indoor_flying1_data_cut 0.25 0.08 0.19 0.36 0.72 0.45 1.02 1.14
indoor_flying2_data_cut 0.23 0.09 0.18 0.36 0.71 0.45 1.13 1.36
indoor_flying3_data_cut 0.25 0.09 0.18 0.37 0.73 0.44 1.06 1.23
indoor_flying4_data_cut 0.21 0.08 0.23 0.36 0.72 0.45 1.24 1.50
outdoor_day1_data_cut 0.32 0.13 0.31 0.34 0.66 0.52 1.15 1.27
outdoor_day2_data_cut∗ 0.30 0.10 0.29 0.34 0.57 0.43 1.21 1.20

Mean 0.29 0.11 0.27 0.35 0.65 0.47 1.12 1.30

*Removed from mean tally for EV-FlowNet, as this sequence is part of the training set.
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bution of training data, whereas FireNet is too small to benefit, perhaps resulting in
training instability.

Since many existing datasets show scenes that are challenging for conventional
cameras, I carefully selected sections where the image frames appeared to be higher
quality (less blurred, better exposure etc., Table 6.4). However, I was also ultimately
motivated to record my own dataset of high quality frames (HQF; Section 6.2.7)
of which I evaluated the entire sequence. Figures 6.6, 6.7, 6.8, 6.9 show randomly
sampled qualitative impressions of reconstructed images from HQF, IJRR, MVSEC
and CED.

E2VID Ours Groundtruth
bike_bay_hdr

boxes

desk_6k

desk_fast

desk_hand_only
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desk_slow

engineering_posters

high_texture_plants

poster_pillar_1

poster_pillar_2

reflective_materials

slow_and_fast_desk
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slow_hand

still_life

Table 6.6: Qualitative results for HQFD. Random selection, not cherry picked.

E2VID Ours Groundtruth
boxes_6dof_cut

calibration_cut

dynamic_6dof_cut

office_zigzag_cut
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poster_6dof_cut

shapes_6dof_cut

slider_depth_cut

Table 6.7: Qualitative results for IJRR. Random selection, not cherry picked.

E2VID Ours Groundtruth
indoor_flying1_data_cut

indoor_flying2_data_cut

indoor_flying3_data_cut
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indoor_flying4_data_cut

outdoor_day1_data_cut

outdoor_day2_data_cut

Table 6.8: Qualitative results for MVSEC. Random selection, not cherry picked.

E2VID Ours Groundtruth
Fruit

Keyboard

Carpet
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Jenga

Object

Table 6.9: Qualitative results for CED [Scheerlinck et al., 2019b]. Random selection,
not cherry picked. As a matter of interest, the Jenga sequence shows a region of the
scene where there is only blank wall, so few events have been generated, resulting in
the peculiar artifacts seen in the top left corner.
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Table 6.10: Comparison of various methods to optic flow estimated from Lidar depth
and ego-motion sensors [Zhu et al., 2018a]. The average-endpoint-error to the Lidar
estimate (AEE) and the percentage of pixels with AEE above 3 and greater than 5 %
of the magnitude of the flow vector (%Outlier) are presented for each method (lower
is better, best in bold). Zeros is the baseline error resulting from always estimating
zero flow.

Dataset
outdoor_day1 outdoor_day2 indoor_flying1 indoor_flying2 indoor_flying3

AEE %Outlier AEE %Outlier AEE %Outlier AEE %Outlier AEE %Outlier

Zeros 4.31 0.39 1.07 0.91 1.10 1.00 1.74 0.89 1.50 0.94
EVFlow [Zhu et al., 2018b] 0.49 0.20 - - 1.03 2.20 1.72 15.10 1.53 11.90
Ours 0.68 0.99 0.82 0.96 0.56 1.00 0.66 1.00 0.59 1.00

ECN* [Ye et al., 2019] 0.35 0.04 - - 0.21 0.01 - - - -

*ECN is trained on 80 % of the sequence and evaluated on the remaining 20 %. This prevents direct comparison,
however we include their result for completeness sake.

6.3.1.2 Flow

In the absence of ground truth optic flow with which to compare, I use a warping loss
[Gallego and Scaramuzza, 2017] as a proxy measure of prediction accuracy (referred
to henceforth as flow warping loss, FWL). Essentially, events E = (xi, yi, ti, si)i=1,...,N
are warped by per-pixel optical flow φ = (u(x, y), v(x, y))T to a reference time t′ via

I(E, φ) =

(
x′i
y′i

)
=

(
xi
yi

)
+ (t′ − ti)

(
u(xi, yi)
v(xi, yi)

)
. (6.2)

The resulting image I becomes sharper if the flow is correct, as events are motion
compensated. Sharpness can be evaluated using the variance of the image σ2(I)
[Gallego et al., 2019; Stoffregen and Kleeman, 2019], where a higher value indicates
a better flow estimate. Since image variance σ2(I) depends on scene structure and
camera parameters, I normalize by the variance of the unwarped event image I(E, 0)
to obtain the Flow Warp Loss (FWL):

FWL :=
σ2(I(E, φ))

σ2(I(E, 0))
. (6.3)

FWL < 1 implies the flow is worse than a baseline of zero flow. FWL enables eval-
uation on datasets without ground truth optic flow. While ground truth from the
simulator was used during training, I evaluated on real data using FWL (Table 6.5).
I believe training on ground truth (L1 loss) rather than FWL encourages dense flow
predictions.

Table 6.11 shows average endpoint error (AEE) of optic flow on MVSEC [Zhu
et al., 2018a]. MVSEC provides optic flow estimates computed from lidar depth
and ego motion sensors as ‘ground truth’, allowing evaluation on average endpoint
error (AEE) using code provided in [Zhu et al., 2018b]. However, lidar + ego motion
derived ground truth is subject to sensor noise, thus, AEE may be an unreliable
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Table 6.11: Comparison of various methods to optic flow estimated from Lidar depth
and ego-motion sensors [Zhu et al., 2018a]. The average-endpoint-error to the Lidar
estimate (AEE) and the percentage of pixels with AEE above 3 and greater than 5 %
of the magnitude of the flow vector (%Outlier) are presented for each method (lower
is better, best in bold). Zeros is the baseline error resulting from always estimating
zero flow.

Dataset
outdoor_day1 outdoor_day2 indoor_flying1 indoor_flying2 indoor_flying3

AEE %Outlier AEE %Outlier AEE %Outlier AEE %Outlier AEE %Outlier

Zeros 4.31 0.39 1.07 0.91 1.10 1.00 1.74 0.89 1.50 0.94
EVFlow [Zhu et al., 2018b] 0.49 0.20 - - 1.03 2.20 1.72 15.10 1.53 11.90
Ours 0.68 0.99 0.82 0.96 0.56 1.00 0.66 1.00 0.59 1.00

ECN* [Ye et al., 2019] 0.35 0.04 - - 0.21 0.01 - - - -

*ECN is trained on 80 % of the sequence and evaluated on the remaining 20 %. This prevents direct comparison,
however we include their result for completeness sake.

metric on MVSEC. For example, predicting zero flow achieves near state-of-the-art
in some cases on MVSEC using AEE, though not with the proposed metric FWL (by
construction, predicting zero flow yields FWL = 1.0). Nevertheless I provide results
on this metric for the sake of completeness. Figures 6.12, 6.13, 6.14 show randomly
sampled qualitative impressions of optic flow and the image of warped events (IWE,
eq. 6.2) from HQF, IJRR and MVSEC.

EVFlow Ours EVFlow IWE Ours IWE
bike_bay_hdr
desk_slow

engineering_posters

high_texture_plants

poster_pillar_1
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poster_pillar_2

reflective_materials

slow_and_fast_desk

slow_hand

still_life

Table 6.12: Qualitative results for HQFD. Left: optic flow vectors represented in
HSV color space, right: image of warped events (IWE). Random selection, not cherry
picked.
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EVFlow Ours EVFlow IWE Ours IWE
calibration

dynamic_6dof

office_zigzag

poster_6dof

shapes_6dof

slider_depth

Table 6.13: Qualitative results for IJRR. Left: optic flow vectors represented in HSV
color space, right: image of warped events (IWE). Random selection, not cherry
picked.
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EVFlow Ours EVFlow IWE Ours IWE
indoor_flying1_data

indoor_flying2_data

indoor_flying3_data

indoor_flying4_data

outdoor_day1_data

outdoor_day2_data

Table 6.14: Qualitative results for optic flow on MVSEC. Left: optic flow vectors rep-
resented in HSV color space, right: image of warped events (IWE). Random selection,
not cherry picked.
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Table 6.15: Evaluation of image reconstruction and optic flow networks trained on
simulated datasets with a variety of contrast thresholds (CTs) from 0.2 to 1.5. ‘All’ is
a dataset containing the full range of CTs from 0.2 to 1.5. All networks are trained
for 200 epochs and evaluated on real datasets HQF (Section 6.2.7), IJRR [Mueggler
et al., 2017b], MVSEC [Zhu et al., 2018a]. For image reconstruction networks we
report mean squared error (MSE), structural similarity (SSIM) [Wang et al., 2004] and
perceptual loss (LPIPS) [Zhang et al., 2018]. Optic flow networks are evaluated using
flow warp loss (FWL) described in Section 6.3.1.2. Key: best | second best.

Contrast
threshold

HQF IJRR MVSEC

MSE SSIM LPIPS FWL MSE SSIM LPIPS FWL MSE SSIM LPIPS FWL

0.20 0.05 0.50 0.38 0.89 0.04 0.60 0.25 4.12 0.10 0.35 0.55 0.14
0.50 0.04 0.51 0.36 0.89 0.04 0.57 0.27 4.02 0.10 0.31 0.52 0.14
0.75 0.05 0.51 0.36 0.89 0.05 0.56 0.28 4.18 0.11 0.29 0.53 0.14
1.00 0.05 0.48 0.36 0.88 0.05 0.53 0.29 3.93 0.12 0.27 0.51 0.14
1.50 0.05 0.47 0.38 0.86 0.06 0.52 0.30 3.70 0.09 0.30 0.52 0.14
All 0.05 0.50 0.36 0.92 0.04 0.59 0.27 4.53 0.08 0.34 0.51 0.14

Table 6.16: Dynamic range of reconstructed images from IJRR [Mueggler et al.,
2017b]: original E2VID [Rebecq et al., 2020b] versus E2VID retrained on simulated
datasets covering a range of contrast thresholds CTs. We report the mean dynamic
range of the 10th-90th percentile of pixel values.

Original
E2VID

Retrained

Contrast threshold ∼0.18 0.2 0.5 0.75 1.0 1.5 All
Dynamic range 77.3 89.2 103.7 105.9 104.8 100.0 103.3

6.3.2 Contrast Thresholds

I investigated the impact of simulator CT parameter (see Sec. 6.2.1) by retraining sev-
eral networks on simulated datasets with CTs ranging from 0.2 to 1.5. Each dataset
contained the same sequences, differing only in CT. Table 6.15 shows that for recon-
struction (evaluated on LPIPS), IJRR is best on a lower CT ≈ 0.2, while MVSEC is
best on high CT ≈ 1.0. Best or runner up performance was achieved when a wide
range of CTs is used, indicating that exposing a network to additional event statistics
outside the inference domain is not harmful, and may be beneficial. I also believe
that a symptom of training with low CTs (thus higher events

pix·s ) is a loss of dynamic
range in the output images. This occurs because the network, trained using many
events, receives only few at inference, thus narrowing the range of output values.
When retraining the original E2VID network, dynamic range increases with CTs (Ta-
ble 6.16).
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Table 6.17: Mean LPIPS [Zhang et al., 2018] on our HQF dataset, IJRR [Mueggler
et al., 2017b] and MVSEC [Zhu et al., 2018a], for various training hyperparameter
configurations. E2VID architecture retrained from scratch in all experiments. Key:
L40/L120=sequence length 40/120, N=noise augmentation during training.

Model
HQF IJRR MVSEC

MSE SSIM LPIPS MSE SSIM LPIPS MSE SSIM LPIPS

L40 0.044 0.583 0.296 0.042 0.650 0.229 0.151 0.330 0.526
L40N 0.033 0.579 0.256 0.034 0.636 0.224 0.105 0.346 0.467
L120 0.040 0.544 0.279 0.038 0.619 0.237 0.132 0.311 0.478
L120N 0.036 0.547 0.290 0.040 0.608 0.241 0.099 0.344 0.498

6.3.3 Training Noise and Sequence Length

To determine the impact of sequence length and noise augmentation during training,
I retrained E2VID architecture using sequence length 40 (L40) and 120 (L120), with
and without noise augmentation (N) (see Table 6.17). Increasing sequence length
from 40 to 120 didn’t impact results significantly. Noise augmentation during train-
ing improved performance of L40 models by ∼ 5-10 %, while giving mixed results
on different datasets for L120 models. Qualitatively, adding more noise encourages
networks to smooth outputs, while less noise may encourage the network to ‘re-
construct’ noise events, resulting in artifacts (Figure 6.2) observed in E2VID [Rebecq
et al., 2020b] (trained without noise).

6.4 Discussion

The significant improvements gained by training models on the proposed synthetic
dataset exemplify why it is important to try and minimise the gap between real and
simulated events in both the event rate induced by varying the contrast thresholds
and the dynamics of the simulation scenes. The results are quite clear on this, with
consistent improvements across tasks (reconstruction and optic flow) and architec-
tures (recurrent networks like E2VID, and U-Net based flow estimators) of up to
40 %. I believe this highlights the importance for researchers to pay attention to the
properties of the events they are training on; are the settings of the camera or sim-
ulator such that they are generating more or less events? Are the scenes they are
recording representative of the wide range of scenes that are likely to be encountered
during inference?

In particular, it seems that previous works have inadvertently overfit their models
to the events found in the chosen target dataset. EV-FlowNet performs better on
sequences whose dynamics are similar to the slow, steady scenes in MVSEC used
for training, examples being poster_pillar_2 or desk_slow from HQF that feature
long pauses and slow motions, where EV-FlowNet is on par or better than ours. For
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researchers looking to use an off-the-shelf pretrained network, my model may be
a better fit, since it applies for a greater variety of sensors and scenes. A further
advantage of our model that is not reflected in the FWL metric, is that training in
simulation allows our model to predict dense flow (Figure 6.12), a challenge for prior
self-supervised methods.

Similarly, the results speak for themselves on image reconstruction. While I out-
perform E2VID [Rebecq et al., 2020b] on all datasets, the smallest gap is on IJRR,
the dataset I found to have lower CTs. E2VID performs worst on MVSEC that con-
tains higher CTs, consistent with the finding that performance is driven by similarity
between training and evaluation event data.

I believe the proposed framework can be easily extended to synthetic events gen-
erated from fully synthetic 3D scenes (e.g., urban environments from Ai.Reverie).
There may be benefits to including 3D scenes since this would better match real-
ity, though even 2D training data used in this chapter generalised well to real test
sequences with no obvious ‘2D artifacts’.

In conclusion, future networks trained with synthetic data from ESIM or other
simulators should take care to ensure the statistics of their synthetic data match the
final use-case, using large ranges of CT values and appropriate noise and pause
augmentation in order to ensure generalised models.
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Chapter 7

Conclusion

Inspired by biology, event cameras embody a paradigm shift from conventional
‘frame-based’ video to asynchronous event-driven vision. Responding only to per-
pixel changes in brightness enables lower latency, bandwidth and power require-
ments, and higher dynamic range (HDR) than frame-based cameras. Similar to bi-
ological eyes, event cameras output a series of spikes (called events) that must be
processed to form an image of the scene. This thesis has presented algorithms for
processing raw events to obtain images, features and optic flow, drawing on filter
theory and machine learning. Chapters 3, 4 presented fast asynchronous algorithms
for event-based video reconstruction and convolution, while chapters 5, 6 explored
machine learning approaches that improve quality at the expense of computation.

I wanted to do this research because event cameras inspire a fresh perspective
on traditional image processing, and I saw an opportunity to combine knowledge
from the seemingly disparate field of systems theory with computer vision. The
continuous-time linear filtering approach and Dirac delta model introduced in chap-
ters 3 and 4 ended up being a natural fit for asynchronous event data, reconcil-
ing discrete events that live in continuous time. The approach was implemented
asynchronously, leveraging the low latency and sparsity of event cameras to enable
efficient computation, even on conventional CPU hardware - further gains are ex-
pected on specialised hardware (e.g., FPGA). During the course of my PhD I was
lucky enough to witness an explosion of machine learning works applied to event
cameras, in particular convolutional neural networks (CNNs). A common criticism
is that CNNs degrade event cameras by effectively converting their output from
asynchronous low latency to frame-based high latency in the pre-processing event
batching step. CNNs were also believed to be computationally expensive and slow
compared to the lightning speed of event cameras. Thus, I saw an opportunity to
research lightweight efficient network architectures that ran considerably faster than
prevailing networks (chapter 5). Another problem was that networks evaluated on
one dataset typically had widely varying results on other datasets, i.e., generalisabil-
ity issues were hidden by the evaluation pipeline and narrow datasets. Thus, I was
motivated to seek strategies for improving evaluation and reducing the sim-to-real
gap to improve generalisability as discussed in chapter 6. While I have separated my
research into two distinct categories of asynchronous algorithms vs. synchronous
machine learning approaches, I believe there is great potential for further intersec-
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tion of machine learning with asynchronous processing, whether that be spiking neu-
ral networks, asynchronous convolutional networks or something else. Ultimately,
asynchronous processing is necessary to eliminate batching latency and take full ad-
vantage of event cameras’ sparsity and speed.

Chapter 3 presented a simple filtering approach using raw events or combin-
ing (low quality) video with events to reconstruct high temporal resolution, HDR
video. Key contributions were: (i) formulation of a continuous-time internal image
state (instead of discrete sequence of frames), (ii) continuous-time event model and
filter design (complementary, high-pass), (iii) asynchronous update scheme based
on exact interpolation and (iv) open-source C++ code1. The approach is computa-
tionally efficient and O(n) scaling with the number of events, able to process up to
20M events/s on an i7 CPU making it the fastest event-based video reconstruction
algorithm to date. However, the algorithm suffers from smearing artifacts in some
scenarios. Nevertheless, it has proven useful as a real-time visualisation tool for the
event camera community.

Chapter 4 extends the continuous-time image state idea from chapter 3 to spatial
convolutions. Rather than computing the convolution of an image, chapter 4 pro-
poses to incrementally and asynchronously update a convolved image state using a
high-pass filter presented in chapter 3. The convolved image state may be used for
downstream applications e.g., corner detection. The approach is far more efficient
than convolving the full image with every event, however, in practise, one would
not typically require per-event temporal resolution. If lower temporal resolution is
acceptable, images may be first reconstructed then periodically convolved at low fre-
quency. Thus, asynchronous convolutions are suited to high temporal resolution
applications (e.g., high-speed scenarios).

Chapter 5 revisits the task of event-based video reconstruction from a machine
learning perspective, aiming to find a lightweight network architecture containing
only necessary components. It fixes some of the smearing/ghosting artifacts in chap-
ter 3 at the cost of greater computational complexity and cost. The proposed Fast Im-
age Reconstruction from Events Network (FireNet) runs 3× faster and is a fraction of the
size (<1%) of contemporary state-of-the-art networks while achieving similar recon-
struction quality. Ablation studies reveal that recurrent units (such as convolutional
gated recurrent units) are key for event-based image reconstruction, especially as the
size and receptive field of the network decreases, as with FireNet. FireNet provides
a point on the quality-speed trade-off curve and is an ideal open-source2 network for
when quality is desirable at moderate computational cost.

Chapter 6 takes a deeper dive into how to improve performance and generalis-
ability of event-based convolutional neural networks for video reconstruction and
optic flow, aiming to probe existing state-of-the-art networks and fix their shortcom-
ings. Key insights were: (i) Synthetic training data is more effective when large range
of contrast thresholds are used, (ii) Random noise and temporal pause augmenta-
tion at train time may improve performance and (iii) Evaluation on limited data

1https://github.com/cedric-scheerlinck/dvs_image_reconstruction
2code and weights: https://cedricscheerlinck.com/firenet

https://github.com/cedric-scheerlinck/dvs_image_reconstruction
https://cedricscheerlinck.com/firenet
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may hide overfitting as in previous works, motivating a new High Quality Frames
Dataset3. Since existing (state-of-the-art) network architectures were retrained us-
ing new training data, gains in performance may be attributed to the training data
rather than choice of architecture hyperparameters. This chapter demonstrates the
importance of tuning simulator settings (for training data) to cover the distribution
of real data ultimately used to evaluate networks. In addition, previous works were
thoroughly analysed revealing that they may have overfit to the dataset they were
evaluated on to some extent, highlighting the need for evaluation on datasets with
diverse motion types and camera settings.

My results on event-based video reconstruction reveal that the raw event data
stream contains rich information about the scene - at least enough to reconstruct
photorealistic high speed, HDR video. While my results set a benchmark on the
quality of information that can be extracted from event cameras, I believe we are
still far from the upper limit. Videos and images reconstructed from events may
stand in for conventional image frames for classification, segmentation, navigation
etc., turning event cameras into powerful front-end devices for existing systems e.g.,
self-driving cars. Additionally, I believe the lessons learnt generalise beyond video
reconstruction to other event-based vision challenges such as feature detection, optic
flow and segmentation. In particular, (i) internal states as discussed in chapters 3, 4
and reappear in the form of recurrent units in chapters 5, 6 are crucial for aggre-
gating temporal information and allowing asynchronous update operations, and (ii)
network architecture (chapter 5) and training parameter choices (chapter 6) are key
to improving computational efficiency and generalisability to real world data. This
thesis has pushed the frontier on techniques to extract information from events, along
both the speed and quality axes, allowing humans and intelligent systems alike to
see with event cameras. Let’s see where this bio-inspired vision paradigm will take
us.

3https://cedricscheerlinck.com/20ecnn

https://cedricscheerlinck.com/20ecnn
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