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Abstract

Military communications networks typically employ a gateway multiplexer to

aggregate all communications traffic onto a single link. These multiplexers typically

use a static bandwidth allocation method via time-division multiplexing (TDM).

Inefficiencies occur when a high-bandwidth circuit, e.g., a video teleconferencing

circuit, is relatively inactive rendering a considerable portion of the aggregate band-

width wasted while inactive. Dynamic bandwidth allocation (DBA) reclaims unused

bandwidth from circuits with low utilization and reallocates it to circuits with higher

utilization without adversely affecting queuing delay. The proposed DBA algorithm

developed here measures instantaneous utilization by counting frames arriving dur-

ing the transmission time of a single frame on the aggregate link. The maximum

calculated utilization observed over a monitoring period is then used to calculate the

bandwidth available for reallocation.

A key advantage of the proposed approach is that it can be applied now and

to existing systems supporting heterogeneous permanent virtual circuits. With the

inclusion of DBA, military communications networks can bring information to the

warfighter more efficiently and in a shorter time even for small bandwidths allocated

to deployed sites. The algorithm is general enough to be applied to multiple TDM

platforms and robust enough to function at any line speed, making it a viable op-

tion for high-speed multiplexers. The proposed DBA algorithm provides a powerful

performance boost by optimizing available resources of the communications network.

Utilization results indicate the proposed DBA algorithm significantly out-

performs the static allocation model in all cases. The best configuration uses a 65536

bps allocation granularity and a 10 second monitoring period. Utilization gains ob-

served with this configuration were almost 17% over the static allocation method.

Queuing delays increased by 50% but remained acceptable, even for real-time traffic.
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PERFORMANCE ANALYSIS OF A DYNAMIC

BANDWIDTH ALLOCATION ALGORITHM

IN A CIRCUIT-SWITCHED

COMMUNICATIONS

NETWORK

I. Introduction

1.1 Motivation

The military’s deployed communications network performance has long been

hampered by the relatively low bandwidths allocated on the Defense Satellite Com-

munications System (DSCS) constellation. Typical aggregate communications links

over DSCS satellites range from 512 kbps to 1024 kbps. In contrast, typical Eth-

ernet network data rates range from 10 Mbps to 100 Mbps, or even higher. With

an increased reliance on communications systems to provide real-time data to the

warfighter [DAF97, DAF98, DoD95, DoD00], it is imperative to increase performance

wherever and however possible.

In traditional circuit-switched networks, bandwidth is generally allocated stat-

ically. This is especially true in military tactical networks, thus aggravating the

problem of providing real-time information to the warfighter. In practice, this allo-

cation scheme has a negative effect on network efficiency since some circuits may be

rarely used. For instance, if a commander requests a video teleconferencing (VTC)

circuit — a high-bandwidth circuit — it may only be used twice a day. If used for a

one-half hour each time, there remains 23 hours each day that the dedicated circuit

bandwidth is wasted.
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Any increase in overall network utilization, however, must not be achieved at

the expense of Quality of Service (QoS). In the static bandwidth allocation (SBA)

scenario described above, QoS is not a problem since each circuit has dedicated

bandwidth. Therefore, circuits needing guaranteed bandwidth, such as voice or

video circuits, always have bandwidth when they need it [WaM99]. The question

becomes: is it possible to increase overall network utilization while preserving QoS

guarantees?

Asynchronous Transfer Mode (ATM) is a networking technology that was de-

veloped on the premise of optimizing performance for different classes of traffic based

on QoS guarantees. For example, a voice circuit can tolerate some loss but not de-

lay; conversely, a data circuit can tolerate delay but not loss. By identifying these

different classes of traffic, ATM switches (or multiplexers) can provide the service

that the class requires.

Recent advances in ATM technology have taken QoS guarantees one step

further, supporting dynamic bandwidth allocation (DBA) [Sai97, Shi98, SCY98,

WaM99]. DBA allows circuits access to unused bandwidth, thereby using bandwidth

more efficiently. Hoe states, “The objective of ATM switching is to statistically mul-

tiplex traffic from different users (assign bandwidth on demand), to utilize bandwidth

efficiently, and to satisfy the QoS requirements of delay and loss for different traffic

types” [Hoe94]. Given the scenario outlined above, the VTC circuit would consume

the maximum bandwidth it requests when in use; when not in use, the bandwidth

could be allocated to other circuits based on demand.

Unfortunately, the Air Force’s communications networks are not built using

this principle. Currently, both fixed and deployed bases use NET’s Promina sys-

tem, which uses the Integrated Digital Network Exchange (IDNX), a Time-Division

Multiplexer, to perform this gateway multiplexing function [DIS99]. We will use the

terms Promina and IDNX interchangeably.
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1.2 Problem Definition

1.2.1 Hypothesis and Goals. This study shows that a proposed DBA al-

gorithm employed by platforms like ATM can be migrated to a time-division mul-

tiplexer (TDM) platform as a relatively low-impact addition. By using a DBA

algorithm for individual circuits, utilization on the aggregate link of the Air Force’s

deployed networks can be drastically improved. However, increasing utilization is

not the only consideration. For example, even if a particular implementation could

consistently maintain utilization near 100%, it would be unacceptable if the band-

width reallocation time were significantly higher than without dynamic allocation,

resulting in a significant increase in queuing delay [SCY98]. The central hypothesis

of the study, then, is that DBA on a TDM platform can achieve higher utilization on

its aggregate link than static allocation without adversely affecting queuing delay.

The goals of the study are the following:

• Determine whether dynamic bandwidth allocation algorithms can increase

utilization on the aggregate link of a circuit-switched network,

• Determine whether increased utilization can be achieved without increasing

queuing delay beyond acceptable limits,

• Determine whether the type of traffic influences the allocation algorithm per-

formance.

1.2.2 Approach. A newly proposed DBA algorithm is developed for a time-

division multiplexer based upon previously developed DBA algorithms for ATM.

Several workloads are submitted to a network using the DBA algorithm as well as

using static allocation. Using the static allocation as a baseline, the results are

compared using aggregate utilization and queuing delay metrics.
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1.3 Document Overview

This chapter presents the problem and the motivation for the research. Chapter

2 reviews previous research in the areas of ATM and DBA that serves as a point

of departure for this study. Chapter 3 covers the methodology and experimental

design used to validate the hypothesis. Chapter 4 describes the algorithm developed

and analyzes the results obtained from the experiments. Chapter 5 summarizes the

research results and provides conclusions and recommendations for future research.
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II. Literature Review

This chapter begins with an overview of circuit-switching concepts. It then covers

high-speed networking using Asynchronous Transfer Mode (ATM). Next, four theo-

retical models for dynamic bandwidth allocation in an ATM network will be covered

along with their potential for portability to the Integrated Digital Network Exchange

(IDNX). Finally, an overview of the IDNX is given.

2.1 Circuit-Switched Networks

There are two types of switching in communications networks — circuit switch-

ing and packet switching. Packet switching makes a routing decision at every node

(or hop) between the sender and receiver. Consequently, the actual path that each

packet takes may be different. Furthermore, bandwidth tends to be allocated on

a first-come, first-served basis. By contrast, circuit switching establishes a specific

route, or circuit, from sender to receiver at the time the message is transmitted.

Bandwidth is usually allocated in “chunks” based on the circuit’s bandwidth re-

quest. A connection admission control scheme is employed to determine whether the

call can be admitted at the requested bandwidth. This can be done using relatively

simple computations. The connection admission control algorithm first computes

the bandwidth in use by computing the sum of the bandwidths of the individual

circuits already allocated. It then computes the residual bandwidth by subtracting

the bandwidth in use from the channel capacity. If the bandwidth requested is less

than the residual bandwidth, the circuit is admitted. If not, it is rejected. There

are also other schemes used in admission control including statistical multiplexing

[Hoe94] and priority allocation [SWS98]. Circuit switching can be further broken

down into conventional circuit switching and virtual circuit switching.

2.1.1 Conventional Circuit Switching. Conventional circuit switching is

the type of switching used in traditional telecommunications networks. Under this
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model, a user sends a request for a connection of a specified bandwidth to the connec-

tion admission control. If this bandwidth request is less than the residual bandwidth,

then the connection is admitted and a physical circuit is established, setting aside a

fixed bandwidth for the connection. That circuit and associated bandwidth is then

dedicated to the sender and receiver for the duration of the connection; no sharing of

that bandwidth is done. This means that any idle time during the connection results

in wasted bandwidth. Conventional circuit switching also has no concept of framing

[Bla95] – the message is treated as one continuous data stream. When the channel

is idle, no data is sent, except for perhaps a synchronization signal. Consequently,

because data messages need to be delimited in order to be understood, this type of

circuit switching is not a viable option for an all-purpose network supporting voice,

video, and data.

2.1.2 Virtual Circuit Switching. Virtual circuit switching is a hybrid of con-

ventional circuit switching and packet switching. Like conventional circuit switching,

a specific path is established at the time of connection setup and remains for the

duration of the connection. However, like packet switching, virtual circuit switching

breaks the message up into packets for transmission and packets are transmitted at

channel capacity [Tan96]. Framing allows data messages to be delimited, thus mak-

ing it a viable implementation for supporting voice, video, and data concurrently.

Connection setup is done in much the same way as conventional circuit switching.

A user sends a request to admission control, a path is established between source

and destination, and the connection is admitted. However, instead of a physical

connection between a sender and receiver, a path through specific nodes is deter-

mined, constituting the virtual circuit. Whenever a packet arrives at a node, then,

the node knows where to route the next packet based on a virtual circuit identifier.

However, the virtual circuit is not guaranteed a specific bandwidth. In order to deal

with this problem, many networking technologies such as ATM have implemented
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quality of service guarantees. These guarantees work in much the same manner as

in conventional circuit switching. This is discussed in greater detail below.

2.2 Virtual Circuit Switching Using ATM

Asynchronous Transfer Mode is a high-speed virtual circuit-switching tech-

nology that was developed to support a heterogeneous mix of traffic classes, while

providing an appropriate or a requested quality of service guarantee [Bla95]. The

following paragraphs describe the basic frame format ATM uses, the basic classes of

traffic that ATM supports, and how ATM guarantees quality of service.

2.2.1 Frame Format. ATM frames are called cells. Each cell is 53 bytes,

consisting of 48 bytes of payload and a 5-byte header. The cell provides little in the

way of services, including error checking on the header only, and no retransmission

services. Three bytes of the 5-byte header contain the virtual circuit identifier for

the user-to-network interface (3.5 bytes for the network-to-network interface). This

is further broken down into a virtual channel identifier and a virtual path identifier.

The virtual channel identifier identifies the specific circuit traversing the node. The

virtual path identifier identifies a group of virtual channels that can be switched as

a single unit. Together these two identifiers mark the route the cell travels through

the network. The header also contains a Cell Loss Priority bit. If this bit is set, it

indicates that the network can discard this cell if necessary, such as during heavy

congestion [Tan96].

2.2.2 Traffic Classes. ATM divides user traffic into three major classes

depending upon arrival rate — constant bit rate (CBR), variable bit rate (VBR),

and available bit rate (ABR) to support different user applications [Bla95]. CBR

consists of connection-oriented data streams in which cells arrive at a fixed rate

and require timing synchronization between sender and receiver. An example of a

CBR circuit would be a dedicated video teleconferencing circuit where new video
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frames are being transmitted continuously. VBR consists of connection-oriented

data streams in which cells do not arrive at a fixed rate, but a peak cell rate must

be guaranteed, and also require timing synchronization between sender and receiver.

An example of a VBR circuit would be a telephone circuit. Clearly, cells would not

be arriving at a continuous rate because idle periods in the conversation would not

generate a cell transmission. However, a minimum peak data rate (based on the

CODEC being used) must be maintained if a full-duplex call is to be established

and telephony standards are to be upheld. ABR is like VBR except that there is

no guaranteed peak cell rate. An example of an ABR circuit would be a typical IP

data network.

2.2.3 Quality of Service Guarantees. Since two of the three major classes

of ATM require a quality of service guarantee, it is important to understand how the

guarantee is implemented. When a user wishes to establish a connection, he sends a

message to admission control with a request for a certain level of service. This level

of service comes in the form of a bandwidth request based on the type of circuit.

The amount of bandwidth requested is usually based on the required peak cell rate

of the circuit [WaM99, SCY98]. Thus, bandwidth has traditionally been allocated

statically at the peak cell rate to guarantee the desired quality of service.

2.3 Dynamic Bandwidth Allocation in ATM

It is clear that any type of traffic with other than a constant cell rate will result

in some amount of wasted bandwidth. In fact, “with bursty traffic, the average rate

of the cell stream over a virtual circuit is low compared to the peak rate” [SCY98].

With the widespread proliferation of ATM as a wide-area network backbone, many

approaches have been used to harness this wasted bandwidth. We discuss four

strategies, two of which could be ported to a time-division multiplexing (TDM)

platform such as the IDNX.
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2.3.1 Intelligent Multiplexing. One method for improving bandwidth effi-

ciency was proposed by Benjamin Hoe [Hoe94]. His method calls for an intelligent

multiplexer to multiplex data and voice traffic together more efficiently.

2.3.1.1 Algorithm Overview. Since voice circuits cannot tolerate

delay, but data circuits can, the multiplexer forwards voice cells immediately. Data

cells are stored in a buffer upon arrival. Whenever the multiplexer detects an idle bit

pattern (i.e., one with only idle fill), the multiplexer drops the idle cell and inserts

a data cell. Once another voice cell arrives, data cells will be blocked again until an

idle cell is detected. An example of this operation is shown in Figure 2.1 below. In

the figure, voice cells are depicted as clear, data cells as shaded.

Figure 2.1. Intelligent Multiplexing Example

At T1, all circuits (C1 - C4) have voice cells to be forwarded. At T2, suppose

C2 sends an idle cell. That cell is discarded and replaced by a data cell as shown.

At T4, suppose all circuits send idle cells; four data cells are inserted in their place.

2.3.1.2 Advantages and Disadvantages. Because voice traffic tends to

be quite bursty, data traffic would have ample opportunity for transmission during

idle periods on the voice circuit. Therefore, it is conceivable that the bandwidth
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allocated to the data circuit could be eliminated with little effect on network perfor-

mance. Furthermore, this algorithm is quite simple to implement.

It has, however, several significant drawbacks. First, it is overly simplistic.

The algorithm assumes that there is only one data circuit. In practice, today’s

tactical networks usually have at least two — Non-secure Internet Protocol Routed

Network (NIPRNET) and Secure Internet Protocol Routed Network (SIPRNET).

It also assumes that the only two types of traffic on a communications network are

voice and data. This assumption ignores the possibility of a CBR video circuit, such

as a dedicated VTC link.

Second, in this scheme, voice circuits always have priority over the data cir-

cuit. Because voice circuits cannot tolerate delay, voice cells are transmitted first.

Therefore, during heavy call volumes it is possible that data traffic would experi-

ence a significant delay. Furthermore, today’s communications networks need the

ability to prioritize circuits dynamically, for example, when critical intelligence or

weather data is needed. In this situation, voice communication would not be the

communications method of choice.

Finally, it would be difficult to port this algorithm to another platform. In

this algorithm, each receiving node along the path must determine whether the in-

formation is a voice or data cell. Suppose that a multiplexer’s frame format does

not distinguish between information types. Each frame would be tied to a specific

circuit but not necessarily a circuit of a specific information type. Thus the multi-

plexer is unable to determine at the receiving end which frames contain voice and

which contain data.

2.3.2 Adaptive Bandwidth Demand Estimation. Shioda’s adaptive band-

width demand estimation algorithm is similar to that of Shiomoto, et al. discussed

later. This algorithm monitors the active circuits for a set period and adapts the

amount of available or residual bandwidth based on the blocking probabilities of the
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individual circuits [Shi98]. Blocking probability can be used as an effective metric

because the blocking probability will increase as available bandwidth is depleted,

thus indicating a greater bandwidth demand.

2.3.2.1 Algorithm Overview. Consider L active and potential circuits

to be multiplexed on a virtual path. The aggregate offered load, a, and aggregate

connection blocking probability, b, are defined as

a =
L
∑

l=1

alml (2.1)

and

b =

L
∑

l=1
almlbl

a
(2.2)

where al is the offered load and bl is the connection blocking probability of the lth

circuit. The effective bandwidth, ml, is a weighting factor based on some constraint

such as a QoS requirement [DKW95, Shi98]. This factor remains constant for a

particular circuit for as long as the constraint holds.

Circuit admissions are decided differently depending on whether the new circuit

is a CBR or VBR circuit. If the circuit to be added is a CBR circuit, then the

admission decision is simple: compare the peak cell rate of the new circuit to the

residual bandwidth. If the peak cell rate of the new circuit is less than the residual,

then the circuit is admitted; otherwise it is rejected. If the circuit is a VBR circuit,

though, calculation of the cell loss rate is needed for comparison against an objective

cell loss rate, εobj. This calculation is given by
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(2.3)

where n is the number of connections multiplexed in the virtual path, K is the buffer

size in cells, M is the peak rate in cells per second, A is the average rate in cells per

second, and C is the number of cells that can be transmitted over the virtual path

in one second. If ε̂ is lower than εobj, then the VBR circuit is admitted. Otherwise

it is rejected.

At the end of each measurement period, the connection blocking probability,

b, is measured. Each VP bandwidth is then adjusted based on the following formula:

∆αt+1 =











rαt, b > bobj

−rαt, b ≤ bobj

(2.4)

where

r = max

(

0.1,
b− bobj

1− b

)

, (2.5)

bobj is the maximum desired blocking probability, and αt is the VP bandwidth de-

mand for the last measurement period. This process repeats at the end of every

measurement period.

2.3.2.2 Advantages and Disadvantages. This algorithm is very robust

because it makes very few assumptions about the underlying traffic. Thus, it can

support almost any type of connection [Shi98]. Second, the bandwidth demand
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estimate is adaptive, meaning that long-term traffic patterns are factored in making

the model more reliable.

It has three disadvantages, one of which is very significant. First, the model

requires that all circuits have some sort of quality of service guarantee either CBR or

VBR. This is not an insurmountable problem, however, because even data networks

can be modeled as a VBR circuit by assigning a minimum acceptable bandwidth

to the data circuit. This minimum bandwidth effectively translates to a quality

of service guarantee. The second disadvantage is that the calculations needed for

this algorithm are complex. Therefore, an implementation would likely require some

special purpose or dedicated hardware. Finally, many of the values used as input to

these calculations either require further calculation or information that might not

be available in a non-ATM environment. Consequently, it would be difficult to port

this algorithm to a TDM platform.

2.3.3 Instantaneous Virtual Path Utilization Measurement. Shiomoto,

Chaki, and Yamanaka propose to allocate bandwidth dynamically using a measure-

ment of instantaneous virtual path utilization [SCY98].

2.3.3.1 Algorithm Overview. The instantaneous virtual path utiliza-

tion is defined as

ρ(t) =
L
∑

l=1

Rl(t)

C
(2.6)

where Rl(t) is the peak rate of the lth circuit at time t, and C is the channel capac-

ity. In order to compute this instantaneous utilization, the number of cells arriving

during one cell transmission period, ∆, are counted. This number is sent through an

exponential averager to determine the instantaneous virtual path utilization. Thus,

the instantaneous utilization can be rewritten as
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ρ(t) = αn(t) + (1− α)ρ(t−∆), 0 ≤ α ≤ 1 (2.7)

where n(t) is the number of cells that arrived in the last ∆ seconds, ρ(t-∆) is the

last computed utilization, and α is a weighting factor. This value will be discussed

in more detail in the next section.

The utilization is tracked for a monitoring period, Tm. The maximum utiliza-

tion value observed during Tm, ρmax, serves as the basis for the admission criteria.

The admission criteria is then given as

R

C
< 1− ρmax (2.8)

where R is the peak rate of a new circuit requesting bandwidth. If the new circuit

is accepted, the computed virtual path utilization is updated as follows:

ρnew = ρmax +
R

C
(2.9)

If the request is rejected, then ρmax remains the basis for admission of new circuits.

2.3.3.2 Weighting Factor α. The value of α determines whether the

current measurement or past measurements is more significant. As α approaches

1, current measurements become more significant. Conversely, as α approaches 0,

the amalgamation of past measurements becomes more significant. Because of the

bursty nature of most circuits, it would typically be better to make α closer to 0.

For example, simulation results from Shiomoto, et al. indicate that an α of 4.156E-3

will produce a very accurate representation of the system’s instantaneous utilization

for a virtual circuit with a peak rate of 10 Mbps [SCY98]. In general, α can be

determined by
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α =
−2(1−K) +

√

4(1−K)2 + 8 (ε−1 − 1) (1−K)

2 (ε−1 − 1)
(2.10)

where ε is the cell loss rate, K = cos(2πf0∆), f0 is the circuit’s peak cell rate, and

∆ is the time necessary to transmit a single cell on the aggregate link.

2.3.3.3 Monitoring Period Tm. The monitoring period should be suf-

ficiently long to keep the cell loss rate below its target value. According to [SCY98],

this value will be on the order of 100 seconds. If necessary, this period can be reduced

but will result in sacrificing approximately 20% of the assignable channel capacity.

For a more detailed explanation of Tm selection, refer to [SCY98].

2.3.3.4 Advantages and Disadvantages. This algorithm has several

strengths. First, the algorithm is very simple. Once the maximum virtual path

utilization is obtained for the monitoring period, the admission control need only

compare the requested peak rate of the new circuit to the residual bandwidth. If

this value is less, then the circuit is accepted; otherwise it is rejected. Second, because

the algorithm relies on a simple cell count to calculate the instantaneous utilization,

it can be completely implemented in software. Therefore, it is possible to port this

algorithm to multiple platforms including TDM. In fact, implementation costs would

be low if the multiplexer already has the capability to count incoming frames and

to perform floating point operations. Further, because the algorithm is simple, the

admission decision is fast, thus minimizing cell delay due to an admission decision.

A couple of disadvantages exist, however. First, the main reason that the al-

gorithm is so easy to implement in hardware is that it assumes homogeneous circuits

with homogeneous peak cell rates. This assumption obviously does not hold in prac-

tice. Therefore, either α would need to be dynamically adjustable, or multiple filters

would be required — one for each circuit. While this problem is not insurmountable,

it will raise the implementation cost. Second, the algorithm assumes that circuits
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are dynamically connected and disconnected, thus creating a dynamic amount of

available bandwidth. However, in a military communications network, many cir-

cuits, such as data circuits, are persistent. Therefore, it would be advantageous to

adjust previously allocated bandwidth dynamically. This problem is also fairly easy

to overcome. As long as the circuit’s current peak rate is known, only one additional

computation would be required. In order to determine admission suitability, the old

bandwidth would have to be subtracted off from ρmax before the new peak rate could

be compared to the residual bandwidth.

2.3.4 VP Bandwidth Control. Saito presents an algorithm [Sai97] very

similar to that developed by [SCY98]. However, Saito’s is much simpler and can be

completely implemented in software.

2.3.4.1 Algorithm Overview. The virtual path bandwidth in use is

approximated by counting the number of cells arriving during a measurement period.

Let the channel capacity be divided into n levels. A particular bandwidth falls into

a level i such that xi−1 ≤ x (t) < xi, where xi−1 and xi are defined constants. Let

x (t) be the measured bandwidth in use at time t, such that x (t) is in level i. The

measured bandwidth in use is derived using Equation 2.11, where

x(t) =
424n(t)

Tm

(2.11)

where n(t) is the number of cells counted during the measurement period, Tm. The

scalar, 424, represents the number of bits in one ATM cell.

Further, let

y(t|i) = x(t)− x(t− 1) (2.12)
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Thus y(t|i) is the difference in the current and previous bandwidth in use for level i.

Define

yi = max (y(t|i)) (2.13)

as the maximum difference observed during the previous measurement periods. The

virtual path bandwidth in use during the next update interval is then given by

x mod (t) = x(t) + yi (2.14)

and is an estimate of the bandwidth needed during the next update interval. This

estimate is sufficient provided that the value of yi is no greater than the value of yi

during the last update interval.

2.3.4.2 Advantages and Disadvantages. This algorithm’s primary

strength is its simplicity. It relies on a mere count of the arriving cells during

a measurement period. This algorithm could also be completely implemented in

software. In fact, implementation costs would be low assuming that the multiplexer

already has the capability to count incoming frames. Consequently, it could be easily

ported to a non-ATM platform such as the IDNX with little other than a software

upgrade.

The algorithm’s primary strength is also its primary weakness, however. Be-

cause it is possible for the amount of variation in the next measurement period to

exceed that of the previous period, then any quality of service-guaranteed circuits

could suffer until the system adapts. According to Saito’s test bed measurement re-

sults, however, this problem occurs infrequently and the system adapts quickly. For

example, this problem occurred only once in a four-day test and the system recov-

ered by the next measurement period [Sai97]. The difference between this algorithm

and the Shiomoto algorithm is that this one relies only on two measurements —
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the current and previous measurements. The Shiomoto algorithm uses exponential

averaging to account for all previous measurements as well as the current measure-

ment. Therefore, the measured bandwidth in use might be less accurate than using

the Shiomoto algorithm.

2.4 IDNX Operation

2.4.1 IDNX Virtual Circuit Switching. NET’s Promina 800 series platform

is a state-of-the-art resource manager [NET98] used by the Air Force as well as other

DoD organizations. It includes the Integrated Digital Network Exchange (IDNX),

which acts as a gateway communications multiplexer at both fixed and deployed

sites. Its capabilities include time-division multiplexing (TDM), routing, switching,

and network management functions for all classes of traffic [Gum96].

The IDNX can accept any combination of CBR, VBR, and ABR connections

based on the node’s card complement. Each of these connections can be viewed

as a virtual circuit and are multiplexed using Time-Space-Time (TST) switching

[NET96b]. The TST switching technique is depicted in Figure 2.2 below.

Figure 2.2. Time-Space-Time Switching

Using TST switching, data from each circuit is transported to the space switch via

the data bus using TDM. The space switch then routes the frame to the appropriate
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outbound link and assigns it a time slot. If a single outbound link is used, then the

space switch becomes a degenerate case in which all inbound frames are routed to

the same outbound link.

2.4.2 Framing and Overhead. The TST switching function takes place on

a trunking module — the heart of the multiplexer. Its purpose is to take the data

arriving off the IDNX’s internal data bus and repackage it more efficiently on the

outgoing aggregate link. The data is repackaged into a framing format defined by

the type of trunk module used. The Air Force’s standard trunk module employed

in its tactical networks is the SA-TRK module, which uses a proprietary framing

format. The frame includes two types of overhead, Signaling Channel Link Protocol

(SCLP) and standard framing overhead [NET96c].

The SCLP is used for inter-nodal communications. For instance, SCLP is used

extensively for call setup and teardown as well as dynamic routing functions. SCLP

overhead is user-selectable on the SA-TRK module at levels 8, 16, and 64 kbps.

However, because SCLP overhead is used extensively for rerouting calls in the event

of a trunk failure, choosing a small value may cause performance problems.

Because the IDNX uses a unique framing format, a separate framing channel

is needed to properly reconstruct the data at the receiving end. On the SA-TRK

module, the size of this overhead ranges from 4 to 12 kbps.

2.4.3 Connection Routing and Processing. Each circuit the IDNX multi-

plexes consists of one or more connections. In the case of a data circuit, the entire

circuit can typically be viewed as a single permanent connection. By contrast, voice

circuits are typically comprised of several sub-connections that are set up and torn

down dynamically. Each of these sub-connections rides on top of a dedicated voice

circuit, however. Setting up a connection in the IDNX consists of connection rout-

ing and connection processing [NET96b]. At connection setup time, the connection

routing function determines the path from source to destination based upon link
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congestion and user-specified link preferences. Once the path is determined, if the

receiving node is capable of accepting the connection, a virtual circuit is established

and remains until a disconnect request is made by either end.

2.4.4 Bandwidth Allocation and Reservation. The IDNX’s primary band-

width allocation scheme is static allocation via TDM. Under static allocation, band-

width is allocated to each circuit at the time the circuit is established. However, the

IDNX also has a limited dynamic bandwidth allocation strategy called bandwidth

reservation [NET96a, NET96b]. These strategies have two significant limitations.

First, bandwidth can only be reserved for intra-domain connections. Promina

networks are divided into domains of up to 250 nodes [NET96a]. This can be done for

a variety of purposes such as decentralizing network management. If a connection’s

destination node is assigned to a different domain, bandwidth cannot be reserved on

that connection. Fortunately, this is less of a problem for tactical networks because

for satellite connections the destination node is at the Standardized Tactical Entry

Point (STEP), the satellite terminal’s reachback facility. The STEP is the deployed

site’s entry point into the Defense Information Infrastructure.

Second, and more significant, is that bandwidth can only be reserved on new

connections; the IDNX cannot adjust the bandwidths of established connections

[NET96a]. Because many circuits, such as data circuits, are permanent their band-

width can not be adjusted. Thus, any potential performance gain using bandwidth

reservation on non-permanent circuits would be insignificant.

2.4.5 ATM on the IDNX. NET has also introduced an ATM capability for

the Promina – the CellXpress module, which allows the Promina to function as an

access device to an ATM network. The module converts out-going data into ATM

cells and forwards the cells on to their destination. This capability certainly pro-

vides more flexibility to the Promina since it could then interface to either an IDNX

network or an ATM network as needed. However, there are several disadvantages
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hindering the Air Force’s wholesale integration. First, while the Air Force is gradu-

ally converting its backbone to ATM, it will still be about three to five years before

this capability is widely available [DAF00]. Second, the CellXpress Module only

supports Permanent Virtual Circuits. Therefore, Switched Virtual Circuits such as

VTC circuits that are only established as needed would not be supported. Finally,

the CellXpress module only interfaces with Packet Exchange-compatible modules

[NET00], which the Air Force does not currently use.

2.5 Chapter Summary

Traditional telecommunications networks have employed conventional circuit

switching, which provides a dedicated circuit for the duration of the connection.

Virtual circuit switching is a method of providing a circuit-switching interface on

a packet-switched network. It breaks messages up into packets and routes them

across the network over a predetermined path. Rather than each virtual circuit

being dedicated to the user for the duration of the connection, however, packets are

statistically multiplexed onto the outgoing link.

ATM is a high-speed networking technology that employs virtual circuit switch-

ing and is capable of integrating voice, video, and data services on the same network.

In order to provide users with a quality of service comparable to that of conventional

circuit switching, however, bandwidth has traditionally been allocated statically.

Several dynamic bandwidth allocation algorithms have been proposed, though, in

order to more efficiently utilize available bandwidth. Four of these algorithms were

presented and analyzed in this chapter.

Finally, the Promina is a resource manager employed by the Air Force and other

DoD agencies. Like ATM, it is capable of integrating voice, video, and data services

on the outgoing link of its IDNX using virtual circuit switching and a proprietary

frame format. It has a limited dynamic bandwidth allocation capability. The next

chapter provides the methodology used to test the suitability of porting one of the
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aforementioned dynamic bandwidth allocation algorithms proposed for ATM to a

TDM platform such as the IDNX.
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III. Methodology

This chapter describes the methodology used to test the system. It first defines

the system boundaries and services. The metrics collected, parameters and factors

considered, and workload submitted are discussed next. Finally, the experimental

design is described.

3.1 System Boundaries

The system under test (SUT) is the time-division multiplexer, including the

incoming user circuits and outgoing aggregate link. Details about the operation of

each circuit coming into the multiplexer will not be considered. Instead, circuits will

be seen as simply a “class” of traffic and will be assumed to arrive in a common

framing format. The aggregate link will be used to determine the utilization of

the outgoing link and as a “finish line” for the frame to calculate queuing delay.

Consequently, whether frames leaving the multiplexer are delivered successfully or

not is not measured — only that frames were sent.

The component under test (CUT) is the bandwidth manager inside the multi-

plexer. For the baseline system, this is represented as an empty box with zero delay.

For the dynamic allocation system, the CUT is the set of components added to the

standard multiplexer that dynamically allocate bandwidth to the circuits. Figure 3.1

depicts the system to be tested.

3.2 System Services

In its simplest form, the SUT takes defined user circuits, such as a voice circuit,

LAN circuit, and VTC circuit, multiplexes them together, and forwards them to

their destination via a virtual circuit at a specified rate. Using Dynamic Bandwidth

Allocation (DBA), the same service is performed, but the rate at which frames are

forwarded is updated periodically based on demand — an additional service.
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Figure 3.1. System Under Test

The system’s potential outcomes include:

• Frame Outcomes

– A frame traverses the system successfully

– A frame is dropped due to buffer overrun

– A frame is dropped for some other reason

• DBA Outcomes

– The circuit with the highest utilization is given an increased bandwidth

allocation by the bandwidth manager (sufficient residual bandwidth exists

to reallocate)

– The circuit with the highest utilization is denied a bandwidth increase

– A circuit’s request for increased bandwidth is denied by the bandwidth

manager even though enough bandwidth is available
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3.3 Performance Metrics

This research shows whether DBA will more efficiently utilize the total band-

width allocated to a communications site. Consequently, the primary metric is uti-

lization on the aggregate link. Additionally, even though delay can be tolerated by

data traffic, excessive delay will result in poor quality in voice or video traffic on

the receiving end. Therefore, queuing delay is also measured. In this document,

queuing delay is defined as the time from which a frame arrives at the multiplexer

and inserted into the input buffer to the time that the frame is extracted from the

buffer. It does not include time necessary to service the frame. These two metrics

are the only metrics considered.

3.4 Parameters

The term “parameter” refers to anything that can affect system performance

[Jai91]. The following paragraphs describe the system and workload parameters.

3.4.1 System Parameters. A system parameter is something inherent in the

system that affects performance. Typically, system parameters can vary from system

to system, but are fixed within a given system [Jai91]. The following paragraphs

describe the system parameters for the system identified in Section 3.1.

3.4.1.1 Bandwidth Allocation Granularity. Each circuit is allocated

a specific bandwidth. However, the allocation cannot be completely arbitrary. All

multiplexers have a granularity, or fixed increment, at which bandwidth can be al-

located. For example, the multiplexer might require individual circuit bandwidths

be allocated in increments of 32 kbps. In addition to restrictions imposed on the

granularity of bandwidth allocated to individual circuits, there are usually similar

restrictions on the aggregate link, but they are typically larger. Due to necessary

overhead for particular circuits, the total bandwidth required for each circuit may

not fall exactly on a granularity boundary. Consequently, there may be residual
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bandwidth in a circuit that is unusable because it falls below the allocation granu-

larity. In a multiplexer employing DBA, this can obviously limit utilization increases.

From a theoretical standpoint, if the multiplexer could allocate bandwidth in granu-

larities of bits per second, then utilization increases would be much larger than with

granularities of 32 kbps.

3.4.1.2 Maximum Supported Aggregate Bandwidth. Each multiplexer

has a maximum speed with which it can send frames to their destination. Addi-

tionally, the aggregate allocation is the sum of the individual circuit allocations.

Therefore, the sum of these allocations cannot exceed the multiplexer’s maximum

supported bandwidth. This parameter can affect performance if the multiplexer is

supporting a large number of circuits requiring high bandwidths. Either the multi-

plexer would not be able to support the number of desired circuits, or bandwidth for

some or all circuits would suffer. Typically, this is rarely a problem. Assuming that

the user has a multiplexer sized appropriate to his mission, most modern multiplex-

ers support maximum aggregate bandwidths far beyond their needs. This is even

less of a problem in tactical networks since bandwidth allocations over a satellite are

much smaller than typical multiplexer capacities.

3.4.1.3 Multiplexing Speed. Multiplexers have latencies associated

with them — the time from which a frame enters the multiplexer to the time it leaves

the multiplexer on its way to its destination. This delay is due mostly to the length

of time cells must wait in the input queue, but the time it takes a cell to physically

propagate through the multiplexer’s circuitry and the time it takes the bandwidth

manager to make a decision (see below) are also included. This parameter can affect

performance of time-sensitive traffic (e.g., voice, video), potentially resulting in the

multiplexer dropping frames if the time is excessive.
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3.4.1.4 Bandwidth Management Speed. If a multiplexer employs

DBA, then there is some time associated with deciding whether to reallocate band-

width or not. Excessive delay in this area can result in either unacceptable loss or

delay, depending upon the implementation. As mentioned in Section 3.3, though,

there are a few problems with modeling this parameter. First, some bandwidth man-

agers are so integrated into the functionality of the multiplexer that it is difficult or

impossible to separate what delay is caused by the bandwidth manager versus the

overall delay of the multiplexer. Second, some bandwidth managers are invoked at

regular intervals while others are invoked based on a circuit’s request. Therefore, it

would be difficult to compare the delay caused by the bandwidth manager. Since

bandwidth managers must minimize the reallocation decision to prevent excessive

delay, this value should be small compared to queuing delay [SCY98, Shi98]. This

study assumes a negligible delay due to the reallocation decision.

3.4.1.5 Input Queue Size. The number of frames in the input queue

awaiting service can also affect performance. Obviously, the more frames awaiting

service there are the longer it will take to be served. This can present a problem

regardless of the multiplexer’s implementation. From a theoretical perspective, even

if the queue was infinite and the arrival rate was higher than the service rate for a

sustained period of time a delay would result. Conversely, if the queue size were fixed

such that the largest number of frames in the queue was small enough to prevent

noticeable delay or loss, then newly arriving frames could be dropped when the

queue filled up. Generally speaking, however, multiplexers are designed so that this

problem is minimized.

3.4.1.6 Reallocation Methods. There are two basic methods for re-

allocating bandwidth dynamically — each of which produces different results and

side effects. The first method is incremental reallocation. Incremental reallocation

steps a circuit’s bandwidth up or down in increments of the system’s granularity
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or the circuit’s minimum allocation size, whichever is greater. For instance, if the

system allocates bandwidth in blocks of 8 kbps, when bandwidth is reallocated to

other circuits, it is allocated in increments of 8 kbps. In the case of a voice circuit,

however, in which a call must be established at, say, 32 kbps, bandwidth is real-

located in increments of 32 kbps even though the system’s granularity was 8 kbps.

This method prevents drastic drops in a circuit’s allocation for only a single period

of low utilization. However, the expected utilization gain using DBA would be much

lower than using wholesale reallocation.

In wholesale reallocation, all available bandwidth is reallocated to the most

utilized circuit, perhaps up to a specified maximum. For instance, if a circuit is

allocated 32 kbps and fully utilized, and another circuit has 16 kbps of unused

bandwidth, the entire 16 kbps can be allocated to the first circuit at once. Conversely

to incremental reallocation, the expected utilization gain would be much larger with

wholesale allocation. Similarly, drastic drops in a circuit’s allocation for only a

short period of low utilization could cause some performance degradation due to

deallocation and subsequent reallocation.

3.4.1.7 Monitoring Period Length. In a DBA algorithm that uses a

monitoring period to monitor system utilization, such as that suggested in [SCY98],

the monitoring period length can affect queuing delay. For example, suppose that the

monitoring period is long to obtain a more accurate picture of the system utilization

over time. Bandwidth is only adjusted at the end of a monitoring period, so queue

size could increase significantly if a very lightly loaded circuit suddenly becomes

heavily loaded. Larger queue sizes translate directly into longer queuing delays.

3.4.1.8 Length of Time-Out Period Prior to Reset. When allocating

bandwidth dynamically, it occasionally becomes necessary to reset the bandwidth

allocations to their original setting. Such is the case when all circuits are at 100%

utilization but their bandwidths are not at their originally assigned peak rates. Thus
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a reset is needed in order to prevent input queues from overflowing due to a higher

arrival rate than service rate. However, deallocating bandwidth to a circuit instan-

taneously could mean buffer overflow for that circuit and/or lost frames. A time-out

period may be employed during which the circuit being deallocated is notified to

reduce its frame generation rate. At the end of that period, the reset would oc-

cur. However, adding a time-out period prolongs the time before bandwidth can

be adjusted to appropriate levels resulting in larger queue sizes and longer queuing

delays.

3.4.1.9 Frame Size. For a fixed transmission rate, frame size affects

average queue size and delay. For example, at a given transmission rate a 512-byte

frame spends approximately ten times longer in service than a 53-byte frame. Longer

service times translate into longer waiting times (i.e., queuing delays). Thus, smaller

frame sizes tend to produce shorter queuing delays while larger frame sizes tend to

produce longer queuing delays.

3.4.2 Workload Parameters. A workload parameter is a characteristic

of user demands on the system that affects performance. Workload parameters

vary from installation to installation and from user to user [Jai91]. The following

paragraphs describe the workload parameters for the system.

3.4.2.1 Offered Load from User Circuits. The rate at which frames

arrive at the multiplexer from the user circuits can have a significant impact on the

aggregate utilization. For instance, due to the bursty nature of data traffic, the per-

formance of the bandwidth manager will have little effect on the aggregate utilization

of data circuits. If some of the data circuits are inactive, it will be impossible to

achieve 100% utilization. Similarly, if all of the user circuits are constant-use full-

motion video circuits, then the aggregate bandwidth will always be at or near 100%.

As with the data circuit scenario, though, the overall aggregate utilization had little

3-7



to do with the bandwidth manager and more to do with the type of traffic on and

utilization of the user circuits. These two scenarios are extreme cases, but the point

is made. The real impact of the bandwidth manager is made when utilization of user

circuits is random and the bandwidth manager is juggling different classes of traffic.

3.4.2.2 Distribution of Traffic Classes. Consider the scenarios out-

lined in the preceding paragraph. If all circuits are data circuits (i.e., ABR traffic),

then queuing delay will tend to be low. Because of the bursty nature of data traf-

fic, statistically, the probability that the input queue will fill is low and delivery is

guaranteed. If all circuits contain CBR traffic, though, the queuing delay could be

much higher since the multiplexer must deal with a constant stream of cells. Thus,

the service rate would have to be greater than or equal to the arrival rate in this

situation. Consequently, the distribution of traffic classes across the user circuits can

affect the multiplexer’s queuing delay.

3.5 Factors

Factors are a subset of the parameters and are those parameters that are

varied in the experiments [Jai91]. The remaining parameters remain constant. The

following paragraphs list the factors for this study and the values that each take on.

3.5.1 System Factors.

3.5.1.1 Bandwidth Allocation Granularity. The size of the chunks

that the multiplexer can allocate to circuits impact the bandwidth manager’s flexibil-

ity to dynamically allocate bandwidth and, thus, aggregate utilization. The smaller

the granularity of allocation, the greater the aggregate utilization should be. The

levels chosen for this study are as follows:

• 8 kbps

• 32 kbps
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• 64 kbps

The first two levels represent typical granularities of multiplexers and are far enough

apart to show whether this factor does, in fact, affect aggregate utilization. The

last is a more extreme case to determine how significantly granularity can actually

impact aggregate utilization.

3.5.1.2 Length of Monitoring Period. Like the length of the time-out

period, the length of the monitoring period prior to reallocation can affect queuing

delay. However, the magnitude of the effect is not known. Therefore, the following

levels were chosen:

• 5.0 seconds

• 10.0 seconds

• 50.0 seconds

The first two levels should show the effect of a small difference in monitoring period,

while the last should show the effect of a long monitoring period. These levels

were chosen much smaller than that recommended in [SCY98] based on results from

system pilot runs.

3.5.2 Workload Factor — Offered Load from User Circuits. The inter-

arrival time from the circuits entering the multiplexer can have a significant impact

on the aggregate utilization. If the inter-arrival time is large on all of the user circuits,

then the aggregate utilization will be low. The converse is also true. This study shows

that aggregate utilization can be increased if unused bandwidth is available to other

circuits currently in use. The levels to be used in the study are as follows:

• System underload

• Data overload

• Voice overload
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• Voice and data overload

The system underload workload is defined as one in which all circuits submit a very

low offered load. The three types of overload conditions are defined such that one

or more circuits submit a high offered load and the remaining circuits submit a very

low offered load. For example, the data overload workload consists of a high offered

load submitted by the data circuits and the lower underload workload submitted

by the voice and video circuits. The DBA algorithm should not affect utilization

much in the underload condition, but could make a significant difference during the

various overload conditions. The chosen levels provide an appropriate exercise of the

system under the various conditions. Additionally, once results have been obtained

using these offered loads, the SBA system and best DBA configuration will submit a

set of extreme offered loads in order to compare performance with the more realistic

offered loads.

3.6 Evaluation Technique

Simulation is the primary evaluation technique. Models were generated and

simulated using OPNET Modeler 8.0 — a robust and powerful network modeling

package [OPN01]. Additionally, because the static allocation model conforms to

classical Time-Division Multiplexing and the dynamic model can be broken down

into a series of static allocations, theoretical queuing models were used to validate

the results of the simulations.

3.7 Workload

In order to fully evaluate the effects of the various factors on the aggregate

utilization and queuing delay, separate workloads were created for every combination

of workload factors given above. The following paragraphs give the application

services and associated parameter values.
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3.7.1 Offered Load.

3.7.1.1 Data Circuits. Data Circuits are modeled using a series of

ON/OFF sources, one for each application service. On and off periods are exponen-

tially distributed with mean outcomes based on loading level. Data circuit loading

levels are defined in Tables 3.1 and 3.2. In these tables, the inter-arrival and inter-

request time parameters define the off period. The size parameter determines the

on period, based on the circuit’s assigned data rate. For example, an 8 kB trans-

action would take 2 seconds to transmit on a circuit having a 32768 bps line speed.

The loading levels were chosen to represent realistic size and inter-request times for

common data applications under moderate and heavy loading.

Table 3.1. Underload Definition for Data Circuits
Data Application Parameters Mean Values

Web browsing Page inter-arrival time 5 sec
Size 32 kB

E-mail Send/Receive inter-arrival time 5 sec
Size 16 kB

FTP sessions (file download) Inter-request time 30 sec
Size 128 kB

Database access Inter-arrival time 5 sec
Size 8 kB

Offered Load Normalized to Circuit Data Rate 46.5%

Table 3.2. Overload Definition for Data Circuits
Data Application Parameters Mean Values

Web browsing Page inter-arrival time 0.5 sec
Size 64 kB

E-mail Send/Receive inter-arrival time 1 sec
Size 64 kB

FTP sessions (file download) Inter-request time 30 sec
Size 1024 kB

Database access Inter-arrival time 0.5 sec
Size 32 kB

Offered Load Normalized to Circuit Data Rate 93.7%
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3.7.1.2 Voice Circuits. Voice circuit loading is represented by the

number of possible simultaneous conversations that can be in progress. Each con-

versation uses 32768 bps of bandwidth, so the number of simultaneous conversations

for an underload workload is 4, and for an overload workload, 8. Talk spurts and

silence periods are represented as ON/OFF sources with exponentially-distributed

periods [CPR96]. Tables 3.3 and 3.4 define the loading levels for the voice circuit.

Therefore, if the number of simultaneous conversations is at the maximum of 8, the

highest offered load on this circuit will be 42.6% as shown in Table 3.4.

Table 3.3. Underload Definition for Voice Circuit
Parameter Mean Value

Mean silence length 1.35 sec
Mean talk spurt 1 sec
Switched voice circuit data rate 131072 bps
Offered Load Normalized to

Circuit Data Rate

21.3%

Table 3.4. Overload Definition for Voice Circuit
Parameter Mean Value

Mean silence length 1.35 sec
Mean talk spurt 1 sec
Switched voice circuit data rate 262144 bps
Offered Load Normalized to

Circuit Data Rate

42.6%

3.7.1.3 Video Circuits. Call inter-arrival times and mean call lengths

are represented as ON/OFF sources with exponentially-distributed periods. The

video circuit’s offered load under all loading conditions are defined in Table 3.5. For

simulation efficiency, the mean call length and inter-arrival time are much shorter

than that specified in Chapter 1, but the normalized offered load of 7.7% is the same.

3.7.2 Distribution of Traffic Classes. Traffic classes are modeled differently

depending on the class of traffic. Data traffic inter-arrival rate is modeled using an
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Table 3.5. Workload Definition for Video Circuit
Parameter Mean Value

Call inter-arrival time 1 hour
Mean call length 5 min
Video circuit data rate 262144 bps
Offered Load Normalized to

Circuit Data Rate

7.7%

exponential inter-arrival distribution. Voice and video traffic use a constant arrival

rate. The parameters vary according to the inter-arrival configurations specified

above.

3.8 Experimental Design

3.8.1 Type. Correlation among selected factors was not readily known or

apparent. Therefore, a full factorial design was used. One DBA algorithm was im-

plemented — Instantaneous VP Utilization Measurement [SCY98]. This algorithm

was selected because of its simplicity — calculating instantaneous utilization via a

frame count — the reallocation decision should be fast, resulting in negligible in-

creases in queuing delay. Furthermore, because the algorithm can be completely

implemented in software, it lends itself to other platforms, including TDM. The In-

telligent Multiplexing algorithm [Hoe94] was not chosen because it requires that the

multiplexer distinguish between traffic classes. Many TDM platforms do not sup-

port this. Calculation complexity precluded selection of the Adaptive Bandwidth

Demand Estimation algorithm [Shi98]. Such complexity might result in excessive

time for a reallocation decision. The VP Bandwidth Control algorithm [Sai97] is

very similar to the selected algorithm. However, the VP Bandwidth Control algo-

rithm relies on only the current and previous measurement; the selected algorithm

relies on the current measurement and all past measurements. Therefore, though

the two algorithms are very similar, the selected algorithm should perform better.

The selected algorithm’s performance was compared with a static allocation method.
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This results in 40 experiments without regard for replications. The response vari-

ables are aggregate utilization and queuing delay. Refer to Section 3.3 for detailed

information.

3.8.2 Replications. The central hypothesis of this study is that dynamic

bandwidth allocation on a time-division multiplexer can achieve higher utilization on

its aggregate link than static allocation, without adversely affecting queuing delay.

The data should show with 90% confidence that the DBA algorithm is better than

the static allocation method. Specifically, the DBA system utilizations should be

statistically higher than the static system. Conversely, the DBA system’s queuing

delays should be either statistically equivalent or only slightly higher.

The number of observations taken per configuration to achieve a 90% confi-

dence depends upon the outcome variance. The utilization variance was quite low

since time-division multiplexers are designed such that a particular offered load pro-

duces an equivalent aggregate utilization. Therefore, the number of replications

needed was low. Assuming the number of experiments run was five, and the stan-

dard deviations are both two, the difference between the utilizations only need be

greater than 2.29% to be statistically different at 90% confidence. The queuing delay

variance should also be low, so a similar derivation can be made for it. Of course,

if the data variance turns out to be higher than assumed, then more experiments

need to be run to achieve the same 90% confidence. Similarly, if the difference in

utilization (or queuing delay) is less (or more) than 2.29%, then more experiments

will need to be run in order to achieve the same 90% confidence. The total number

of experiments to be run is 200.

3.8.3 Experimental Error. The predictor models for the performance of

each system are the means of the two metrics collected — aggregate utilization and

queuing delay. This model is based on several assumptions [Jai91]:
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• Model errors are statistically independent

• Errors are normally distributed with zero mean

• Error standard deviation is constant

Consequently, for models to be valid, these assumptions must be verified. Therefore,

each assumption was verified using techniques discussed in [Jai91]. Had one or

more of these assumptions not held, then more system analysis would be needed to

determine what other parameters needed to be modeled.

3.9 Chapter Summary

This chapter described the bounds of the system under test including services

provided and possible responses. It also enumerated the parameters associated with

the system and the workload to be submitted. From that list of parameters, alloca-

tion granularity, monitoring period, and offered load were the chosen factors. The

performance metrics chosen to measure the effect of these factors were aggregate uti-

lization and queuing delay. Finally, a full factorial experimental design was chosen

using simulation as an evaluation technique, resulting in a total of 40 simulations.
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IV. Results and Analysis

This chapter presents the results from simulations described in Chapter 3. First, an

overview of the system design and configuration is given. The simulation results are

then presented with pertinent analysis of those results.

4.1 System Design

The dynamic bandwidth allocation (DBA) model implemented is an enhance-

ment of that developed by Shiomoto, et al. [SCY98]. Their research assumes ho-

mogeneous switched ATM circuits. This study modifies that model to support het-

erogeneous permanent circuits in a TDM environment. Because the system accepts

heterogeneous circuits, each circuit’s instantaneous utilization is calculated sepa-

rately. Instantaneous utilization is calculated using

ρi = αini(t) + (1− αi)ρi(t−∆) (4.1)

αi =
−2(1−K) +

√

4 (1−K)2 + 8 (ε−1 − 1) (1−K)

2 (ε−1 − 1)
(4.2)

K = cos

(

2π
slotFreqi

TotalSlots

)

(4.3)

where ni(t) is the number of frames arriving on circuit i during the last time slot,

ρi(t-∆) is the last computed utilization for circuit i, αi is the weighting factor of the

ith circuit, and ε is the objective frame loss rate.

Two changes are made to Shiomoto’s equations for calculating instantaneous

utilization and the weighting factor, α (2.7) and (2.10), respectively. First, the

instantaneous utilization is determined for each circuit. Second, the peak frame rate

is changed to a measure of the number of time slots per second currently assigned
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to the circuit (slotFreqi). Similarly, the aggregate link transmission time is changed

to the total number of time slots per second (TotalSlots). The algorithm is also

modified to support permanent circuits rather than switched circuits to support

tactical military communications networks. To support permanent circuits, residual

bandwidth is allocated to the circuit with the highest demand rather than using the

residual bandwidth as the basis for an admission decision.

Figure 4.1 shows the DBA state-transition diagram for the algorithm devel-

oped. After initialization, the first time slot begins service in the svc start state.

The process then transitions to the idle state. If an arrival occurs, an interrupt is

generated, forcing the process to the arrival state. This state places the arriving

frame in the appropriate circuit’s input buffer, then transitions the system back to

the idle state. At the end of each time slot, an interrupt is generated forcing the

system to the svc compl state, which calculates the queuing delay. The process then

transitions to the upd lambda state, which calculates the instantaneous utilization

of each circuit. Next, the process returns to the svc start state to begin servicing

another frame and finally back to the idle state. At the end of the monitoring period,

another interrupt is generated. This interrupt forces the system to the update BW

state. This state reallocates all unused time slots (down to a specified minimum)

from the circuit with the lowest utilization to the one with the highest utilization.

Finally, in the event that all circuits are utilizing all of their time slots, but those

slot assignments are not the initially-assigned rates, an interrupt for the reset state

is generated. This state resets the time slot allocations to the original assignments.

4.2 System Configuration

Figure 4.2 depicts the configuration of the system under test. The system

consisted of four user circuits — a voice circuit, a video circuit, and two data cir-

cuits (labeled NIPRNET and SIPRNET). Based on typical data rates allocated to

deployed sites, these circuits were assigned data rates of 262144 bps, 262144 bps,
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Figure 4.1. Dynamic Bandwidth Allocation State Transition Diagram

131072 bps, and 131072 bps, respectively. The aggregate bandwidth was 786432

bps. The model also assumed a fixed frame size of 4096 bits, a minimum circuit data

rate of 8192 bps (32768 bps for the voice circuit), and a maximum frame loss rate of

1E-4.

The interarrival times for all workloads submitted to the static model and

the All Circuits Underload workload submitted to the dynamic model remained the

same; they did not change during the course of the simulation. To test the effective-

ness of the DBA algorithm, however, these times were reduced on the three overload

workload conditions submitted to the dynamic model. For example, if a circuit was

using all of its allocation and was subsequently granted a greater allocation, the

inter-arrival time was decreased to take full advantage of the new allocation. Had

this not been done, no change would have been seen in the system utilization thus

creating an inaccurate picture of the effectiveness of the algorithm. However, this
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Figure 4.2. System Under Test

change was not made to the System Underload workload submitted to the dynamic

model because this scenario was not meant to stress the system.

4.3 Model Verification and Validation

The validation process ensures the created system or derived model accurately

models some known system such as a theoretical model. The verification process

ensures the derived model is implemented correctly [Jai91]. For example, for a

simulation model, validation ensures the algorithm correctly models the system and

verification ensures the model is defect-free.

To evaluate the model’s behavior sufficiently, several scenarios were simulated

on both the static and dynamic models. Additionally, workloads and system pa-

rameters were chosen such that the theoretical analysis was simplified. First, the

number of circuits was varied between one, two, and five to verify the model could
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operate correctly under a varying number of inputs, including the degenerate case

of one. Second, the ON/OFF periods were equal and constant. Figure 4.3 shows

the workload submitted to the two-circuit configuration using the static allocation

method. As the figure shows, Circuit 0 was set to start transmission first; Circuit

1 then began transmitting at the same data rate 600 seconds later. Both sources

then ceased transmission simultaneously. This setup allowed easy validation that

the instantaneous queuing delays for each circuit and aggregate utilization were as

expected. In this configuration, one would expect the instantaneous utilization to be

50% when only one circuit was active and 100% when both were active. Figure 4.4

confirms these results. Figure 4.5 shows that the queuing delay for both circuits

is 437.5 ms, which also matches the theoretical model. In all configurations, the

utilization and queuing delay results matched that of the theoretical model. Refer

to Appendix A for a more detailed analysis of the static model’s verification and

validation.

Figure 4.6 depicts an overload-type workload submitted to the two-circuit con-

figuration using the dynamic model. Initially, the workloads submitted were the

same for both circuits — 16384 bps each. However, because Circuit 0 is currently

the only one transmitting, it is able to take advantage of part of Circuit 1’s unused

bandwidth. The bandwidth manager allocates all of Circuit 1’s unused bandwidth

down to an 8192 bps threshold. This gives Circuit 0 a new bandwidth of 24576

bps, which it takes advantage of. Circuit 0’s bandwidth then decreases to the origi-

nally assigned data rate 600 seconds later when Circuit 1 begins transmitting. Once

again, this setup allowed easy validation that the instantaneous queuing delays for

each circuit and aggregate utilization were as expected. It also validated that the

DBA algorithm was functioning properly. In this configuration, one would expect

the instantaneous utilization to be 75% when only one circuit was active and 100%

when both were active. Figure 4.7 confirms these results. Just like the static model,

the simulation results from every configuration unanimously matched that of the
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Figure 4.3. Verification and Validation Workload Submission for the Static Model

Figure 4.4. Utilization for Two-Circuit Configuration Using the Static Model
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Figure 4.5. Queuing Delay for Two-Circuit Configuration Using the Static Model
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Figure 4.6. Verification and Validation Workload Submission for the Dynamic
Model

theoretical model for utilization. Theoretical modeling indicates that the queuing

delay for Circuit 0 should be 354 ms when it is the only circuit active. When both

circuits are active, queuing delays should be 437.5 ms — the same as in the static al-

location model. In practice, however, this is not possible since the theoretical model

assumes that the DBA algorithm’s monitoring period is zero. If a circuit becomes

active during the monitoring period, however, queue sizes and, thus, queuing delays

will increase linearly. Therefore, as Figure 4.8 indicates, observed queuing delays

matched the theoretical model when one circuit was active and were much higher

than the theoretical model when both circuits were active. Refer to Appendix A for

a more detailed analysis of the system’s verification and validation.
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Figure 4.7. Utilization for Two-Circuit Configuration Using the Dynamic Model

Finally, both models were tested again using the same setup as before with the

exception of the ON/OFF period distributions. These periods’ distributions were

changed from constant to exponential to see if the results were similar. In all cases,

the workloads produced similar utilizations. Queuing delays on the DBA system

were more extreme than that experienced using the constant distribution but this

was expected. Since one circuit would tend to be active more than the others and

all would remain active together for a period, the system needed time to adjust the

bandwidth accordingly. If all circuits were transmitting at their originally-assigned

peak rates, however, there would be no way for the other circuits to reduce the frame

backlog which had developed while the algorithm was adjusting. This issue will be

discussed later in this chapter.

4.4 Static Allocation vs. Dynamic Allocation — First Iteration

4.4.1 Utilization. Results were obtained comparing the static system to

the dynamic system using the DBA algorithm outlined in Section 4.1 (referred to

as DBA-1). Figure 4.9 compares the mean utilizations of the DBA-1 system to the

static system. The DBA-1 utilizations represent the mean across both factors for a
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Figure 4.8. Queuing Delay for Two-Circuit Configuration Using the Dynamic
Model

4-10

o     9000 - 
£ 

s- 
Q     6000 - 
o 
c 
3 • 
O     3000 - 

o - r—^ r— 

Circuit 0 

1000      2000      3000      4000      5000      6000      7000      8000 

 Time (s |      

1  jjj   15000 - 

Q   10000 - 
o 
c 
a • 
=     5000 - 

0 - 

Circuit i 

1000      2000      3000      4000      5000      6000      7000      8000 

Time |s| 



Figure 4.9. Utilization: Static Allocation vs. DBA-1

particular offered load. Every DBA-1 configuration produced statistically significant

utilization gains over the static system at 90% confidence. Refer to Table 4.1 for

the confidence intervals on the utilization gains. The smallest average gain observed

was 6.24% with the System Underload workload. This gain indicates that even

in light loading, the system is still able to optimize the available bandwidth. The

largest average gain observed was 18.48% with the Data Overload workload. The

system performed better with the Data Overload workload than the Voice and Data

Overload workload because the bandwidth manager was able to optimize bandwidth

allocation for the data circuits with only two circuits heavily loaded. However, with

the Voice and Data Overload workload, three of the four circuits were heavily loaded

causing the bandwidth manager to juggle between the three circuits competing for

additional bandwidth. Nevertheless, the bandwidth manager was able to increase

aggregate utilization under all four workloads by allowing circuits with a high de-

mand to claim unused bandwidth from circuits with a lower demand. This effect

enhances system performance so long as delay does not increase beyond acceptable

limits for real-time traffic.
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Table 4.1. Utilization Gain 90% Confidence Intervals

Workload accounted for 99.16% of the observed variation in the data. There

was some observed variation attributable to the monitoring period and allocation

granularity factors, but statistically this variation was negligible. The unexplained

variation accounted for 0.37% of the observed variation. Therefore, it was concluded

that neither the monitoring period nor the allocation granularity had an effect on

the DBA-1 system’s utilization. This was expected since a time-division multiplexer

is designed to produce the same level of output as it is offered so long as the input

buffers don’t overflow.

4.4.2 Queuing Delay.

4.4.2.1 Data Circuits. As Figures 4.10 through 4.13 and 4.14 through

4.17 show, both the NIPRNET and SIPRNET circuits produced statistically lower

queuing delays on the DBA-1 system for all but the Voice Overload workload. Queu-

ing delay was also 11 ms higher than the static system on the SIPRNET circuit under

the System Underload condition (Figure 4.14), with a 50.0 second monitoring period

and 8192 bps allocation granularity. The data circuits performed well on three of the

four loading levels because the bandwidth manager was able to effectively optimize

bandwidth while keeping queuing delays low because of the low loading on the video

circuit. As shown in Figures 4.11 and 4.15, however, queuing delays were higher

than the static system in the Voice Overload condition. This is because the voice

circuit was more heavily loaded. This means lower queuing delays based on higher
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Figure 4.10. NIPRNET Circuit Queuing Delay — System Underload

Figure 4.11. NIPRNET Circuit Queuing Delay — Voice Overload

average bandwidths for the voice circuit at the expense of queuing delays for other

circuits.

Queuing delay tended to increase as monitoring period increased. This was

true on all but the Voice and Data Overload workload. Queuing delay decreased on

this loading level because the system was more stable with three of the four circuits

heavily loaded. Furthermore, the heavy loading on the data circuits also contribute

to greater stability for these circuits. Therefore, the bandwidth manager was able

to optimize bandwidth and queuing delay much better as the system made fewer
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Figure 4.12. NIPRNET Circuit Queuing Delay — Data Overload

Figure 4.13. NIPRNET Circuit Queuing Delay — Voice and Data Overload

Figure 4.14. SIPRNET Circuit Queuing Delay — System Underload
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Figure 4.15. SIPRNET Circuit Queuing Delay — Voice Overload

Figure 4.16. SIPRNET Circuit Queuing Delay — Data Overload

Figure 4.17. SIPRNET Circuit Queuing Delay — Voice and Data Overload

4-15

A                       A                                                                                                                                                                                                                                 A 
395 - ▼   V   V 

375 - 

£ 355 - 

"öl 
Q   335 - 
u> c 
1   315 - 

O 
295 - 

V 

275 - . 1\  ft 

255 -  1 I  1 1 1  

20 30 

Monitoring Period (s) 

a   380 • • 
Q 
O) 
£  370 - 
3 

3 
o 

360 -\ 

-Static 

8 1-bps 

32 kbps 

-64 kbps 

30 

Monitoring Period (s) 



reallocations. Queuing delay increased dramatically with monitoring period when

using an 8192 bps allocation granularity. The reason for this increase is unknown.

However, because of excessive video circuit queuing delays (see Section 4.4.2.3), a

change to the DBA-1 algorithm is required in any case. This queuing delay increase

was not observed in subsequent versions of the algorithm.

The best overall data circuit queuing delays were observed using a 65536 bps

allocation granularity and 5.0 sec monitoring period. In this configuration, the NIPR-

NET circuit produced average queuing delays up to 122.8 ms lower than the static

system. Similarly, the SIPRNET circuit produced average queuing delays up to 125.7

ms lower than the static system. The highest queuing delays observed in this con-

figuration were on the Voice Overload workload. However, average queuing delays

observed at this loading level were only 2.3 ms higher than the static system on the

NIPRNET circuit and 2.0 ms higher on the SIPRNET circuit. Clearly, in this config-

uration, the DBA-1 system produces lower queuing delays on average than the static

system. The reasons for the lower queuing delays observed on this configuration are

discussed in Section 4.4.2.5.

4.4.2.2 Voice Circuit. As Figure 4.19 shows, queuing delays were

consistently statistically lower than the static system with the Voice Overload work-

load. Only one configuration under this loading condition produced an average

queuing delay above the 309.1 ms average queuing delay of the static system. This

configuration used a 65536 bps allocation granularity and 50.0 sec monitoring period

and was an average of 18.9 ms greater than the static system. The lowest average

queuing delay observed with this loading level was 222.7 ms using an 8192 bps allo-

cation granularity and a 5.0 second monitoring period. Figure 4.18 shows that the

two higher allocation granularities, combined with the two lower monitoring peri-

ods, produced average queuing delays slightly lower than the static system’s 260.3

ms average with the System Underload workload. The best average queuing delay

observed in this loading level was 253.1 ms, using a 65536 bps allocation granular-
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Figure 4.18. Voice Circuit Queuing Delay — System Underload

Figure 4.19. Voice Circuit Queuing Delay — Voice Overload

ity and a 10.0 second monitoring period. The other two loading levels shown in

Figures 4.20 and 4.21 resulted in average queuing delays exclusively higher than the

static system, regardless of configuration.

Queuing delay generally increased as the monitoring period increased. This re-

sult was expected, however, since longer monitoring periods imply a slower response

to workload dynamics. Conversely, queuing delay generally decreased as allocation

granularity increased. This was also expected since fewer reallocations would con-

tribute to a more stable system and, thus, lower queuing delays. The exception
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Figure 4.20. Voice Circuit Queuing Delay — Data Overload

Figure 4.21. Voice Circuit Queuing Delay — Voice and Data Overload
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to this was with the Voice Overload workload. In this case, the voice circuit was

the only heavily loaded circuit. Therefore, the bandwidth manager could keep voice

circuit queuing delay down by quickly responding to voice circuit demands.

The best overall voice circuit queuing delays were observed with a 65536 bps

allocation granularity and a 5.0 second monitoring period. In this configuration, the

voice circuit produced average queuing delays as much as 65.9 ms lower than the

static system. The highest queuing delays observed in this configuration were with

the Data Overload workload. Average queuing delays at this level, however, were

significantly higher than the static system — an average of 69.8 ms higher. Although

voice circuit queuing delays were generally close to those of the static system, delays

this high could be considered excessive for real-time traffic. This issue is addressed

in greater detail in Section 4.6.

4.4.2.3 Video Circuit. The video circuit produced average queu-

ing delays statistically equivalent to the static system in only 5 of 36 configura-

tions. Three of the five configurations were using the System Underload workload

(Figure 4.22). Four of the five configurations used a 5.0 second monitoring period.

As Figure 4.24 shows, with a 5.0 second monitoring period in the Data Overload,

the 8192 bps allocation granularity produced an average queuing delay 9.0 ms higher

than the static system; with the 32768 bps allocation granularity, queuing delays were

an average of 14.8 ms higher than the static system. All other video circuit queuing

delays were quite high. Even with a 5.0 second monitoring period, the best video

circuit queuing delay observed with the Voice Overload workload was 679.9 ms as

shown in Figure 4.23. Queuing delays were even higher with the Voice and Data

Overload workload (Figure 4.25). The lowest queuing delay observed at this loading

level was 864.4 ms. Average queuing delays for configurations with a 50.0 second

monitoring period were no less than 833.8 ms and were as high as 5.482 sec. The

effects of long monitoring periods were clearly seen on the video circuit. Because

the video circuit was very lightly loaded but required a very high bandwidth, the
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Figure 4.22. Video Circuit Queuing Delay — System Underload

Figure 4.23. Video Circuit Queuing Delay — Voice Overload

dynamic system generally had trouble adjusting quickly enough to keep queuing de-

lays down. Therefore, as with the voice circuit, video circuit queuing delays were

generally unacceptable for real-time traffic.

4.4.2.4 Allocation of Variation. Tables 4.2 through 4.5 show the

allocation of variation for each of the four circuits. Workload was a large contributor

to the observed variation for all circuits. It accounted for 81.44% and 81.28% of

the variation in the two respective data circuits, 43.68% in the voice circuit and
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Figure 4.24. Video Circuit Queuing Delay — Data Overload

Figure 4.25. Video Circuit Queuing Delay — Voice and Data Overload
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23.68% in the video circuit. Clearly how heavily each circuit is loaded will affect the

circuits’ queuing delays. If one circuit is more heavily loaded than the others, then

the bandwidth manager is generally able to reallocate more bandwidth to it, keeping

queuing delays down. Thus, queuing delays tend to be lower for that circuit when it

is the sole heavily loaded circuit. Queuing delay tended to be higher than the static

system on the Voice and Data Overload workload because the bandwidth manager

was continuously reallocating between the three heavily loaded circuits. This could

result in excessive jitter on voice and video circuits and should be examined more

closely in future research.

Table 4.2. Voice Circuit Allocation of Variation using the DBA-1 Algorithm

Table 4.3. Video Circuit Allocation of Variation using the DBA-1 Algorithm

Monitoring Period accounted for 29.75% of the variation in the voice circuit

and 53.49% of the variation on the video circuit. This factor had little effect on

the data circuits because the data traffic had similar characteristics regardless of the

length of the period of observation (i.e., monitoring period). The reason the video

circuit was affected much more is that its mean off period was long compared to

Table 4.4. NIPRNET Circuit Allocation of Variation using the DBA-1 Algorithm
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Table 4.5. SIPRNET Circuit Allocation of Variation using the DBA-1 Algorithm

the data circuits. Therefore, the video circuit’s bandwidth was reduced considerably

while inactive. When it became active, however, its input buffer size would grow

until the monitoring period expired prior to reallocation. The result of such little

activity on the video circuit was an implicit prioritization of other circuits above the

video circuit. This is because the video circuit required such a large number of time

slots to operate with minimal delay. However, these time slots were rarely available

because they were allocated to other circuits with a higher demand. This problem

is addressed again in Section 4.5. The voice circuit was affected by the monitoring

period because its utilization never got above 43% (i.e., 1 sec on out of every 2.35

sec). Therefore the bandwidth manager reduced the voice circuit’s service rate to

match its measured utilization. The arrival rate never decreased, however, causing

the input buffer size to grow during on periods. This resulted in the appearance

of a higher utilization, which caused an oscillation back to a higher service rate.

When the monitoring period was higher, the voice circuit had to wait longer for the

adjustment to take place, resulting in higher average queuing delays.

4.4.2.5 Best Configuration. The 65536 bps allocation granularity

and 5.0 sec monitoring period resulted in the best overall configuration for queuing

delay. The 65536 bps granularity performed better because reallocations were not

made as often. This resulted in larger granularities needed for a reallocation. This

in turn meant the system did not have to adjust as often which resulted in fewer

times that the input buffers filled up due to a reallocation.

The 5.0 second monitoring period gave the best performance because the sys-

tem could react quickly to a circuit needing more bandwidth. The 10.0 and 50.0
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second monitoring periods caused input buffer sizes to increase considerably while

the system waited to determine which circuits to allocate bandwidth between.

4.4.3 Choice of Distribution for Data Circuits. Classical modeling of

network traffic has used the exponential distribution to model inter-arrival times

[Jai91, SAH94]. Recent research has shown, however, that data traffic does not fit

this model well because it is more bursty by nature [LTW94, PaF95, CrB97]. A traf-

fic model based on the Pareto distribution seems to model data traffic more closely.

Therefore, some simulations were done using the Pareto distribution with a shape

parameter of a = 1.6 in place of the exponential distribution. Simulation results

indicate that for the configuration with an 8192 bps allocation granularity and 5.0

second monitoring period, the queuing delay difference between the two distributions

is less than 6.5 ms at 90% confidence (see Figure 4.26). This difference is negligible,

however, since average queuing delays were in excess of 370 ms. Utilizations were

also very close. For example, the model using the exponential distribution had an

average utilization of 47.57% with the above configuration on the heaviest loading

level, compared to 49.30% from the model using the Pareto distribution. Therefore,

since the aggregate utilization and data circuit queuing delays match very closely, it

was concluded that the exponential distribution produces similar results to that of

the Pareto distribution for the metrics collected in this study.

4.4.4 Overall Assessment of the DBA-1 Algorithm. Clearly the DBA-1

algorithm provided higher utilizations than the static allocation method under all

loading conditions. Unfortunately, these gains came at the expense of queuing delay.

Queuing delays reached up to 864 ms on the video circuit using the best configuration,

indicating that this solution is unacceptable for real-time traffic.
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Figure 4.26. Data Circuit Queuing Delays: Exponential vs. Pareto Distribution

4.5 DBA with CBR Circuit Priority — Second Iteration

Because the pure DBA-1 algorithm failed to produce acceptable queuing delay

results, especially for the video circuit, the algorithm was modified to give priority

to the video circuit (referred to as DBA-2). Figure 4.27 shows the state transition

diagram for the modified algorithm. This model is the same as that shown in Fig-

ure 4.1 with the following additions. In the arrival state, every arriving frame is

examined to determine which circuit it arrived from. Once an arriving video frame

was detected, the system checked to ensure the video circuit was assigned enough

time slots to correspond to its peak rate. If the video circuit needed an additional

allocation of time slots, an interrupt was generated. This interrupt sent the system

to the reset priority state, which systematically removed unused time slots from each

circuit based on current measured utilization levels. If enough time slots could not

be found to reallocate to the video circuit, the system entered the reset full state,

which set each circuit’s time slot allocations back to the originally-assigned levels.

4.5.1 Queuing Delay. Simulations were run for the configuration using a

65536 bps allocation granularity and 5.0 second monitoring period since this was the
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Figure 4.27. DBA with CBR Priority State Transition Diagram

best overall configuration observed with the DBA-1 algorithm. The dynamic system

performed much better with the CBR priority feature added. The voice and data

circuits even had slightly lower average queuing delays, but overall this difference

was negligible. The video circuit, however, had much lower queuing delays — in

some cases, less than half of that observed using the DBA-1 algorithm. Figure 4.28

compares the average video circuit queuing delays of the two DBA versions and the

static allocation method for each loading level in the above configuration. The CBR

priority feature decreases the queuing delay difference considerably for all workloads.

In this configuration, the maximum mean difference observed between the DBA-2

algorithm and the static algorithm was 137 ms, a 74.08% decrease from the DBA-1

algorithm. Every circuit was able to experience a queuing delay decrease due to the

bandwidth manager’s increased capability to manage the time slots available to each

circuit. Giving priority to the CBR circuit ensures that the necessary time slots are

available as soon as possible. In addition, the bandwidth manager can also continue
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Figure 4.28. Comparison of Previous Video Circuit Queuing Delays and DBA-2
Queuing Delays

to provide more time slots to the other circuits while the video circuit is inactive,

thus reducing overall queuing delays.

4.5.2 Utilization. Aggregate utilization was only negligibly lower using the

CBR priority addition. Figure 4.29 shows the utilizations for each of the algorithms.

The largest observed difference in mean utilization between the DBA-1 algorithm and

the DBA-2 algorithm was 0.55%. Therefore, this addition improved queuing delay

without adversely affecting the utilization gains of the algorithm or their statistical

significance. This was not unexpected, however. Since the offered load was the same

for both with and without the CBR priority feature, it is expected that the aggregate

utilization would be about the same. Refer to Appendix B for Utilization Confidence

Intervals.

4.5.3 Overall Assessment of the DBA-2 Algorithm. The improved algo-

rithm retained the utilization gains achieved under the DBA-1 algorithm. Further-

more, queuing delays decreased across the board — in some cases up to 74% — and

the voice and data circuits produced queuing delays at or below that of the static
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Figure 4.29. Comparison of Previous Utilizations and DBA-2 Utilization

model for the best configuration. However, video circuit queuing delays were still

139 ms greater under the best DBA factor combination than the static model —

a 41% difference. Consequently, queuing delays are still unacceptable despite the

utilization gains achieved with the DBA-2 algorithm.

4.6 Static and Dynamic Allocation with Work Conservation

Up to this point, the DBA algorithm’s performance has been compared to

that of the static model, which represents static assignment TDM. Static assignment

TDM, though, does not lend itself well to supporting real-time traffic. For example,

video circuit queuing delays observed using the static model average 1/3 of a second.

This is because the best case occurs when frames arrive at the beginning of a circuit’s

allocation (resulting in a zero waiting time) and the worst case occurs when frames

arrive immediately following a circuit’s allocation (resulting in a 2/3 second waiting

time). Furthermore, if a particular circuit has no frames to transmit during its

allocation, then those slots go unused.

The ITU’s 1996 Recommendation, G.114, states that most users can tolerate

a total end-to-end delay for two-way voice traffic between 300 and 800 ms [ITU96].
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We will assume the same standard for 2-way video traffic as well. While some users

may find an 800 ms delay acceptable, the ITU’s recommendation states that an 800

ms delay could result in noticeable delay for some users. Noticeable delays such

as this are common for tactical military networks, however. The 300-800 ms delay

figure includes not only the initial queuing delay, but also queuing delays at each hop

along the way to the destination and transmission delays. Consider also that tactical

military communications networks often tie into the global communications network

through a satellite connection, which adds an additional 250 ms to the transmission

time. It is clear that a large queuing delay such as the average 1/3 of a second seen

under the static model could easily result in end-to-end delays nearing or exceeding

800 ms.

4.6.1 Static Allocation with Work Conservation. Work conservation en-

sures that every available time slot is filled as long as at least one circuit has a frame

waiting. This concept was incorporated into the static allocation algorithm in order

to reduce the queuing delays experienced by the strict static allocation method. The

new algorithm worked in the same manner as the original method with one excep-

tion: if a circuit’s input buffer becomes empty during its time slot allocation, the

other circuits’ input buffers are polled, in turn. The first input buffer found with a

waiting frame is inserted into the time slot. The only way that a time slot would

go empty then, is if all input buffers are empty. For example, if Circuit 1 is inactive

during its time slot allocation, then Circuit 2’s input buffer will be examined for a

waiting frame. If one exists, it is inserted into the time slot; if not, Circuit 3’s input

buffer is examined, and so on.

4.6.1.1 Utilization. Utilization was unchanged from that of the strict

static model. This was expected since the offered loads were the same between the

two systems. The same number of frames were being submitted for a particular

offered load. The only difference is that they were serviced in a more efficient manner,
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Figure 4.30. Comparison of Static Allocation Method Queuing Delays — System
Underload

thus reducing queuing delay. The number of empty time slots per cycle, however,

remained the same.

4.6.1.2 Queuing Delay. Queuing delay was reduced by as much as

two orders of magnitude with the implementation of the work conservation feature.

Figures 4.30 through 4.33 show the difference under each of the loading levels. The

video circuit experienced the lowest queuing delays. The highest average video cir-

cuit queuing delay observed was 5.8 ms, down from 335.7 ms. The voice circuit

experienced the highest average queuing delays, ranging from 19.3 ms on the System

Underload (Figure 4.30) to 23.9 ms on the Voice and Data Overload (Figure 4.33).

The reason for the higher queuing delay observed on the voice circuit is due to

the work conservation algorithm’s implementation. The algorithm looks to the next

circuit in sequence to fill a potentially-unused time slot. Therefore, the NIPRNET

circuit had “first priority” on all unused time slots of the rarely-active video circuit.

Because the voice circuit fell immediately before the video circuit, sequentially, it

had “last priority.” Of course, the voice circuit had first priority on the SIPRNET

circuit but the amount of unused time slots were much less than from the video
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Figure 4.31. Comparison of Static Allocation Method Queuing Delays — Voice
Overload

Figure 4.32. Comparison of Static Allocation Method Queuing Delays — Data
Overload
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Figure 4.33. Comparison of Static Allocation Method Queuing Delays — Voice
and Data Overload

circuit. There are two alternatives to eliminating this problem. The first is to ensure

that all circuits are prioritized based on bandwidth and delay requirements. For

example, if the video circuit has the highest priority and the voice circuit has the

second highest priority, then the voice circuit should be given priority on any of

the video circuit’s unused time slots. The second alternative is to randomly select

which circuit will have “first priority” upon encountering a potentially-unused time

slot. Whether this issue is mitigated or not, however, the algorithm’s ability to fill

potentially-unused time slots clearly has a tremendous impact on the queuing delay

experienced by arriving frames.

4.6.2 Dynamic Allocation with Work Conservation — Third Iteration. The

work conservation feature was also incorporated into the DBA-2 algorithm (referred

to as DBA-3) and compared against the new static system as a baseline. Simulations

were then run to determine if the effects on queuing delay were as dramatic for the

DBA system as the static system.
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4.6.2.1 Utilization. Utilization was very close to that observed using

the DBA-1 algorithm. The largest mean difference observed was 0.55%, which is

only a 1.8% change from the original value. Therefore, the statistically significant

utilization gains achieved with the DBA-1 algorithm were not affected by the addition

of the work conservation feature. The highest average utilization gains over the static

system were again using the 32768 bps granularity and 5.0 sec monitoring period

configuration — the same as with the DBA-1 algorithm. The configuration resulting

in the lowest utilization gains also matched that observed using the DBA-1 algorithm.

These results further indicate that the introduction of the work conservation feature

had no effect on aggregate utilization.

The allocation of variation nearly matched that seen with the DBA-1 algo-

rithm. Workload accounted for 99.3% of the variation observed in the data, while

monitoring period and allocation granularity had a negligible effect. The unexplained

variation accounted for 0.30%. This result indicates first that offered load is almost

solely responsible for the utilization performance of the system. It also indicates,

however, that, for a given workload, the DBA algorithm can increase utilization

approximately the same irrespective of allocation granularity or monitoring period.

4.6.2.2 Queuing Delay. With the work conservation feature, the

DBA-3 algorithm performed well across all configurations and offered loads. The

following sections analyze the queuing delays observed for each of the circuit types,

in turn. The DBA-3 results are then examined to determine which configuration

performed the best.

4.6.2.2.1 Video Circuit. With the inclusion of both the CBR

priority and work conservation features, the video circuit had outstanding queuing

delay results compared to previous results. All configurations produced statistically

equivalent or better queuing delays on the Data Overload as shown in Figure 4.36.

Similarly, as shown in Figure 4.34, all but two configurations produced statistically
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equivalent or better queuing delays on the System Underload. The two that were

statistically different employed 5.0 second monitoring periods and 32768 and 65536

bps allocation granularities and resulted in mean differences no greater than 0.56

and 0.70 ms, respectively, at 90% confidence. One reason for the good performance

on these two workloads, however, deals with the sequencing of the circuits as ex-

plained in Section 4.6.1.2. The voice circuit is only lightly loaded in both of these

configurations allowing the video circuit more opportunities to fill the voice circuit’s

unused time slots as necessary. Queuing delays were higher on the Voice Overload

and Voice and Data Overload levels as shown in Figures 4.35 and 4.37, respectively.

Average video circuit queuing delays on the static system were 5.03 ms and 5.77 ms

on these two respective loading levels. The DBA system produced higher queuing

delays but were much closer to the static system than the queuing delay differences

observed without the inclusion of the work conservation feature. With the Voice

Overload workload shown in Figure 4.35, the largest mean difference observed was

2.17 ms, using an 8192 bps allocation granularity and 5.0 second monitoring period.

Queuing delay differences were slightly higher on the Voice and Data Overload level

(Figure 4.37), but the largest mean difference observed was only 4.92 ms, again using

an 8192 bps allocation granularity and 5.0 second monitoring period. Compared to

the maximum delay for real-time traffic discussed in Section 4.6, several DBA-3 sys-

tem configurations would perform acceptably despite the slight increases in queuing

delays.

In general, configurations using a 10.0 second monitoring period had lower

queuing delays. Because of the long inactive periods on the video circuit, longer

monitoring periods did not allow the system to adjust to circuit activations as quickly

as lower monitoring periods. Shorter monitoring periods resulted in a large number

of reallocations likely causing excessive system jitter.

4.6.2.2.2 Data Circuits. The data circuits also performed well

with the added features. However, all configurations and workload combinations
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Figure 4.34. Video Circuit Queuing Delay Comparison — System Underload

Figure 4.35. Video Circuit Queuing Delay Comparison — Voice Overload

4-35

• Static 

• 8 kbps 

• 32 kbps 

• 64 kbps 

20 30 

Monitoring Period (s) 



Figure 4.36. Video Circuit Queuing Delay Comparison — Data Overload

Figure 4.37. Video Circuit Queuing Delays Comparison — Voice and Data Over-
load
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resulted in statistically higher queuing delays over the static system. Refer to Ap-

pendix B for 90% confidence intervals. Despite this short-coming, both data circuits

performed acceptably under all configurations. Average queuing delays were only

slightly higher than the static system with the System Underload workload. As

shown in Figures 4.38 and 4.42, the highest average queuing delays observed in this

loading level were 3.36 ms on the NIPRNET circuit and 3.51 ms on the SIPRNET cir-

cuit, respectively, using an 8192 bps allocation granularity and 5.0 second monitoring

period. This compares with the static system’s 3.01 and 3.15 ms averages. Average

NIPRNET circuit queuing delays were still less than 5.0 ms in the Data Overload

condition; as Figure 4.40 shows, the highest average queuing delay observed was

4.92 ms using an 8192 bps allocation granularity and 5.0 second monitoring period.

Average queuing delays on the remaining loading levels were higher as shown in

Figures 4.39, 4.41, and 4.43-4.45. Average NIPRNET circuit queuing delays were

lower than SIPRNET delays. Configurations with a 65536 bps allocation granularity

had average queuing delays less than 10.0 ms for all loading levels and monitoring

periods. The largest average queuing delay observed on the NIPRNET circuit was

12.30 ms, shown in Figure 4.39, using an 8192 bps allocation granularity and 5.0

second monitoring period. Average SIPRNET circuit queuing delays were as high

as 21.63 ms on the Voice and Data Overload (Figure 4.45), again using an 8192 bps

allocation granularity and 5.0 second monitoring period. This compares to a 5.91

ms average queuing delay on the static system. Delays this high are still acceptable,

however, since data traffic is not held to the same end-to-end delay standard as real-

time traffic. Furthermore, the highest offered load on the SIPRNET circuit in the

worst DBA-3 configuration still resulted in a 94.6% drop in queuing delay from the

static assignment TDM model.

Data circuit queuing delays tended to decrease as monitoring period increased,

but only slightly. Because the characteristics of the data traffic were the same over

any period of observation, observed queuing delays were similar for a given allocation
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Figure 4.38. NIPRNET Circuit Queuing Delay Comparison — System Underload

Figure 4.39. NIPRNET Circuit Queuing Delay Comparison — Voice Overload
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Figure 4.40. NIPRNET Circuit Queuing Delay Comparison — Data Overload

Figure 4.41. NIPRNET Circuit Queuing Delay Comparison — Voice and Data
Overload
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Figure 4.42. SIPRNET Circuit Queuing Delay Comparison — System Underload

Figure 4.43. SIPRNET Circuit Queuing Delay Comparison — Voice Overload
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Figure 4.44. SIPRNET Circuit Queuing Delay Comparison — Data Overload

Figure 4.45. SIPRNET Circuit Queuing Delay Comparison — Voice and Data
Overload
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granularity irrespective of the length of the monitoring period. However, the longer

monitoring period resulted in fewer reallocations. This contributed to a more stable

system and, thus, lower queuing delays. Queuing delays were also lower when using

the 65536 bps allocation granularity. This result is also due to the stability of

the system created by the less frequent reallocations. The other two allocation

granularities tended to produce nearly identical results. This is mainly due to the

way allocations (and deallocations) were made to/from the voice circuit. A phone

call was defined to require 32768 bps of bandwidth. Therefore, bandwidth had to

be allocated to/from the voice circuit in granularities of this size regardless of the

bandwidth manager’s specified allocation granularity. This resulted in roughly the

same number of reallocations with the 8192 bps granularity as with the 32768 bps

granularity.

4.6.2.2.3 Voice Circuit. Queuing delays for the voice circuit

were much improved over that of previous models but higher than those observed on

the other circuits. As with the data circuits, though, all configuration and workload

combinations resulted in statistically higher queuing delays. Refer to Appendix B

for the 90% confidence intervals. Average DBA-3 queuing delays were lowest on the

System Underload workload as expected. Figure 4.46 shows that average voice circuit

queuing delays on the DBA-3 system at this loading level ranged from 23.10 ms

with a 65536 bps allocation granularity and 50.0 second monitoring period to 33.32

ms with an 8192 bps allocation granularity and 5.0 second monitoring period. By

comparison, average voice circuit queuing delays on the static system were 19.33 ms

at this loading level. Average queuing delays were much higher on the Data Overload

and Voice and Data Overload workloads as Figures 4.48 and 4.49 show. The lowest

average queuing delay observed on these workloads was 37.43 ms, using a 65536

bps allocation granularity and 50.0 second monitoring period. The highest average

queuing delay observed on these workloads was 61.60 ms using a 32768 bps allocation

granularity and 50.0 second monitoring period. While these queuing delays appear
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Figure 4.46. Voice Circuit Queuing Delay Comparison — System Underload

high, the reason for them lies once again in the circuit sequencing issue discussed in

Section 4.6.1.2. That section also discusses two ways to alleviate the problem, each of

which is a viable solution. Overall, the work conservation feature resulted in much

lower queuing delays for the voice circuit. Using the worst DBA-3 configuration

and the highest offered load, queuing delays were still 80.1% lower than that of the

static assignment TDM model. Furthermore, the best DBA-3 configuration could

still result in acceptable end-to-end delays based on the recommendation of [ITU96]

even with the circuit sequencing problem.

Average queuing delay trends based on allocation granularity were similar to

that observed on the data circuits. The rationale for these results is the same (cf.,

Section 4.6.2.2.2) since queuing delays are affected by the allocations made to/from

the voice circuit. Additionally, queuing delay tended to decrease as monitoring period

increased because the fewer reallocations produced a more stable environment for

the voice circuit. With the Voice and Data Overload workload, however, queuing

delay increased as monitoring period increased. This is most likely because of the

lack of responsiveness to voice circuit demands at such high loading and infrequent

update intervals. Average queuing delays are much lower at the 5.0 and 10.0 second
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Figure 4.47. Voice Circuit Queuing Delay Comparison — Voice Overload

Figure 4.48. Voice Circuit Queuing Delay Comparison — Data Overload
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Figure 4.49. Voice Circuit Queuing Delay Comparison — Voice and Data Overload

monitoring periods indicating a better system responsiveness at this higher loading

level.

4.6.2.2.4 Allocation of Variation. Workload was the single

biggest contributor to the observed queuing delay variation in all four circuits, rang-

ing from 96.97% on the video circuit down to 86.14% on the voice circuit as shown

in Tables 4.6 through 4.9. This result is not surprising. With the work conservation

feature employed, the number of potentially empty time slots that can be filled by

other circuits goes down as the offered load to each circuit increases resulting in

higher queuing delays.

Table 4.6. Voice Circuit Allocation of Variation using the DBA-3 Algorithm

Each circuit was only minimally affected by allocation granularity. The voice

circuit was affected the most with an observed variation of 6.67%. The reason for the

higher variation on the voice circuit is most likely because the voice circuit must be
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Table 4.7. Video Circuit Allocation of Variation using the DBA-3 Algorithm

Table 4.8. NIPRNET Circuit Allocation of Variation using the DBA-3 Algorithm

allocated in chunks of at least 32768 bps — the necessary bandwidth for one phone

call. Consequently, an 8192 bps allocation granularity did not benefit the voice

circuit like it did the other circuits resulting in higher queuing delays. Allocation

granularity only accounted for 2.76% and 2.90% of the observed variation on the two

respective data circuits and a statistically negligible amount on the video circuit.

These results indicate that, regardless of the DBA-3 configuration, queuing delay on

these circuits is affected very little by anything other than the offered load.

The voice circuit was also affected by the combination of workload and moni-

toring period. The observed variation for this combination was 4.63%. When moni-

toring period was long on all but the highest loading condition, it provided the voice

circuit a more stable environment since bandwidth reallocations weren’t occurring

as frequently. On the highest loading condition, the voice and data circuits were

both heavily loaded, which meant that the system wasn’t responding fast enough

to system dynamics with a 50.0 second monitoring period. However, monitoring

Table 4.9. SIPRNET Circuit Allocation of Variation using the DBA-3 Algorithm

4-46

Var Due to 
Workload 

Var Due to 
Error 

96.97% 2.16% 

Var Due to 
Var Due to Var Due to Workload & 

Var Due to Allocation Monitoring Allocation Var Due to 
Workload Granularity Period Granularity Error 
94.28% 2.76% 0.39% 1.78% 0.38% 

Var Due to Var Due to 
Var Due to Var Due to Workload & Workload & 

Var Due to Allocation Monitoring Allocation Monitoring Var Due to 
Workload Granularity Period Granularity Period Error 
94.54% 2.90% 0.48% 1.57% 0.37% 0.05% 



period did not account for much variation on its own — only 0.57% due to the cir-

cuit sequencing issue discussed in Section 4.6.1.2. As the workload increased, the

sequencing issue affected the number of “extra” time slots, which combined with the

stability provided by longer monitoring periods to produce this noticeable variation

in the data.

Monitoring period had a negligible effect on the observed variation of each cir-

cuit. In all but the video circuit’s case, the monitoring period explained only slightly

more of the variation than the unexplained. The monitoring period’s effect on the

video circuit was less than that of the unexplained variation. These results indicate

that since queuing delays have been judged acceptable under the DBA-3 algorithm,

any monitoring period between 5.0 and 50.0 seconds will result in acceptable queuing

delays for the system.

4.6.2.2.5 Best Configuration. The 65536 bps allocation granu-

larity and the 10.0 second monitoring period resulted in the lowest queuing delays

for the DBA-3 system. Figures 4.50 through 4.53 compare the queuing delays ex-

perienced by each circuit under each loading level for both the static and dynamic

allocation methods. The 65536 bps allocation granularity produced the lowest queu-

ing delays for the same reason as with the DBA-1 algorithm. The larger granularity

resulted in fewer reallocations which resulted in fewer input buffer backups. Refer to

Section 4.4.2.5 for more detail. The 10.0 second monitoring period performed bet-

ter than the 5.0 and 50.0 second periods for opposite reasons. It performed better

than the 50.0 second monitoring period because the 50.0 second period could not

react fast enough to the dynamics of the system. The 50.0 second period reacted

much slower to a sudden increase in workload for a particular circuit, which caused

increased queuing delays. The 5.0 second period, on the other hand, resulted in too

many reallocations. Therefore the system could not stabilize as much as with the

10.0 second monitoring period. This result is different from that using the DBA-1

algorithm, which produced the lowest queuing delays with the 5.0 second monitoring
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Figure 4.50. Comparison of Static and DBA-3 Queuing Delays — System Under-
load

period. The reason is due to the addition of the work conservation feature. Using

the DBA-1 algorithm, it was important for the system to reallocate as often as pos-

sible to prevent input buffer back-up. With the work conservation feature employed,

however, the system could almost always draw from potentially unused time slots to

help keep queuing delay low. Therefore, the bandwidth manager does not have to

reallocate as often resulting in a more stable system.

4.6.2.2.6 Data Traffic Analysis. The use of the exponential

distribution to model inter-arrival times of data frames yields comparable results

for “generic” bursty data models (cf., Section 4.4.3). To analyze data traffic per-

formance more completely, however, performance must be judged across a range of

burstiness “shapes”. This is easily done using the Pareto distribution. Therefore, the

NIPRNET and SIPRNET circuits submitted offered loads with Pareto inter-arrivals

and shape parameter values between 1.1 and 1.9. This range was chosen because

the variance for the Pareto distribution is infinite between 1.0 and 2.0 [Jai91]. As

Figures 4.54 and 4.55 show, observed mean queuing delays on all workloads are close

to that observed using exponential inter-arrivals with the exception of parameter
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Figure 4.51. Comparison of Static and DBA-3 Queuing Delays — Voice Overload

Figure 4.52. Comparison of Static and DBA-3 Queuing Delays — Data Overload

4-49

DBA ^location Granularity: 65536 bps 
DBA Monitoring Period: 10 sec 

30 • 

»"  25 • 

J"  20 • 
Q ■ Static 

1   15' 
o 1°- 1                ^      n 

■ DBA-3 

5 • 

0 - 

 ^H ,             ■ ^1   nil 
/dee Circuit                  Video Circuit                NIPRNETCirciJt             SIPRNET Circuit 

,10 

35 - 

E 

3    15 - 

I0 - 

5 

0 

DBA Allocation Granularity: 65536 bps 
DBA Monitoring Period: 10 sec 

J 
I Static 
I DBA-3 

Voice Circuit Video Circuit NIPRNET Circuit SIPRNET Circuit 



Figure 4.53. Comparison of Static and DBA-3 Queuing Delays — Voice and Data
Overload

value of 1.1. The largest mean difference observed on shape values other than 1.1

was 1.38 ms on the NIPRNET circuit and 8.94 ms on the SIPRNET circuit with a

Voice and Data Overload workload.

The higher queuing delays observed using a shape value of 1.1 are caused by

the much wider variation of inter-arrival times at this value. Higher variation in the

inter-arrival times results in more adjustments by the bandwidth manager, which

results in higher queuing delays due to increased jitter. Although the mean queuing

delays are higher for this shape value, queuing delays were still reasonable for data

traffic. The largest mean queuing delay observed at 90% confidence was 16.21 ms

on the NIPRNET circuit and 33.03 ms on the SIPRNET circuit with a Voice and

Data Overload workload. This compares to mean queuing delays of 8.89 ms and

16.21 ms on the two respective data circuits using exponential inter-arrivals. Refer

to Appendix B for observed values and confidence intervals.

4.6.3 Overall Assessment of the DBA-3 Algorithm. Classic queuing theory

states that utilization and delay are opposing metrics [Jai91, SAH94]. In other words,

at some point one metric must be sacrificed to produce significantly better results
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Figure 4.54. Comparison of NIPRNET Circuit Queuing Delays Based on Burst
Shape

Figure 4.55. Comparison of SIPRNET Circuit Queuing Delays Based on Burst
Shape
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in the other. Unfortunately, utilization is usually sacrificed to keep delay low to

allow networks to support real-time traffic such as voice or video. Such is the case

with dynamic bandwidth allocation. Therefore, the best overall configuration of the

DBA-3 algorithm consists of the 65536 bps allocation granularity and 10.0 second

monitoring period. This configuration was chosen over the 32768 bps granularity

and 5.0 second monitoring period because average utilization across all workloads

was only 1.5% lower and queuing delay was the lowest of all configurations.

Under the chosen configuration and all submitted workloads, queuing delay

was low enough to meet the accepted delay requirement for real-time traffic and uti-

lization was increased significantly over that of the static model. Therefore the static

and dynamic systems were then subjected to approximately 70%, 85%, and 99% of

capacity offered loads to determine how they performed under extreme conditions.

In all cases, both systems’ aggregate utilizations were only negligibly different from

that submitted to it.

Queuing delays increased dramatically starting at the 70% loading level for

both systems as shown in Figures 4.56 through 4.59. The queuing delay increases

much faster in the dynamic system because the algorithm is still adjusting the band-

width where possible, but minor changes in circuit activity have much more drastic

effects at higher loading levels. The queuing delay increase tapers off after the 85%

level (and in some cases decreases) because the system is much closer to being on

continuously (i.e., having very few time slots available for reallocation).

The system can still operate at this level, however, assuming no other conges-

tion is encountered on the path from source to destination. Except for the voice

circuit, the worst average queuing delay observed using DBA-3 was 106.9 ms on

the SIPRNET circuit at 99% loading, shown in Figure 4.59. If other nodes are ex-

periencing similar congestion, however, real-time traffic would probably experience

unacceptable delay. Figure 4.56 shows that the sequencing problem created delays as

large as 384 ms on the voice circuit. However, implementing one of the two solutions
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Figure 4.56. Comparison of Static and DBA-3 Queuing Delays on the Voice Circuit

Figure 4.57. Comparison of Static and DBA-3 Queuing Delays on the Video Cir-
cuit
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Figure 4.58. Comparison of Static and DBA-3 Queuing Delays on the NIPRNET
Circuit

Figure 4.59. Comparison of Static and DBA-3 Queuing Delays on the SIPRNET
Circuit
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described in Section 4.6.1.2 should mitigate this excessive queuing delay, bringing it

to an acceptable level. Furthermore, extreme loading conditions such as these should

rarely occur. The Voice and Data Overload represented heavy loading of voice and

data circuits but extremely low loading of the video circuit. This assumes that a

video teleconferencing circuit is rarely used more than an hour per day in a tactical

military environment. This usage level must reverse itself (i.e., rarely inactive for

more than an hour per day) in order for near capacity loading levels to be observed.

Second, the offered load on the voice circuit ceases to represent normal voice com-

munication as observed in [CPR96] above the 70% loading level. Therefore it is

reasonable to assume that extreme loading conditions such as these could only oc-

cur for a short period of time, which should only minimally disrupt communications

traffic by increasing delay. Under the chosen configuration, then, the DBA algorithm

with CBR priority and work conservation (DBA-3) keeps queuing delay sufficiently

low while significantly increasing aggregate utilization.

4.7 Chapter Summary

This chapter described the implementation of the dynamic bandwidth alloca-

tion (DBA) algorithm in a TDM system. It further provided the DBA simulation

results and compared DBA performance to the static allocation method. The DBA-1

algorithm did significantly increase utilization compared to the static system, but

queuing delay was too excessive to support real-time traffic under moderate to high

loading conditions. A CBR priority feature was then added to the algorithm (DBA-2)

to lower queuing delays on the video circuit. While the queuing delays did decrease,

it was determined that even static allocation queuing delays would be too excessive

for real-time traffic when considering end-to-end delay. Therefore a work conserva-

tion feature was added (DBA-3) to both the static and dynamic allocation methods.

This resulted in much lower queuing delays for both systems without decreasing the

utilization gains achieved by the DBA-1 algorithm. Queuing delays for the DBA-3
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algorithm were consistently higher than that of the static system but still produced

results capable of supporting real-time traffic even under extreme workloads. The fi-

nal conclusion is that the DBA-3 system achieves higher utilizations under all offered

loads while keeping queuing delay sufficiently low.
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V. Conclusions and Recommendations

This chapter summarizes the research presented in the first four chapters. First, an

overview of the problem is presented. Then, the algorithm is described including a

summary of previous research and the modifications yielding an improved solution.

Conclusions are drawn based on results of the experiments. Finally, the chapter

concludes with recommendations for future research.

5.1 The Problem

Military communications networks typically employ a gateway multiplexer to

aggregate all communications traffic onto a single link. These multiplexers typically

allocate bandwidth statically using TDM. When a high-bandwidth circuit, e.g., a

VTC circuit, is relatively inactive, a considerable portion of the bandwidth is wasted.

Dynamic bandwidth allocation reclaims unused bandwidth from circuits with low

utilization and reallocates it to a circuit with high utilization without adversely

affecting queuing delay.

5.2 Results

The proposed DBA algorithm produced outstanding results. Average utiliza-

tion gains were as high as 19.95% and most configurations produced queuing delays

acceptable for real-time traffic despite the 50% increase over static system queuing

delays. In order to meet acceptable delay requirements described in [ITU96], two

important features were incorporated into the DBA algorithm. First, because of the

low loading levels and high bandwidth requirements, the algorithm immediately al-

locates the necessary number of time slots to the video circuit upon arrival of a video

frame. Second, because static assignment TDM results in many unused time slots

which cause high queuing delays, a work conservation feature is incorporated. This

feature allows waiting frames from other circuits to be inserted in empty time slots.
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The combination of these features was shown to drastically reduce queuing delays.

In fact, queuing delays were up to two orders of magnitude lower than with the DBA

algorithm without these two features. However, the voice and data circuits’ queuing

delays were statistically higher than the static system under all configurations and

loading levels. The video circuit’s queuing delays were only statistically higher on

the Voice Overload and Voice and Data Overload workloads. Because the DBA algo-

rithm’s work conservation feature decreased queuing delays so dramatically, however,

end-to-end delays would still be acceptable using the DBA algorithm. The system

was also tested under extreme loading conditions. While queuing delay results were

not impressive, end-to-end delay would probably still be within accepted limits. Uti-

lization was unhindered by the introduction of the work conservation feature because

only empty time slots were reallocated to other circuits.

Based on simulation results, the system performed best with a 65536 bps al-

location granularity and 10.0 second monitoring period. This configuration mini-

mized queuing delays while still achieving high utilization gains. Monitoring periods

shorter than 10.0 seconds caused too many reallocations and created jitter. For pe-

riods longer than 10.0 seconds, the algorithm reacted too slowly to system dynamics

causing excessive buffer sizes and queuing delays. Allocation granularity should be

high to minimize the number of reallocations. Fewer reallocations result in more

system stability, smaller buffer sizes, and lower queuing delays. Utilization was con-

sistent under all configurations since monitoring period and allocation granularity

account for less than 1% of the observed variation.

5.3 Conclusions

By including the CBR priority and work conservation features, the proposed

DBA algorithm outperforms the static allocation model in all cases. By using DBA,

tactical military communications networks can bring information to the warfighter

more efficiently and in a shorter time in spite of small satellite bandwidths allocated
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to deployed sites. The proposed algorithm delivers acceptable queuing delays inde-

pendent of the traffic characteristics. Real-time applications such as voice or video

perform well enough to meet accepted end-to-end delay standards and data applica-

tions suffer reasonable queuing delays independent of the burstiness of arrivals. The

proposed DBA algorithm now supports heterogeneous permanent circuits on a TDM

platform — the typical model for the military’s tactical communications networks.

Furthermore, the algorithm can be completely implemented in software with little

or no additional hardware significantly reducing implementation costs. The algo-

rithm is general enough to be applied to multiple TDM platforms, including NET’s

Promina — the military’s primary gateway multiplexer. Additionally, the algorithm

is robust enough to function at any speed making it a viable option for high-speed

multiplexers. The proposed DBA algorithm is a powerful tool for optimizing use of

available communications network resources.

5.4 Recommendations

Although the developed DBA algorithm is robust and powerful, it is not with-

out limitations or questions to be answered. First, and most important, it is unknown

how much delay is caused by the algorithm’s calculations. The simulation tool used,

OPNET Modeler [OPN01], uses state-transition diagrams to describe a process or

model. All processing done during the entrance/exit to/from a state occurs while the

simulation clock is stopped. It is unlikely that the instantaneous utilization calcu-

lations and subsequent reallocations cause undue delay, but this assumption should

be verified.

Second, the circuit sequencing issue described in Section 4.6.1.2 should be re-

solved. Two solutions were presented — prioritizing the circuits so that real-time

traffic has a higher priority on unused time slots and randomly selecting a circuit to

fill an unused time slot. It was shown in Chapter 4 that the system produced accept-

able delays, but resolving the circuit sequencing issue should reduce queuing delays,
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yielding even better performance. It is also unknown which proposed solution would

work best. For instance, if there were multiple voice circuits, the proposed circuit

prioritization might not provide optimal results. Conversely, randomly choosing a

circuit to fill an unused time slot might result in excessive delay due to processing

overhead.

Third, since military communications networks’ gateway multiplexer function

is performed by NET’s Promina, a more accurate model of this system is needed.

Currently available literature on the Promina leaves many questions unanswered.

For example, the framing format and size are unknown which affects the service rate

of the system. The frame’s header format is also unknown which means that it is

unknown whether each frame carries a circuit identifier. If it does not, then this DBA

algorithm may not be feasible for this platform without a fundamental modification

to the system. Input buffer sizes are also unknown, which affect both queuing delay

and frame loss rate. These issues would need to be addressed before judgment can

be made on the viability of porting this algorithm to this platform at a low cost.

Finally, the system boundary for this study contained only a single multiplexer.

Thus delivery rates, coordination of bandwidth reallocation between adjacent nodes,

and end-to-end delay were not addressed. Further research should be done to de-

termine whether end-to-end delay in a communications network including a satellite

connection is acceptable while employing this DBA algorithm.

5.5 Chapter Summary

This chapter summarized the research into dynamic bandwidth allocation in

a TDM environment. Based on the results of the study, it was concluded that this

algorithm can greatly optimize the use of limited bandwidth for a low upgrade cost.

Recommendations for future work were also provided, which, if explored, would

produce an algorithm more powerful and robust than this one has already proven to

be.
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Appendix A. Model Verification and Validation

A.1 Time-Division Multiplexing Scheme

Time-Division Multiplexing (TDM) is a method of aggregating information

from one or more user circuits onto a single aggregate link. Using TDM, each circuit

is allocated a specific amount of the aggregate link’s bandwidth and each circuit’s

allocation is divided into one or more time slots. When a circuit’s assigned time slot

occurs, the multiplexer forwards a packet if one is available and goes empty if not.

In the model employed in this study, each time slot was capable of servicing one

4096-bit packet and each circuit’s time slots were allocated contiguously (i.e., all of

Circuit 0’s time slots occur, then all of Circuit 1’s, etc.).

A.2 Static Allocation Validation

A.2.1 1 Circuit.

A.2.1.1 Workload and Utilization. The circuit was configured with

the parameter values given in Table A.1. As Figure A.1 shows, with only one circuit,

instantaneous utilization was at 100% during the ON period and 0% during the OFF

period, as expected.

A.2.1.2 Queuing Delay. A synchronous time-division multiplexer

with 1 Circuit acts like a D/D/1 queue with an arrival rate of λ = 16384 bps = 4

Table A.1. Single Circuit Parameter Values
Parameter Value

Circuit Type ON/OFF Source
ON Period Distribution Constant
ON Period Duration 1800 sec
OFF Period Distribution Constant
OFF Period Duration 1800 sec
Data Rate 16384 bps
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Figure A.1. Single Circuit Utilization — Static Allocation Method

pps and a service rate of µ = 16384 bps = 4 pps. This yields an expected utilization

of

ρ =
λ

µ
=
4

4
= 1 (A.1)

where ρ is the utilization. The expected number in service, nsvc, is

E(nsvc) = ρ = 1. (A.2)

Because of the synchronous nature of the system, a new packet arrives as one finishes

service. Therefore, E(nq) = 0 and E(w) = 0, where E(nq) is the expected number in

the queue, and E(w) is the expected waiting time. The expected service time, E(s),

and time in system, E(r), are

E(s) =
1

µ
= 0.25 sec (A.3)
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Figure A.2. Single Circuit Queuing Delay — Static Allocation Method

Table A.2. Two-Circuit Configuration Parameter Values
Circuit 0 Circuit 1

Parameter Value Parameter Value

Circuit Type ON/OFF Source Circuit Type ON/OFF Source
ON Period Distribution Constant ON Period Distribution Constant
ON Period Duration 2400 sec ON Period Duration 1800 sec
OFF Period Distribution Constant OFF Period Distribution Constant
OFF Period Duration 1200 sec OFF Period Duration 1800 sec
Data Rate 16384 bps Data Rate 16384 bps

E(r) = E(w) + E(s) = 0 + 0.25 = 0.25 sec for 1 circuit (A.4)

This result matches exactly the results obtained via simulation (see Figure A.2).

A.2.2 2 Circuits.

A.2.2.1 Workload. The circuits were configured with the parameter

values given in Table A.2. This resulted in the offered load shown in Figure A.3.
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Figure A.3. Two-Circuit Configuration Workload — Static Allocation Method
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Figure A.4. Two-Circuit Configuration Utilization — Static Allocation Method

Figure A.5. Two-Circuit Configuration Time Slot Allocation — Static Allocation
Method

A.2.2.2 Utilization. As expected, instantaneous utilization was at

50% when Circuit 0 was the only active circuit, 100% when both circuits were active,

and 0% when neither circuit was active. Figure A.4 confirms these results.

A.2.2.3 Queuing Delay. Figure A.5 depicts the packet arrivals and

time slot allocations for the first and subsequent TDM iterations. It also depicts the

packet servicing of the first TDM iteration. If λ = 8 pps and µ = 8 pps, then the

expected service time is as shown in Equation A.5.

E(s) =
1

µ
= 0.125 sec (A.5)
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A.2.2.3.1 Packet Arrivals. Each circuit’s arrival rate is 4 pps,

yielding an aggregate arrival rate of 4 * 2 = 8 pps. Packets arrive synchronously and

two will arrive (one from each circuit) every 0.25 sec. Each arriving packet will be

queued up in a subqueue designated for that circuit until it can be serviced. Thus,

two packets arrive at times 0, 0.25, 0.50, 0.75, 1.0, etc. In the diagram above, these

packet arrivals are designated by the convention Pkt Ckt# - Pkt#. For example,

Pkt 0-1 represents the first packet arriving on Circuit 0 in a particular iteration,

whether t = 0.0 or t = 1.0. Thus, the fifth packet to arrive from t = 0.0 will also be

designated as Pkt 0-1.

A.2.2.3.2 Packet Servicing. Each circuit’s data rate is 16384

bps or 4 pps. Therefore each circuit will be allotted four time slots per second.

These are allocated contiguously, as shown in Figure A.5. At t = 0, Pkt 0-1, which

has just arrived, can be serviced immediately. This results in a waiting time of 0 sec.

Since the service time is 0.125 sec, the total time in system for Pkt 0-1 is 0 + 0.125

= 0.125 sec. At t = 0.125, Circuit 0 has no packets queued up so the time slot goes

empty. At t = 0.25, Pkt 0-2, which has just arrived, can be serviced immediately.

Like Pkt 0-1, this results in a total time in system of 0.125 sec. At t = 0.375, Circuit

0 has no packets queued up so the time slot goes empty.

Time t = 0.5 starts Circuit 1’s time slot allocations. Circuit 1 has three packets

queued up at this point (Pkts 1-1, 1-2, and the just-arrived 1-3). Pkt 1-1 is serviced

at this time since it is at the head of the queue. This results in a waiting time of

0.125 sec * 4 time slots = 0.5 sec and a service time of 0.125 sec. The resulting total

time in system is 0.625 sec. At t = 0.625, Pkt 1-2 is serviced. It’s waiting time is

0.125 sec * 3 time slots = 0.375 sec. This results in a total time in system of 0.5 sec.

At t = 0.75, Pkt 1-3 is serviced. Its waiting time is 0.125 sec * 2 time slots = 0.25

sec. The total time in system is 0.375. Finally, Pkt 1-4 is serviced at t = 0.875. Its

waiting time is 0.125 sec * 1 time slot and its total time in system is 0.25 sec.
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Table A.3. Two-Circuit Configuration Parameter Values
Circuit 0 Circuits 1-4

Parameter Value Parameter Value

Circuit Type ON/OFF Source Circuit Type ON/OFF Source
ON Period Distribution Constant ON Period Distribution Constant
ON Period Duration 2400 sec ON Period Duration 1800 sec
OFF Period Distribution Constant OFF Period Distribution Constant
OFF Period Duration 1200 sec OFF Period Duration 1800 sec
Data Rate 16384 bps Data Rate 16384 bps

At this point, the first iteration of time slots has passed. However, Pkts 0-3

and 0-4 have not been serviced. On the next iteration, these packets will be serviced

at times 1.0 and 1.125, respectively. Their waiting times are 0.5 sec and 0.375 sec,

respectively, resulting in total times in system of 0.625 and 0.5 sec. At t = 0.25, Pkt

0-1 is serviced, followed by Pkt 0-2 at t = 0.375. Their subsequent waiting times

are 0.25 and 0.125 sec, with total times in service of 0.375 and 0.25 sec, respectively.

Pkts 1-1 through 1-4 will be serviced in the same time slots as the last iteration

and will have the same total times in system. The average total time in system for

Circuits 0 and 1 is the average of each circuit and each packet’s delays over time.

For the two-circuit configuration, each circuit’s average time in system is 0.4375 sec.

This result matches exactly the results obtained via simulation as shown in Figure

A.6.

A.2.3 5 Circuits.

A.2.3.1 Workload. The circuits were configured with the parameter

values given in Table A.3. This resulted in the offered load shown in Figure A.7.

A.2.3.2 Utilization. As expected, instantaneous utilization was at

20% when Circuit 0 was the only active circuit, 100% when all circuits were active,

and 0% when zero circuits were active. Figure A.8 confirms these results.
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Figure A.6. Two-Circuit Configuration Queuing Delay — Static Allocation
Method

A-8

£400- 
= 

2   30° 
Q 

| 200 

5 ioo - 

o - 

Circuit 0 

1000       2000       3000       4000       5000 

Time {s) 

1,1 ii Hi /COO 

500 i 

</> 4IJU - 

§ 
>- 
o ■;nn ■ 
0) 
O 

C 200 ■ 
3 
ai 

o 100 • 

Circuit 

1000       2000       3000 4000 

Time (si 

5000      6000       7000      8000 



Figure A.7. Five-Circuit Configuration Workload — Static Allocation Method
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Figure A.8. Five-Circuit Configuration Utilization — Static Allocation Method

Figure A.9. Five-Circuit Configuration Time Slot Allocation — Static Allocation
Method

A.2.3.3 Queuing Delay. Figure A.9 shows the packet arrivals and

time slot allocations for the first and subsequent TDM iterations. It also depicts the

packet servicing of the first TDM iteration. If λ = 20 pps and µ = 20 pps, then the

expected service time is as shown in Equation A.6.

E(s) =
1

µ
= 0.05 sec (A.6)

A.2.3.3.1 Packet Arrivals. Each circuit’s arrival rate is 4 pps,

yielding an aggregate arrival rate of 4 * 5 = 20 pps. Packets arrive synchronously

and five will arrive (one from each circuit) every 0.25 sec. Like the two-circuit con-

figuration, each arriving packet will be queued up in its respective circuit’s subqueue

until it can be serviced. Thus, five packets arrive at times 0, 0.25, 0.50, 0.75, 1.0,
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etc. In the diagram above, packet arrivals are designated by the same convention as

that given Section A.2.2.3.1 (i.e. Pkt Ckt#-Pkt#).

A.2.3.3.2 Packet Servicing. Like the two circuit-configuration,

each circuit is allotted 4 pps, yielding four contiguous time slots per second, as shown

in the diagram above. At t = 0, Pkt 0-1, which has just arrived, can be serviced

immediately. This results in a waiting time of 0 sec. Since the service time is 0.05

sec, the total time in system for Pkt 0-1 is 0 + 0.05 = 0.05 sec. At times 0.05, 0.10,

and 0.15, Circuit 0 has no packets queued up so the remaining three time slots go

empty.

Time t = 0.20 starts Circuit 1’s time slot allocations. Circuit 1 has one packet

queued up at this point (Pkt 1-1). It is serviced at this time. This results in a

waiting time of 0.05 sec * 4 time slots = 0.20 sec and a service time of 0.05 sec. The

resulting total time in system is 0.25 sec. At t = 0.25, the just-arrived Pkt 1-2 can

be serviced immediately, resulting in a zero wait time and a total time in system of

0.05 sec. At times 0.30 and 0.35, there are no packets queued up for Circuit 1 so the

remaining two time slots go empty.

Time t = 0.40 starts Circuit 2’s time slot allocations. Circuit 2 has two packets

queued up at this point (Pkts 2-1 and 2-2). These two packets are serviced in turn,

resulting in respective waiting times of 0.40 sec and 0.20 sec and respective total

times in system of 0.45 sec and 0.25 sec. At t = 0.50, the just-arrived Pkt 2-3 is

serviced yielding a total time in system of 0.05 sec. Circuit 2’s final time slot goes

empty because the queue has been emptied.

At t = 0.60, Circuit 3’s time slot allocations start. Circuit 3 has three packets

queued up at this time and they are serviced in turn. Their respective waiting times

are 0.60 sec, 0.45 sec, and 0.20 sec. The total times in system are 0.65 sec, 0.50

sec, and 0.25 sec, respectively. At t = 0.75, the just-arrived Pkt 3-4 can be serviced

immediately, resulting in a total time in system of 0.05 sec.
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Circuit 4’s time slots begin at t = 0.80. At this point, there are four packets

queued up, so each of them are serviced in turn. This results in waiting times of

0.80 sec, 0.60 sec, 0.40 sec, and 0.20 sec, respectively, and total times in system of

0.85 sec, 0.65 sec, 0.45 sec, and 0.25 sec, respectively.

At this point, the first iteration of time slots has passed. However, Circuit 0

now has three packets queued up, Circuit 1 has two, and Circuit 2 has one. On the

next iteration, Circuit 0’s three queued-up packets (Pkts 0-2, 0-3, and 0-4) will be

serviced at times 1.0, 1.05, and 1.10. Their waiting times are 0.75 sec, 0.55 sec, and

0.35 sec, respectively, resulting in total times in system of 0.80 sec, 0.60 sec, and 0.40

sec. At time 0.15, Pkt 0-1 is serviced. Its subsequent waiting time is 0.15 sec with a

total time in system of 0.20 sec. Pkts 1-3 and 1-4 will be serviced at times 0.20 and

0.25. These packets will have waiting times of 0.70 sec and 0.50 sec, respectively,

and total times in system of 0.75 sec and 0.55 sec. Pkt 2-4 will be serviced at t =

0.40. Its waiting time is 0.65 sec and its total time in system is 0.70 sec. Pkts 2-1

through 2-3 will be serviced next. Their waiting times are 0.45 sec, 0.20 sec, and

0.05 sec, with total times in system of 0.50 sec, 0.25 sec, and 0.10 sec. Pkts 4-1

through 4-4 will be serviced in the same time slots as the last iteration and will have

the same total times in system. The average total time in system for each circuit is

the average of each circuit and each packet’s delays over time. For the five-circuit

configuration, Circuit 0 through 4’s respective average times in system are 0.50 sec,

0.45 sec, 0.40 sec, 0.35 sec, and 0.55 sec. This result matches exactly the results

obtained via simulation as shown in Figure A.10.

A.3 Dynamic Bandwidth Allocation Validation

A.3.1 1 Circuit.

A.3.1.1 Workload and Utilization. The circuit was configured with

the same parameter values as the one-circuit configuration of the static system.
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Figure A.10. Five-Circuit Configuration Queuing Delay — Static Allocation
Method
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Figure A.11. Single Circuit Utilization — DBA Method

These values were given in Table A.1. As Figure A.11 shows, with only one circuit,

instantaneous utilization was at 100% during the ON period and 0% during the OFF

period, as expected.

A.3.1.2 Queuing Delay. Since only one circuit is connected to the

mux, the system should perform exactly as the static allocation model does. Refer

Section A.2.1.2 above for detailed analysis. Simulation results for this configuration

match exactly that of the static allocation model (see Figure A.12).

A.3.2 2 Circuits.

A.3.2.1 Workload and Utilization. The circuits were configured with

the same parameter values as the two-circuit configuration of the static system (see

Table A.2). Additionally, the following assumptions were used to validate the model

against the theoretical model:

• Reallocation occurs instantaneously (i.e. whenever bandwidth becomes avail-

able, it is allocated instantly). Monitoring Period is of length zero.
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Figure A.12. Single Circuit Queuing Delay — DBA Method

• Minimum Bandwidth Level: 8192 bps

The resulting offered load and utilization are shown in Figures A.13 and A.14.

At t = 0, the instantaneous utilization is 0%, as expected. At t = 1200, the instanta-

neous utilization is initially 50% because Circuit 0 is allocated half of the bandwidth.

Immediately, Circuit 0 is allocated all but 8192 bps of Circuit 1’s bandwidth, result-

ing in a new data rate of 24576 bps for Circuit 0. Instantaneous utilization at this

point becomes 75% since Circuit 0 takes advantage of the increased bandwidth and

Circuit 1 is still idle. At t = 1800, Circuit 1 becomes active and instantaneous uti-

lization increases to 100%. Immediately, Circuit 0 reduces its bandwidth and data

rate from 24576 bps to 16384 bps while Circuit 1 increases its bandwidth from 8192

bps to 16384 bps. Instantaneous utilization remains at 100% until the off period at

t = 3600.

A.3.2.2 Queuing Delay. Using the workload described above with

dynamic allocation, there are four possible states the system could be in, which could

affect queuing delay. Three of these will be discussed in turn. The fourth occurs

when neither circuit is transmitting, resulting in a zero queuing delay.
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Figure A.13. Two-Circuit Configuration Workload — DBA Method

Figure A.14. Two-Circuit Configuration Utilization — DBA Method
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Figure A.15. Two-Circuit Configuration Time Slot Allocation — DBA Method

Circuit 0 On, Circuit 1 Off, Before Reallocation: When Circuit 0 initially be-

comes active, the bandwidth allocations are at the originally assigned levels. There-

fore, the expected total time in system will be the same as that shown under the

static model: 0.4375 sec. Note that Circuit 1’s queuing delay should be zero since

it is inactive at that time. It should also be noted that, under the assumption of

instantaneous reallocation, this delay level would not be seen since the reallocation

would occur as soon as this condition occurred.

Circuit 0 On, Circuit 1 Off, After Reallocation: Figure A.15 depicts the packet

arrivals and time slot allocations for the first and subsequent TDM iterations in this

configuration. It also depicts the packet servicing of the first TDM iteration. Once

bandwidth is reallocated to 24576 bps and 8192 bps for Circuit 0 and 1, respectively,

the time slot allocations will be as shown in the figure. If λ = 6 pps and µ = 8 pps,

then the expected service time is as shown in Equation A.7.

E(s) =
1

µ
= 0.125 sec (A.7)

A.3.2.2.1 Packet Arrivals. Circuit 0’s arrival rate is 6 pps;

Circuit 1 is idle. Therefore, the aggregate arrival rate is 6 pps. Packets arrive

synchronously and one will arrive every 1/6 of a second. Each arriving packet will

be queued up in Circuit 0’s subqueue until it can be serviced. In the diagram

above, these packet arrivals are designated by the convention Pkt Ckt# - Pkt#.

For example, Pkt 0-1 represents the first packet arriving on Circuit 0 in a particular
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iteration, whether t = 0.0 or t = 1.0. Thus, the seventh packet to arrive from t =

0.0 will also be designated as Pkt 0-1.

A.3.2.2.2 Packet Servicing. Circuit 0’s data rate under this

configuration is 24576 bps or 6 pps. Therefore, it will be allotted six time slots per

second. These are allocated contiguously, as shown in the diagram. At t = 0, Pkt

0-1, which has just arrived, can be serviced immediately. This results in a waiting

time of zero sec. Since the service time is 0.125 sec, the total time in system for Pkt

0-1 is 0 + 0.125 = 0.125 sec. At t = 0.125, there are no packets in the queue, so

the slot goes empty. At t = 0.25, the recently-arrived Pkt 0-2 can be serviced. It’s

waiting time is 0.0833 sec yielding a total time in system of 0.0833 sec + 0.125 sec

= 0.2083 sec. Pkt 0-3 is serviced at t = 0.375. Its waiting time and total time in

system are 0.0417 sec and 0.1667 sec, respectively. At t = 0.5, the just-arrived Pkt

0-4 is serviced. Since its waiting time is zero, its total time in system is 0.125 sec.

The time slot at t = 0.625 goes empty because there are no more packets queued

up. Finally, the time slots at times 0.75 and 0.875 go empty because Circuit 1 is

inactive.

At this point, the first iteration of time slots has passed. However, Pkts 0-5

and 0-6 have not been serviced. On the next iteration, these packets will be serviced

at times 1.0 and 1.125, respectively. Their waiting times are 0.3333 sec and 0.2917

sec, respectively. The resulting total times in system are 0.4583 and 0.4167 sec,

respectively. Pkts 0-1 through 0-4 will then be serviced in the next four time slots.

The average total time in system for each packet will be 0.354 sec.

Circuit 0 On, Circuit 1 On, After Reallocation: At t = 1800, Circuit 1

becomes active and begins transmitting at 16384 bps. Circuit 1 will only be able

to transmit half of the arriving packets during each second, however, since its slot

allocation has been cut in half. Therefore, queuing delay will increase without bound

as long as its assigned bandwidth is only 8192 bps. Since the theoretical model

A-18



assumes instantaneous reallocation, though, this problem will never occur. Steady

state queuing delays will be 0.4375 sec, the same as with the static allocation model.

A.3.2.3 Effect of Monitoring Period. The theoretical model assumes

that the monitoring period has been reduced to zero. Thus the queue is always

servicing packets at the same rate they arrive. However, this assumption does not

hold in practice. The monitoring period allows time to determine a more accurate

measure of the instantaneous utilization. If bandwidth needs to be adjusted to

allow circuits to reclaim bandwidth that was originally allocated to them, however,

the queue size will increase linearly until the circuit’s bandwidth is restored to its

requested peak rate. Therefore, as Figure A.16 shows, observed queuing delays were

much higher than that determined in the previous section.

A.3.3 5 Circuits.

A.3.3.1 Workload and Utilization. The circuits were configured with

the same parameter values as the five-circuit configuration of the static system (see

Table A.3). Additionally, the same assumptions were used to validate the model

against the theoretical model as were given in Section A.3.2.1. The resulting offered

load and utilization are shown in Figures A.17 and A.18. At t = 0, the instantaneous

utilization is 0%, as expected. At t = 1200, the instantaneous utilization is initially

20% because Circuit 0 is allocated one-fifth of the bandwidth. Immediately, Circuit

0 is allocated all but 8192 bps of each of the remaining circuits’ bandwidth, up to

twice its originally assigned bandwidth. This results in a new data rate of 32768 bps

for Circuit 0. Utilization at this point becomes 40% since Circuit 0 takes advantage

of the increased bandwidth and Circuits 1-4 are still idle. At t = 1800, Circuits

1-4 become active and instantaneous utilization increases to 100%. Immediately,

Circuit 0 reduces its bandwidth and data rate from 32768 bps to 16384 bps while
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Figure A.16. Two-Circuit Configuration Queuing Delay — DBA Method
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the remaining circuits reset their bandwidths to 16384 bps. Instantaneous utilization

remains at 100% until the off period at t = 3600.

A.3.3.2 Queuing Delay. Using the workload described above with

dynamic allocation, there are four possible states the system could be in, which could

affect queuing delay. Three of these will be discussed in turn. The fourth occurs

when neither circuit is transmitting, resulting in a zero queuing delay.

Circuit 0 On, Circuits 1-4 Off, Before Reallocation: When Circuit 0 ini-

tially becomes active, the bandwidth allocations are at the originally assigned levels.

Therefore, the expected queuing delay will be the same as that shown under the

static model: 0.5 sec. Note that the remaining circuits’ queuing delays should be

zero since they are inactive at that time. It should also be noted that, under the

assumption of instantaneous reallocation, this delay level would not be seen.

Circuit 0 On, Circuits 1-4 Off, After Reallocation: Figure A.19 depicts the

packet arrivals and time slot allocations for the first and subsequent TDM iterations

in this configuration. It also depicts the packet servicing of the first TDM iteration.

Once bandwidth is reallocated to 32768 bps for Circuit 0 and 8192 bps for Circuits

1 and 2, the time slot allocations will be as shown in the figure. If λ = 8 pps and µ

= 20 pps, then the expected service time is as shown in Equation A.8.

E(s) =
1

µ
= 0.05 sec (A.8)

A.3.3.2.1 Packet Arrivals. Circuit 0’s arrival rate is 8 pps; Cir-

cuits 1-4 are idle. Therefore, the aggregate arrival rate is 8 pps. Packets arrive syn-

chronously and one will arrive every 0.125 sec. Each arriving packet will be queued

up in Circuit 0’s subqueue until it can be serviced. In the diagram above, packet

arrivals are designated by the same convention as that given in Section A.3.2.2.1 (i.e.

Pkt Ckt#-Pkt#).
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Figure A.17. Five-Circuit Configuration Workload — DBA Method
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Figure A.18. Five-Circuit Configuration Utilization — DBA Method

Figure A.19. Five-Circuit Configuration Time Slot Allocation — DBA Method
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A.3.3.2.2 Packet Servicing. Circuit 0’s data rate under this

configuration is 32768 bps or 8 pps. Therefore, it will be allotted eight time slots

per second. These are allocated contiguously as shown in the diagram above. At t

= 0, Pkt 0-1, which has just arrived, can be serviced immediately. This results in a

waiting time of zero seconds and a total time in system of 0 sec + 0.05 sec = 0.05 sec.

The time slots at times 0.05 and 0.10 go empty because there are no new packets

queued up. However, Pkt 0-2 is serviced at t = 0.15. Its waiting time is 0.025 sec

yielding a total time in system of 0.075 sec. The time slot at t = 0.20 goes empty

since no new packets have arrived. At t = 0.25, Pkt 0-3, which has just arrived can

be serviced immediately. Therefore, its total time in system is 0.05 sec. No more

packets are serviced during this iteration because Circuit 0 has no new packets arrive

prior to the passing of its time slots and Circuits 1-4 are idle.

At this point, Pkts 0-4 through 0-8 are queued up and are serviced in the first

four time slots of the next iteration. The waiting times experienced by these packets

are 0.625 sec, 0.550 sec, 0.475 sec, 0.400 sec, and 0.325 sec, respectively. This results

in total times in system of 0.675 sec, 0.600 sec, 0.525 sec, 0.450 sec, and 0.375 sec

for the five packets. Pkts 0-1 through 0-3 will be serviced in Circuit 0’s last three

time slots. The average total time in system for each packet will be 0.4125 sec.

Circuit 0 On, Circuits 1-4 On, After Reallocation: At t = 1800, the remaining

circuits become active and begin transmitting at 16384 bps. Circuits 1 and 2 will

only be able to transmit half of the arriving packets during each second, however,

since their slot allocations have been cut in half. Therefore, queuing delay will

increase without bound as long as its assigned bandwidth is only 8192 bps. Since

the theoretical model assumes instantaneous reallocation, though, this problem will

never occur.

A.3.3.3 Effect of Monitoring Period. The theoretical model assumes

that the monitoring period has been reduced to zero. Thus the queue is always
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Table A.4. Seed Independence Results — Static Allocation Method, 1 Circuit

Table A.5. Seed Independence Results — Static Allocation Method, 2 Circuits

servicing packets at the same rate they arrive. However, this assumption does not

hold in practice. The monitoring period allows time to determine a more accurate

measure of the instantaneous utilization. If bandwidth needs to be adjusted to allow

circuits to reclaim bandwidth that was originally allocated to them, the queue size

will increase linearly until the circuit’s bandwidth is restored to its requested peak

rate. Therefore, as Figure A.20 shows, observed queuing delays were much higher

than that determined in the previous section.

A.4 Seed Independence

Up to this point, the models have been tested with constant-valued ON and

OFF periods. Since the exponential distribution would be used in the actual tests,

however, the static and dynamic models were also subjected to the same tests as

before. This time, however, the mean ON and OFF periods were exponentially dis-

tributed and three different random seeds were used. The objective was to determine

whether the results obtained across varying random seeds were similar. Tables A.4-

A.9 provide the utilization and queuing delay values obtained through simulation as

well as the mean and variance of the data for both models.
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Utilization (%) 

Queuing Delay 

(ms) 
Seed 128 53.27 130.12 
Seed 129 47.17 124.58 
Seed 130 50.53 119.46 
Mean 50.32 124.72 
Variance 9.35 28.47 

Utilization (%) Queuing Delay (ms) 
Circuit 0 Circuit 1 

Seed 128 51.63 272.21 289.36 
Seed 129 49.47 267.83 311.34 
Seed 130 54.97 272.05 319.06 
Mean 52.02 270.69 306.59 
Variance 7.67 6.18 237.56 



Figure A.20. Five-Circuit Configuration Queuing Delay — DBA Method
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Table A.6. Seed Independence Results — Static Allocation Method, 5 Circuits

Table A.7. Seed Independence Results — DBA Method, 1 Circuit

Table A.8. Seed Independence Results — DBA Method, 2 Circuits

Table A.9. Seed Independence Results — DBA Method, 5 Circuits
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Utilization (%) Queuing Delay (ms) 
Circuito Circuit 1 Circuit 2 Circuit 3 Circuit 4 

Seed 128 52.89 402.66 445.17 419.13 438.39 437.81 
Seed 129 46.51 399.78 437.35 422.46 421.73 417.61 
Seed 130 48.27 401.04 427.19 425.35 416.55 424.30 
Mean 49.22 401.16 436.57 422.31 425.56 426.58 
Variance 10.86 2.09 81.26 9.69 130.21 105.86 

Utilization (%) 
Queuing Delay 

(ms) 
Seed 128 53.27 130.12 
Seed 129 47.17 124.58 
Seed 130 50.53 119.46 
Mean 50.32 124.72 
Variance 9.35 28.47 

Utilization (%) Queuing Delay (s) 
Circuit 0 Circuit 1 

Seed 128 65.81 0.518 108.075 
Seed 129 65.65 0.568 105.660 
Seed 130 66.65 0.579 123.418 
Mean 66.04 0.555 112.384 
Variance 0.29 0.001 92.765 

Utilization (%) Queuing Delay (s) 
CircuitO Circuit 1 Circuit 2 Circuit 3 Circuit 4 

Seed 128 60.82 19 44 130 69 112 32 132.85 95 63 
Seed 129 57.51 23.69 105.69 109.67 93.11 101.68 
Seed 130 62.78 24.81 123.04 141.32 120.66 110.65 
Mean 60.37 22.65 119.81 121.10 115.54 102.66 
Variance 7.09 8.02 164.03 308.36 414.49 57.13 



Appendix B. Statistical Data

Table B.1. Utilization Data — Static Assignment TDM

Table B.2. Voice Circuit Queuing Delay Data — Static Assignment TDM

Table B.3. Video Circuit Queuing Delay Data — Static Assignment TDM

B-1

System 
Underload Data Overload 

Voice 
Overload 

Voice & Data 
Overload 

Seed 128 13.21 29.57 20.29 36.78 
Seed 129 13.23 29.46 20.35 36.57 
Seed 130 13.34 29.58 20.41 36.51 
Seed 131 13.32 29.59 20.44 36.51 
Seed 132 13.16 29.47 20.35 36.57 
Column Mean 13.25 29.53 20.37 36.59 

System Voice Voice & Data 
Underload Data Overload Overload Overload 

Seed 128 260.23 260.45 309.01 309.23 
Seed 129 260.33 260.05 309.39 309.27 
Seed 130 260.41 260.62 308.91 309.46 
Seed 131 260.07 260.06 309.26 309.31 
Seed 132 260.46 260.46 309.15 309.48 
Column Mean 260.30 260.33 309.15 309.35 

System Voice Voice & Data 
Underload Data Overload Overload Overload 

Seed 128 336.13 334.66 336.48 332.79 
Seed 129 335.23 336.04 335.02 335.22 
Seed 130 335.01 335.79 334.57 336.26 
Seed 131 335.98 334.48 336.45 335.78 
Seed 132 332.59 334.88 336.00 336.14 
Column Mean 334.99 335.17 335.70 335.24 



Table B.4. NIPRNET Circuit Queuing Delay Data — Static Assignment TDM

Table B.5. SIPRNET Circuit Queuing Delay Data — Static Assignment TDM

Table B.6. Utilization Data — DBA-1

Table B.7. Utilization Means — DBA-1

B-2

System Data Voice Voice & Data 
Underload Overload Overload Overload 

Seed 128 374.06 399.09 373.76 399.27 
Seed 129 374.46 399.28 373.70 399.09 
Seed 130 373.47 399.19 373.79 399.00 
Seed 131 373.44 399.16 373.39 399.02 
Seed 132 373.03 399.09 373.78 399.20 
Column Mean 373.69 399.16 373.68 399.12 

All Circuits Voice Voice & Data 
Underload Data Overload Overload Overload 

Seed 128 373.60 398.95 373.62 399.07 
Seed 129 373.38 399.41 373.65 399.32 
Seed 130 373.99 399.08 373.81 399.01 
Seed 131 373.69 399.42 373.75 399.38 
Seed 132 373.48 399.15 373.73 399.12 
Column Mean 373.63 399.20 373.71 399.18 

Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps 

Ottered Load 
Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

System Underload 

19.50 19 97 19.49 19.50 19.50 19.49 19.50 19.50 19.49 
21.12 20.88 21.12 21.12 21.12 21.12 21.12 21.12 21.12 
17.96 17.92 17.94 17.96 17.96 17.96 17.96 17.96 17.96 
18.59 18.96 18.59 18.59 18.60 18.59 18.60 

20.37 
18.60 18.60 

20.37 19.30 20.34 20.37 20.37 20.37 20.37 20.37 

Data Overload 

49.30 48.65 46.83 50.11 47.91 47.18 47.77 46.15 45.29 
48.93 49.12 47.03 50.54 48.58 47.33 48.66 45.93 46.63 
50.20 48.43 48.85 50.18 48.29 48.85 47.17 46.45 45.91 
49.16 48.87 49 06 48.43 

49.66 
48.65 49.06 47 31 45 87 45 92 

50.41 48.48 47.44 49.54 47.44 46.63 47.75 44.70 

Voice Overload 

29.99 28.32 28 32 29.98 28.91 27.31 27.80 27.48 27.50 
29.43 28 98 28 03 30.03 28 52 27.99 28 52 26 77 27 80 
29 35 27.85 28 24 30.14 27 23 27.35 27 79 27.82 27 56 
29.64 29.09 28.24 29.38 28.81 

29.43 
28.20 28.30 27.88 

28.54 
27 14 
26.74 29.33 28.79 27.80 31.51 27.84 28.41 

voice« Data 
Overload 

47.32 4~ 06 48.61 46.88 46.41 48.61 46.28 46.03 46.39 
47.64 46.37 47.39 47.90 46.53 47.85 46.55 46.16 46.99 
47.74 46.57 47.58 47.06 46.72 47.85 45.07 44.69 47.15 
46.67 46.23 48.32 48.03 47.55 48.32 47.38 46.86 46.78 
47.31 46.45 4/44 47.91 47.12 47.44 47.15 46.39 46.41 

ottered Lo.nl 

Allocation Granularity; 8 Hips Allocation Granularity 3? kbps Allocation Granularity" 64 kbps 

Monitoring 
Period 45> 

Monitoring 
Peiiod I10i 

Monitoring 
Period 1501 

Monitoring 
Peiiod 15» 

Monitoring 
rvnod itur 

Monitoring 
Pel iod (50) 

Monitoring 
Peiiod ISl 

Monitoring 
Period (10| 

Monitoring 
Period |50| Row Sum 

Row 
Mean 

Row 
Elfect 

System Underload 
1951 19.40 19.49 1951 1951 1951 19.51 1951 1951 175.47 19.50 -16.25 

Data Overload 
49.60 48 "I 47.84 49.78 48.59 47.97 47.51 46.43 45.69 432.13 48.01 12.26 

Vtoice Overload 

■voice a Data 
Overload 

2955 

47.34 

28.60 

46.54 

28.12 

47.87 

30.21 

47.55 

28.58 

46.87 

27.74 

48.01 

28.17 

46.49 

27.70 

46.03 

27.35 

46.75 

256.02 

423.43 

28.45 

47.05 

-7.30 

11.30 
Column Sum 
Column Mean 

146.00 143.25 143.33 147.05 143.55 143.23 141.67 139.67 139.30 1287.05 
3650 35 81 35 83 36 76 35.89 

0.14 
3581 35.42 34.92 34 8: ?5.75 

Column Effect 0.75 0.06 0 r 3 1.01 0.06 41.33 -083 -0 93 



Table B.8. Utilization Standard Deviations — DBA-1

Table B.9. Utilization Difference Data — DBA-1

Table B.10. Utilization Difference Means — DBA-1

Table B.11. Utilization Difference Standard Deviations — DBA-1

B-3

Allocation Granularity 8 kbps Allocation Granularity 32 kbps Allocation Granularity 64 kbps 

Offered Load 
Monitoring 
Period |5) 

Monitoring 
Period |I0| 

Monitoring 
Period |50| 

Monitoring 
Pertod |5) 

Monitoring 
Pertod (10) 

Monitoring 
Period (50) 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

System Underload 
1.283 1.109 1.284 1.284 1.282 1.282 1.282 1.282 1282 

Data Overload 
0.664 0.284 1.042 0.819 0.603 0.906 0.761 0 771 0.730 

voice Overload 
0.275 0.515 0.211 0.788 0.824 0.394 0.344 0.647 0412 

Voice 8 Data 
Overload 0.419 0.319 0.559 0.539 0.465 0.456 0.906 0.811 0 341 

Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps 

Offered Load 
Monitoring 
Period (5| 

Monitoring 
Period (10) 

Monitoring 
Period (50| 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

System Underload 

6.28 6.76 6.28 6.28 6.28 6.28 6.28 6.28 6.28 
7 89 7.65 7 89 7 89 789 

4 62 
7 89 789 7 89 7.89 

4 62 4.57 4.60 4 62 4.62 4.62 4 62 4.62 
5.28 
7.21 

5.65 528 5 27 5.28 5.28 5.28 5 28 5.28 
7.21 6 13 7 18 721 7.21 7.20 7.21 7.21 

Data Overload 

19.73 19.08 17.26 20.54 18.34 17.61 18.20 16.58 15.72 
19.47 19.66 17.57 21.08 19.13 17.87 19.20 16.48 17.18 
20.63 18.86 19 27 20.60 18.72 19.27 17.59 16.87 16.34 
19.58 19 28 19.48 1884 19 07 19.48 1773 16.29 1634 
20 94 19.01 17 97 20 18 20 06 17.97 17 16 10 28 15.23 

Voice Overload 

9 70 803 8 03 9 69 862 7.02 7.51 7.19 7 21 
9.09 8.63 7.68 9.69 8.18 7.65 8.17 6.42 7.45 
8.94 7 44 7.83 9.73 6.82 6 94 7.38 7.41 715 
9.20 8.65 7.80 8.94 8.37 7.76 7.86 7.45 6.70 
8.98 8 43 745 11.16 908 7.48 8.06 8.19 639 

Voice & Data 
Overload 

10.54 10.28 11.83 10.09 9.63 11.83 9.50 9.25 9.61 
11.07 9.81 10 82 11.33 996 11.28 9.98 9.59 10.42 
11.24 10.06 11.08 10.56 10.21 11.34 8.56 8.18 10.65 
10.16 9.72 11.80 11.51 11.04 11.80 10.87 10.35 10.27 
10.74 9.88 10.87 11 34 10.55 10.87 10.59 9.82 9.84 

Allocation Granularity 8 kbps Allocation Granulartty 32 kbps Allocation Granulartty 64 kbps 

Offered Load 
Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period |50| 

Monitoring 
Pertod |5| 

Monitoring 
Period (10) 

Monitoring 
Period |50| 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

System underload 
6.26 6.15 6 24 626 6 26 6.26 6.26 6.26 6 26 

Data Overload 
20.07 19 18 18 31 20 25 19.06 18.44 17.98 16.90 16.16 

Voice Overload 
9.18 8.24 7 76 9.84 8.21 7.37 7.80 7.33 6.98 

voice & Data 
'■-   HI 10.75 9.95 11 28 10.97 10.28 11.43 9.90 9.44 10.16 

Offered Load 

Allocation Granularity 8 kbps Allocation Granularity 32 kbps Allocation Granularity 64 kbps 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

System Underload 
1.343 1.156 1.343 1.344 1.342 1.342 1.342 1.342 1.341 

Data Overload 

Voice Overload 

0.669 

0.306 

0.310 1.006 0.849 0.643 0.867 0.780 0.799 0.735 

0.512 0.213 0.809 0.850 0.371 0.342 0.634 0.427 
Voice 8 Data 
Overload 0.428 0.223 0.499 0.612 0.541 0.399 0.916 0.808 0.425 



Table B.12. Utilization Difference 90% Confidence Intervals — DBA-1

Table B.13. Utilization Main Effects — DBA-1

Table B.14. Utilization Second Order Interaction Effects — DBA-1

Table B.15. Utilization Third Order Interaction Effects — DBA-1

Table B.16. Utilization Analysis of Variance — DBA-1

B-4

Allocation Granularity 8 kbps Allocation Granularity 32 kbps Allocation Granularity 64 kbps 

Offered Load 

Monitoring 

Period |5| 

Monitoring 

Period |10| 

Monitoring 

Period |50| 

Monitoring 

Period |5| 

Monitoring 

Period (10) 

Monitoring 

Period (50| 

Monitoring 

Period (5) 

Monitoring 

Period (10) 

Monitoring 

Period (50) 

System underload 
4 98 505 4.96 4.98 4.98 4.98 4.98 498 4.98 

754 7.25 7.52 7.54 7.54 7.53 7.54 7.54 7.54 

Data Overload 
19.43 

20.71 

18.88 17.35 19.44 18.45 17.61 17.23 16.14 15.46 

19.47 19.27 21.06 19.68 19.27 18.72 17.66 16.86 

Voice Overload 
8.89 7.75 7.55 9.07 7.40 7.02 7.47 6.73 6.57 

9.47 8.73 7.96 10.61 9.02 7.73 8.12 7.93 7.39 

Voice 8 Data 

Overload 

10.34 9.73 10.80 10.38 9.76 11.05 9.03 8.67 9.75 

11.16 10.16 11.76 11.55 10.79 11.81 10.77 10.21 10.56 

Factor 
Variable 

Designation Level 1 Level 2 Level 3 Level 4 

Workload 
Allocation 
Granularity 

A -16.25 12.26 -7.30 11.30 

N/A B 0.30 0.40 -0.70 

Monitoring Period C 0.48 -0.21 -0.26 N/A 

Allocation 

Granularity <Bi WoiMo.nl IAI 

Underload 
D.it.i 

Overload 

Voice 

Overload 

Voice Data 

Overload 

8 khps 

32 khps 

64khps 

-0.32 

-0.39 

0.71 

0.41 

0.37 

-o •■ 

n 02 

-0 01 

-0.01 

-0.10 

0.03 

0.07 

Monitoring 

Periodic! Woikload (Al 

Underload 

Data 

Oveiload 

Voice 

Oveiload 

Voice Data 

Overload 

5s 

10 s 

50 s 

-0.46 
0.19 

0.27 

0.47 

0.11 

-0.58 

0.39 

0.06 

-0.45 

-0.40 

-0.36 

0.76 

Monitoring 

Period (Cl Allocation Gianulaiity IBI 

8 khps 32khps 64 khps 

5s 

10 s 

50 s 

-0.02 

-0.02 

0.05 

0.13 

-0.05 

-0.08 

-0.11 

0.08 

0.03 

Offered Load 

Allocation Granularity 8 khps Allocation Granularity ■■7 khps Allocation Granularity 61 Hips 

Monitoring 

Period (5) 

Monitoring 

Period (10) 

Monitoring 

Period (50) 

Monitoring 

Period |5| 

Monitoring 

Period |10) 

Monitoring 

Period (50) 

Monitoring 

Period (5| 

Monitoring 

Period (10) 

Monitoring 

Period (50) 

System Underload 
0.05 -0.02 -0.03 -0.15 0.08 0.07 0.10 -0.05 -0.04 

Data Overload 
-0.04 0.12 -0.08 -0.08 -0.03 0.12 0.13 -0.09 -0.04 

Voice Overload 
-0.05 0 02 0.03 0.37 -0.06 -0 31 -0 32 0.04 0 29 

Voice & Data 

Overload J 04 -0 12 J 08 -C 14 0.01 0 12 u in C IC -0 20 

SSY SSO SSA SSB SSC SSAB SSAC SSBC SSABC SST SSE 

257095.27 230068.50 26800.94 44.25 20.43 25.13 31.67 1.00 3.32 2702678 100.03 

Var Due to 

V ar Due to VarDue lo Allocation 

VarDue to Var Due to Workload & Workload 8 Granularity 6 

V ar Due to Allocation Monitoring Allocation Monitoring Monitoring Var Due lo All Var Due to 

Workload Granularity Period G ranularrtv Period Period Factors Error 

99 16% 0.16% 0 08% 0 09% 0.12% r n<s 0 01% 0.37% 



Table B.17. Voice Circuit Queuing Delay Data — DBA-1

Table B.18. Voice Circuit Queuing Delay Means — DBA-1

B-5

Allocation Gianulaiity : 8 kbps Allocation Granularity 32 kbps Allocation Granularity 64 kbps 
Monitoihicj Moiiitoiinij MonitoiiiKj Monitorinij Moiiitoiinij Moiiitoiinij Moiiitoiinij Moiiitoiinij Moiiitoiinij 

Offered Load Period (5) Peiiod (10| Peiiod (501 Period (5) Period (10) Period (50) Period (5) Peiiod (10) Peiiod |50| 
317.18 274.76 266.44 260.27 261.33 257.75 255.74 252.82 260.21 
317.10 283.82 388.41 265.20 262.53 300 68 257.91 256.63 274.38 

System Underload 296.73 275.36 413 38 251.22 252.40 307 61 251.66 250.54 259 26 
306.94 275.10 282.69 254.81 254.93 264 84 252.98 250.78 256.88 
325.75 277.75 268.44 260.95 263.14 267.61 255.76 254.49 262.16 
362.54 394.78 696.76 371.04 392.61 660 13 330.52 337.97 448.43 
358.97 407.14 668.17 379.57 397.43 732.94 331.72 338.12 429 52 

Data Overload 379.37 394.82 731 73 381.20 393.08 731.73 330.60 341.90 415.13 
365.56 401.67 767.90 362.03 391.64 767.90 327.62 337.14 442.91 
379 13 401   ' 687 26 367 I 1 41 3 6' 687 26 : i 94 343 27 46C 49 
224.47 226.17 346 75 228.33 231 64 .'64.6 .'41172 752 ill 1 329 21 
221.47 229.06 270.62 228.18 231.16 328.39 243.98 250.76 33151 

Voice Overload 221.20 227.04 284.00 227.91 224.52 309.26 242.51 254.34 320.76 
224.07 226.54 261.73 226.97 231.77 311.31 243.51 249.31 351.51 
222 51 229.84 292 26 236.17 .•30 67 322 38 .46 'II 260 7 3 li 17 4 - 

312 66 353 63 621 34 315 24 351 93 62'  34 3'6 95 364 86 576 93 

316.82 345.88 568.43 315.76 346.20 578.36 323.90 358.89 604.23 
Voice & Data Overload 314.10 354.85 577 60 309.77 356.35 61888 313.34 346.09 566.75 

307.94 343.96 59165 318.88 359.09 59165 324.46 362.19 652 12 
315.31 353.16 553.96 321.06 360.85 553.96 326.82 366.61 548.75 

Offeted Lo.id 

AJIocitioii Gi.imri.tiity. 8 M)|>s Allocation Gi.innl.iiity* 32 kl)|>s Allocation Gi.niiri.nitv 04 kll|is 

Row Sun 
Row 
Me «in 

Row 
Effect 

Moiiitoiinij 
Peiiod |5) 

Monitoring 
Peiiod 110) 

Monitoring 
Peiiod 150) 

Moiiitoiinij 
Period 15) 

Moiiitoiinij 
Peiiod 110) 

Monitoi imj 
Period (50) 

Moiiitoiinij 
Period |5| 

Moiiitoiinij 
Periodl I0| 

Monitoi imj 
Period |50| 

System Underload 
312.74 277.36 3.71 Hi? 258.49 258.87 279.70 254.81 253.05 262.58 2481.47 275.72 ■75.66 

Data Overload 
36S.11 399 '1.14 710.36 372.19 397.55 715.99 530 08 339.68 439.30 4074.21 452 69 101.32 

Voice Overload 
222.75 227.73 291.07 229.51 229.95 30720 243.20 253.59 328.08 2333 08 259 23 -92.14 

Voice & Data Overload 313.37 350.30 582 'I'll 316.14 714 89 592 84 321.09 359.73 569 75 "   607 417 86 6648 
Coliiim Sun 
Coluim Me .in 
Coin») Effect 

I  I    i 
30449 
26874 

1.771 ;; 
313.83 
.7  

I Mil" ll I 
476.98 
441 22 

III'. : . 
294 08 
.71.1 Hi 

1241 27 
310.32 
274 57 

1895 72 
473.93 
4 ;;K I;.; 

1149 I'l' 
287.30 
251 55 

1206 05 
301.51 
265 76 

I'.'«I'l 
399 93 
:,.l Ill 

1264947 
351.37 



Table B.19. Voice Circuit Queuing Delay Standard Deviations — DBA-1

Table B.20. Voice Circuit Queuing Delay Difference Data — DBA-1

Table B.21. Voice Circuit Queuing Delay Difference Means — DBA-1

Table B.22. Voice Circuit Queuing Delay Difference Standard Deviations — DBA-
1

B-6

Allocation Gi.iiiul.il itv : 8 kbps Allocation Gi.innl.nity 32 kbps Allocation Giamilaiity 64 kbps 
Monitoiimj Monitor imj Monitoiinij Monitoiinij Monitoiinij Monitoring Monitoiinij Monitoiinij Monitoiinij 

Offered Lo.nl Period (5) Period (10) Period (50) Period (5) Period (10) Period (50) Period (5) Period (10) Period (50) 

System Underload 
11.159 3.801 71.140 5.490 4.873 22.738 2.482 2.569 6.866 

Data Overload 
9.542 5.234 39.580 8.155 8.921 42.356 1.518 2.721 17.502 

Voice Overload 
1.485 1.626 33.283 3.759 3.069 25.054 1.715 4.431 16.145 

Voice & Data Overload 
3.400 4.997 25.636 4.280 5.901 28.341 5.685 8.164 22.367 

Allocation Gianiil.nitv : 8 kb|>s Allocation Giamilaiity 32 kb|>s Allocation Giamilaiity 64 kb|>s 
Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring 

Offeied Load Peiiod |5| Peiiod HO) Peiiod |50) Peiiod |5) Peiiod |10) Peiiod |50) Peiiod |5) Peiiod |10) Peiiod |50) 
56 95 14 50 6 00 0.04 I 09 -248 -4 49 -7 4! -0.02 
56.77 23.49 128.08 4.87 2.20 40.35 -2.42 -3.70 14.05 

System Underload 36.32 14.95 152.97 -9.19 -8.01 47.20 -8.75 9 87 -1.15 
46.87 15.03 22.62 -5.26 -5.14 4.77 -7.09 -9.30 -3.19 
65.29 17 00 7 98 0 49 0 68 7 14 -4 7! ■0 97 I 70 
102 09 134 33 436 31 i no 5o I 00 15 500 07 70 06 77 50 1:7 05 
98.91 147.09 408 11 119.52 137.38 472.89 71.66 78.07 169 47 

Data Overload 118.75 134.19 471.11 120.57 132.46 471.11 00 98 81.28 154.51 
105.50 141.61 007 04 101.97 131.58 007 84 67.57 77.09 182.85 
118.66 140 00 4  t 79 100 0.4 150 54 400 79 69 48 T 51 200 03 
-84.54 82.84 17 74 80 68 -77 57 44 16 68 29 -50 01 00 00 
■87.92 -80.33 -38.77 -81.21 -78.24 18.99 -65.41 -50 63 22.11 

Voice Overload -87.71 ■81.87 -24.91 -81.00 ■84.39 0.35 ■66.40 -54.57 11.85 
-85.19 -82.73 -47.54 -82.29 -77.49 2.05 ■65.76 -59.95 42.24 
ol.l.i -79.31 -16.89 72.98 000 45 13.23 -63 05 -48.42 -1.74 
3.43 44 43 312.11 6 01 40 75 312.11 7 70 55 63 267.71 
7.55 36.61 050 15 6.49 36.93 000 00 14.63 49.62 294 96 

Voice & Data Overload 4.64 45.39 268.14 0.31 46.89 309.42 0 88 36.63 057 00 
-1.38 34.65 282.34 9.56 49.78 282.34 15.14 52.88 242.81 
583 4368 244 48 1159 51.37 244 48 1734 57 14 239 27 

Allocation Giamilaiity : 8 kbps Allocation Granulaiity 32 kbps Allocation Granularity 04 kbps 
Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoiinij Monitoring 

Offered Load Period |5) Peiiod (101 Period (50) Period (5) Period (10) Period (50) Period (5) Peiiod (10) Period (50) 

System Underload 
52.44 17.06 63.57 -1.81 -1.43 19.40 -5.49 -7.25 2.28 

Data Overload 
108.78 139.61 450.03 111.86 137.22 455.66 69.75 79.35 178.97 

Voice Overload 
-86.40 -81.42 -18.07 -79.63 -79.20 -1.95 -65.94 -55.56 18.93 

Voice & Data Overload 
4.02 40.95 273.24 6.79 45.54 283.49 11.74 50.38 260.41 

Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps 
Monitoring Monitoring Monitoring Monitoiinij Monitoring Monitoring Monitoring Monitoiing Monitoring 

Offered Load Period (5) Peiiod (10) Peiiod (50) Period (5) Period (10) Peiiod (50) Period (5) Period (10) Period (50) 

System Underload 
11.126 3.757 71.085 5.469 4.834 22.666 2.462 2.515 6.819 

Data Overload 
9.352 5.447 39.598 8.080 8.874 42.504 1.471 2.540 17.524 

Voice Overload 
1.502 1.547 33.392 3.767 2.944 24.944 1.615 4.504 16.067 

Voice & Data Overload 
3.377 4.947 25.716 4.284 5.825 28.380 5.684 8.204 22.434 



Table B.23. Voice Circuit Queuing Delay Difference 90% Confidence Intervals —
DBA-1

Table B.24. Voice Circuit Queuing Delay Main Effects — DBA-1

Table B.25. Voice Circuit Queuing Delay Second Order Interaction Effects —
DBA-1

Table B.26. Voice Circuit Queuing Delay Third Order Interaction Effects — DBA-
1

Table B.27. Voice Circuit Queuing Delay Analysis of Variance — DBA-1

B-7

Offered Load 

Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Gianulaiity: 64 kbps 
Monitoring 
Period (5| 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

System Underload 41.83 
63 05 

13.47 
20.64 

-4.21 
131.35 

-7.02 
3.40 

-6.04 
3.17 

-2.21 
41 01 

-7.84 
-3 14 

-9.65 
-4 85 

-4.23 
8.78 

Data Overload 
99 87 
117.70 

134.42 
144.81 

412 28 
487.79 

104 15 
119.56 

128 76 
145.68 

415.13 
496.19 

68.35 
71.15 

76 93 
81.77 

162 26 
195.68 

Voice Overload 
-87.83 
-84.97 

-82.89 
-79.94 

-49.91 
13.76 

-83.23 
-76.04 

-82.00 
-76.39 

-25.73 
21.83 

-67.48 
-64.40 

-59.85 
-51.26 

3.61 
34.25 

Voice & Data Overload 
0.80 
7.24 

36.23 
45.67 

248.72 
297.76 

2.71 
10.88 

39.99 
51.10 

256.43 
310.55 

6.32 
17.16 

42.56 
58.20 

239.02 
281.80 

Variable 
Factor Designation Level 1 Level 2 Level 3 Level 4 

Workload A -75,66 101.32 -92,14 66.48 

Allocation Granularity B 13.73 8,07 -21.80 N/A 

Monitoring Period C -56,08 42.82 98,90 N/A 

Allocation 
Gianulaiity IB) Woikload (Al 

Undeilo.Kl 
Dati 

o veil o.id 
Voice 

Oveiload 
Voice D.it.1 
Oveiload 

8 kbps 
32 kbps 
64 kbps 

15.21 
-18.10 
2.89 

26.72 
34.48 
-61.21 

-25.77 
-11.75 
37.52 

-16.16 
4.64 
20.80 

MonitoiiiKj 
Peiiod (C) Woikload (Ai 

Undeilo.Kl 
Dati 

Oveiload 
Voice 

Overload 
Voice Dati 
Overload 

5 s 
10s 
50 s 

55.71 
30.19 
-85.91 

-39.48 
-30.81 
70.29 

28.67 
20.68 
49.35 

-44.91 
-20.06 
64.97 

Monitoiing Period (C) Allocation Gianulaiity (Bl 
8 klips 32 kbps 64 klips 

5s 
10s 
50 s 

-4.52 
-8.45 
12.97 

-9 28 
43.31 
15.58 

1 3 80 
14.75 
-28.56 

Offered Load 

Allocation Gianulaiity: 8 kbps Allocation Granularity: 32 kbps Allocation Gianulaiity: 64 kbps 
Monitoring 
Period (5| 

Monitoring 
Period (101 

Monitoring 
Period (50) 

Monitoring 
Peiiod (5) 

Monitoring 
Peiiod (10) 

Monitoiinij 
Period (50) 

Monitoiing 
Period |5| 

Monitoiing 
Peiiod (10| 

Monitoiing 
Peiiod |50| 

System Underload 
12.98 -6.23 -6.75 2.45 12.11 -14.57 -15.43 -5.89 21.32 

Data O/erload 
-23.94 -11.12 35.06 -18.22 -17.75 35.97 42.16 28.87 -71.03 

Voice Overload 
7.50 11.13 -18.63 10.65 2.85 -13.49 -18.14 -13.98 32.12 

Voice & Data Overload 
3.46 6.21 -9.67 5.12 2.79 -7.91 -8.58 -9.00 17.58 

SSY SSO SSA SSB SSC SSAB SSAC SSBC SSABC SST SSE 
25200708.88 2222343950 1300459 90 43712.13 885653.15 137140.00 437538.86 37046.29 79796 19 2977219.37 55372.86 

Var Due to 
Var Due to Var Due to Allocation 

Var Due to Var Due to Workload & Workload 8 Granularity & 
Var Due to Allocation Monitoring Allocation Monitoring Monitoring Var Due to AII VarDueto 
Workload Granularity Period Granularity Period Period Factors Error 

43 68% 1.47% 29 75% 4.61% 14.70% 1.24% 2.68% 188% 



Table B.28. Video Circuit Queuing Delay Data — DBA-1

Table B.29. Video Circuit Queuing Delay Means — DBA-1

Table B.30. Video Circuit Queuing Delay Standard Deviations — DBA-1

B-8

AM... .iii ii Granularity! 8 kbps Allocation Granularity 32 kbps Allocation Granularity 04 kbps 

Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring 

Offeieil Lo.id Period |5) Period (10) Period (50) Period !',) Period (10| Period (501 Period I'll Period (101 Period (501 

303 36 368 64 1995 46 266 lb 342 133 1808 90 230 no 31 -   ,: 1033" 34 

252.59 373.41 1676.96 279.69 271.13 837 97 278.25 X5.32 585.17 

System Underload 305.42 507.81 2558.22 306.18 306.70 778.61 273.23 421.92 280.49 

260.09 326.16 1668.98 255.40 345.55 1932.63 272.85 325.86 1010.54 

348.36 460.85 2257.51 300.79 368.93 1825 66 285.76 360.17 637 73 

280.67 296.84 2404.90 289 55 589.11 332547 278 22 334 79 2033.98 

335.83 424.20 2718 66 307.85 418.29 1296 22 283.49 321.61 1038 00 

Data Overload 343.68 440.30 2579 79 390.00 631.47 2579.79 266.73 44674 940 83 

310.09 499.34 2105.24 429.58 617.29 2105.24 298.90 607.72 160377 

450.82 704.80 1930.49 333.04 331.15 193049 261.40 294.11 1331.51 

786.72 1437.83 4258.26 816.70 1195.57 3953.97 786.72 888.30 3904.58 

745.02 1099.44 5733.91 1019.35 1417.43 6940.87 745.02 949.52 3416.93 
Voice Overload 614.10 1606.58 5125 98 1274.74 2671.39 6189 54 614.10 1177.93 2651.19 

729.31 1749.26 5785.14 1158.11 2104.97 3687 30 729.31 1407 10 3509.14 

524.55 1622.87 6508 93 928.68 1230.65 4359 33 524 55 1568.52 2062 87 

814.32 1259.66 4926 38 1420 17 1460.59 4926 38 620.41 107102 4893.39 

969.26 1347.47 4420.79 1079.90 1494.14 5422.27 814.05 1352.29 4145.35 
Voice & Data Overload 939.91 1345.05 4653.65 811.71 1822.71 4765.02 768.94 1536.73 4124.69 

892.39 1355.69 5047.73 993.28 1793.21 5047.73 1031.08 644.66 5689.69 

761.05 1981.72 541919 801.83 2549.83 5419.19 1087.34 952.77 4826.17 

Offered Load 

Alloc .it)on Gianulaiity 8 kbps Allocation Granularity 32 kbps Allocation Granularity 64 kbps 

Ron Sum 
Row 
Mean 

Row 
Effect 

Monitoring 
Period (SI 

Monitoring 
Period (101 

Monitoiing 
Period 1501 

Mori tori ng 
Period (Sr 

Monitoring 
Period 1101 

Monitoiing 
Period ISOl 

Monitoiing 
Period 151 

Monitoiing 
Period (101 

Monitoring 
Period 1501 

System Underload 
293. £6 407.37 2031.42 281.64 326.87 1436.76 278.02 354.25 833.79 6244.03 693.79 •887.74 

Data Osetload 
344.22 473.10 2347.82 350.00 517.46 2247.44 277.74 400.99 1389.62 834839 927.69 •653.93 

Voice 0\erioad 
679.94 1503.20 5482.44 1039.52 1724.00 5026.20 679.94 1198.27 3103.94 20442.45 2271.38 689.85 

vuice 8 Data 0\erioad 
875.39 1457.92 489355 1021.38 1824.10 5116.12 834.36 1111.50 4735.86 21900.17 2433.35 851.82 

Colinii Sum 
Cot inn Mean 
Col mil Effect 

219350 
548.33 
512.62 

3841.58 
960.40 
924.64 

14755.23 
368881 
3653.03 

2692.54 
673.14 
637.38 

4392.43 
1093.11 
1062.36 

13826.52 
3456.63 
3420.88 

2100.06 
525.02 
489.26 

3065.01 
766.25 
730.50 

10068.21 
2517.05 
2481.30 

56935.09 
1581.53 

Allocation Granularity: 8 kbps Allocation Granularity 32 kbps Allocation Granularity 64 kbps 

Monitoring Morriroiing II     lill     INI   | Monitoring Monitoring Monitoring Moniroring Monitoring Monitoring 

Offered Load Period (5) Period (10) Period (50) Petiod (5) Period (10) Period (50) Period (5) Period (10) Period (50) 

System Underioad 
38.851 74.495 383.058 21.799 38.279 576 048 5.329 44.238 527.277 

Data Overload 
64 493 149.085 326.955 58.422 134.764 757 972 14.742 129 362 444 266 

Voice Overload 
107.881 251.422 841 756 181.477 644.070 1449 686 107.881 291.148 740248 

Voice & Data Overioad 
86.699 295.409 381.511 252.692 438.365 295 605 192.783 347.697 645.173 



Table B.31. Video Circuit Queuing Delay Difference Data — DBA-1

Table B.32. Video Circuit Queuing Delay Difference Means — DBA-1

Table B.33. Video Circuit Queuing Delay Difference Standard Deviations — DBA-
1

Table B.34. Video Circuit Queuing Delay Difference 90% Confidence Intervals —
DBA-1

B-9

Offered Load 

Allocation Granularity: 8 kbps Allocation Granularity: 32 Mips Allocation Granularity: 64 kbps 
Monitoring 
Period |5| 

Monitoring 
Period (10) 

Monitoring 
Period (50l 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

Monitoring     Monitoring     Monitoring 
Period (5|       Period (10)     Period (50) 

System Underload 

-32.78 
-82.64 
-29.59 
-75.89 
15.78 

32.51 

■■72 =: 
-9.82 

128.27 

1659.33 
1341.73 
2223.20 
1333.00 
1924.92 

-69 97 
-55.54 
-28.84 
-80.58 
-31.80 

5.90 
-64.09 
-28.31 
9.57 
36.35 

1472.77 
?J: rs 
443.60 
1596.65 
1493.08 

-56.13              21.84             1318.91 
-56.98             -29.91             249.94 
-61.79              86.90              -54.53 
-63 13              -10.12             674.56 
-46.83              27.58             305.14 

Data Overload 

-53.99 
-0.21 
7.89 

-24.38 
115.94 

-37.82 
;: IT 

104.51 
:c- :5 
369.92 

2070.24 
2382.62 
2244.00 
1770.77 
1595.61 

-45.12 
-28.19 
54.21 
35 IC 
-1.84 

254.45 
82.25 
295.68 
:s:;: 
-3.73 

2990.80 
960.19 
2244.00 
1770.77 
1595.61 

-56.45              0.12              1699.32 
-52.55             -14.43             701 36 
-69.06             110.95            605.04 
-35.58             273.24            1269.30 
-73.48             -40.77             996.63 

Voice Overload 

450.23 
4ic:: 
279.53 
392.86 
188.55 

1101.35 
764.42 
1272.01 
1412.82 
1286.87 

3921.78 
5398.89 
4791.41 
5448.69 
6172.93 

480.22 
684.33 
34C 17 
=;• -3-3 
592.68 

859.08 
1082.42 
2336.82 
1768.52 
894.65 

3617.49 
6605.85 
5854.97 
3350.85 
4023.33 

450.23             551.82            3568.10 
410.0C             614.51            3081.92 
279.53            843.36           2316.62 
392.86            1070.66          3172.69 
188.55            1232.52           1726.87 

Voice & Data Overload 

481.52 
53- J- 
603.65 
556.62 
424.91 

926.86 
1012.25 
1008.79 
1019.91 
1645.58 

4593.59 
4085.58 
4317.39 
4711.96 
5083.05 

1087.38 
744.69 
475.45 
657.51 
465 69 

1127.79 
1158.93 
1486.45 
1457.43 
2213.69 

4593.59 
5087.05 
4428.76 
4711.96 
5083.05 

287.62             738.23            4560.59 
478 84            1017.08          3810.14 
432.68            1200.47          3788.43 
695.30             308.89           5353.91 
751 ;:             616.63            4490.03 

Allocation Granularity: 8 kbps Allocation Granularity 32 kbps Allocation Granularity 64 kbps 
Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring 

Offered 1 1 Period (5) Period (10) Period |50| Period (5) Period (10) Period (50) Period (5) Period (10) Period (50) 

System Underload 
-4102 72.39 1696.44 -53.34 -8.12 1101.77 -56.97 I9 26 49 

Data Overload 
9.05 137.93 2012.65 14.83 182.29 1912.27 -57.43 65 82 1054 45 

Voice Overload 
34424 1167.49 5146.74 703.81 1388.30 4690.50 344.24 862 57 2773.24 

Voice & Data Overload 
••411 15 1122.68 4558.31 686.14 1488 86 4780.88 529.13 776 26 4400 62 

Allocation Granularity: 8 kbps Allocation Granularity 32 kbps Allocation Granularity 64 kbps 
Monitoring Monitoring Monitoring Monitoring MonitoiiiHj Monitoring Monitoring Monitoring Monitoring 

Offered 1 oad Period (5) Period (10) Period (50I Peii.nl |5| Period (10) Period (50) Period (5) Period (10) Period (501 

System Underload 
39 912 75.372 383.722 22.846 38 BIS 576.127 6.418 4a 53: 526 562 

Data Overload 
64 431 149.186 326.400 58.560 134.889 758.294 14.960 129 593 444 852 

Voice Overload 
107.645 251.097 841.813 181.989 644.512 1450.490 107.645 290 962 739 940 

Voice & Data Overload 
86.367 294.744 381.355 254.081 437.493 295.326 191.760 347.604 645 330 

Offered Load 

Allocation Gianulaiity: 8 kbps Allocation Granularity:  32 kbps Allocation Gianulaiity: 64 kbps 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

Monitoiing 
Period (5) 

Monitoiing 
Period (10) 

Monitoiing 
Peiiod (50) 

System Underioad 
-79.08 
-2.97 

0.52 
14425 

1330.57 
2062.30 

-75.13 
-3156 

-4513 
28 90 

552.46 
1651.08 

-63.09 
-50 85 

-23 20 
61.72 

-325 
1000 86 

Data Overioad 
-52.38 
70.48 

-d 3.: 
280.17 

1701.44 
2323 86 

-4100 
70.67 

53 68 
3:10 90 

1189.27 
2635.28 

-71.69 
-43 16 

-57.74 
189.38 

630 30 
1478.60 

Voice Overioad 
241.60 
446.87 

928.08 
1406.90 

4344.11 
5949.37 

530 29 
877.33 

773 78 
2002 82 

3307.51 
6073.48 

241.60 
446.87 

585.15 
1139.99 

2067.74 
347874 

Voice & Data Overload 
457.80 
622.49 

841.65 
1403.71 

4194.71 
4921.92 

443.89 
928 40 

1071.73 
1905 99 

4499.30 
5062.46 

346.29 
711.96 

444.83 
1107.69 

3785 32 
501591 



Table B.35. Video Circuit Queuing Delay Main Effects — DBA-1

Table B.36. Video Circuit Queuing Delay Second Order Interaction Effects —
DBA-1

Table B.37. Video Circuit Queuing Delay Third Order Interaction Effects — DBA-
1

Table B.38. Video Circuit Queuing Delay Analysis of Variance — DBA-1

B-10

Variable 
Factor Designation Level 1 Level 2 Level 3 Level 4 

Workload A -887.74 -653.93 689.85 851.82 

Allocation Granularity B 151.00 161.09 -312.09 N/A 

Monitoring Period C -999.35 -639.95 1639.30 N/A 

Al I oc.it j on 
1.1. I mi, ■[:■ 

8 W)|)S 
32 M)|)S 
64 Hips 

Workload (A) 

66.14 
-173.12 
106.99 

Data 
Overload 

-23.55 
-50.39 
73.94 

Voice 
Oveil o.id 

132.81 
164.10 
-296.91 

VoiceData 
Oveilo.id 
-175.40 

59 43 
11 5 98 

Monitoring 

Period (C) Woiklo<id (A) 

Undeilo.id 
D.lt.l 

Oveilo.id 
Voice 

Oveilo.id 
Voice D.it.i 
Oveilo.id 

5s 
10 s 
50 s 

590.11 

308.99 
-899.10 

395.74 

176.20 
-571.94 

-47223 

-156.28 
628.51 

-513.62 

-328.90 
842.52 

Monitoring Peiiod (Cl Allocation iji.iniil.ilrty (B) 
Kkl.ps »Khps lUM.ps 

5s 
10 s 
50 s 

-184.80 
-132.19 

316.98 

-70.13 
-4.57 

74.71 

254.93 
136.76 

-391.69 

Ofleied Load 

Allocation Gi.imil.nity: 8 khps Allocation Giamilaiity 32 klips Allocation Granularity 64 khps 

Monitoiinij 

Peiiod (5) 

Monitoiinij 

Peiiod (10) 

Monitoiinij 

Peiiod (50) 

Monitoiinij 

Peiiod (5) 

Monitoiinij 

Peiiod (10) 

Monitoiinij 

Period (50) 

Monitoiinij 

Peiiod (5) 

Monitoiinij 

Peiiod (10) 

Monitoiinij 

Peiiod (50) 

System Underload 
-22.91 -40.40 63 32 79.27 -19.36 -59.91 -56.35 59.76 -3.41 

Data Overload 
77.58 13.99 -91.57 -14.55 -52 52 67.07 -63.03 38.53 24.49 

Voice Overload 
-218.87 -123.59 342.46 -15 34 -71.77 87.11 234.21 195 36 -429.57 

Voice & Data Overload 
164.21 150.00 -314.21 -49 38 143.65 -94.28 -114.83 -293.65 408.48 

SSY SSO SSA SSB SSC SSAB SSAC SSBC SSABC SST SSE 
90961 2390 75 450222916.79 108774526.21 8769079.04 245732691.85 3522311.09 52366953.18 7994643.90 4843495 30 459389473.96 27385773.38 

VarDueto 
Var Due to Var Due to Allocation 

VarDueto VarDueto Workload & Workload & Granularity & 
VarDueto Allocation Monitoring Allocation Monitoring Monitoring Var Due to All Var Due to 
Workload Granularity Period Granularity Period Period Factors Error 

23 68% ' 31% 5 149% ii 77% 11.40% '  74% l 05% 5 96% 



Table B.39. NIPRNET Circuit Queuing Delay Data — DBA-1

Table B.40. NIPRNET Circuit Queuing Delay Means — DBA-1

Table B.41. NIPRNET Circuit Queuing Delay Standard Deviations — DBA-1

B-11

Allocation Granularity : 8 klips Allocation Gianuloiity :  32 klips Allocation Gianularity 04 kbps 

Monitoiinij Monitoiinij Monitoring Monitoiinij Monitoiinij Monitoiinij Monitoiinij Monitoiinij Monitoiinij 

Offered Load Period (5| Period |10| Period |50> Period |5| Period (10) Period (50) Period (5| Period (101 Period (50) 

283.22 306 99 362 -: 286 9£ 295 73 305 94 283 29 287 9i3 29C :: 

289.06 317.71 425.85 288.12 296.20 308.37 282.48 287.65 288.84 

System Underload 279.08 289.10 320.49 285.63 288.03 291.38 282.33 286.84 288.00 

286.87 299.44 361.53 285.81 290.87 297.24 283.14 287 18 28874 

28917 303 20 38242 288.04 296 07 309.47 282.85 287 13 289 24 

270 12 271.58 272 67 269 46 271.47 271 52 276.67 278 64 280 08 

269.34 272.85 272.43 269.00 273.57 270.79 277.02 277.79 282.49 

Data Overload 270.13 271.04 273.48 269.09 270.04 273.48 276.31 278.14 287.30 

268.65 271.03 276.49 266.82 271.50 276.49 275.72 278.51 280 97 

269.99 271.18 271.70 269.29 271 79 271.70 275.92 280.55 279 87 

413.90 •:. •   5 508 50 382.68 187 14 412 66 376.05 380 73 386 05 

41094 41754 489 84 385.53 383.18 385.28 375.84 377 29 383 40 

Voice Overload 407 26 410.71 547.09 383.50 380.57 406.81 375.42 378.69 389.56 

416.22 426.14 497.11 381.81 386.44 386.64 375.69 377.61 390.88 

418.85 423.30 500.66 388.19 393.19 403.77 376.88 376.06 385.66 

371 66 367.05 351.78 370.26 367.58 351.78 373.01 36917 357 25 

371.21 367.50 352.91 370.87 366.85 353.23 372.53 370.30 359 73 

Voice & Data Overload 372 52 367 34 362.85 370.48 367.46 356.61 372.12 36974 358 40 

371.05 367.30 352.73 371.05 367.97 352.73 374.70 369.38 360.54 

371.14 367.10 354.50 370.78 367.13 354.50 373.39 369.57 359.03 

Offered Load 

Alloc.ition ■.i.IIITI.mi : 8 Mips Allocition ■.i.inii.nit.:   32 Mips Allocation ' .1.mill.int. 64 Mips 

Port 5llii 
Row 
Me.in 

Row 
Eflect 

MoiiloiiiKj 
Period ill 

MoiätoiiiKj 
Peiiod rid 

Monü oiing 
Peiiod (50! 

MoiatoMiKj 
Peiiod (Si 

Monitoiinij 
Peiiod (101 

Monitoutuj 
Peiiod I^Or 

MoiätoiiiKj 
Peiiod (Si 

MouitouiMJ 
Peiiod .101 

Monitoiinij 
PeuotKSOl 

System Underload 
285.48 303.29 370.54 286.92 293.38 302.48 282.82 237.36 288.96 2701.22 300.14 36.17 

}ata Overload 
269.85 271.54 273.35 268.73 271.68 272.80 276.33 278.73 282.14 2464.94 273.88 32.43 

Voice Overload 
413.43 420.95 508.64 384.34 386.11 399.03 375.97 378.08 387.11 3653.66 405.96 69.65 

Voice & Del a Ovetioad 
371.52 367.26 354.95 370.69 367.40 353.77 373.15 369.63 358.99 3287.35 365.26 28.95 

Colinm Sum 
Col Him Me.in 
Col mm Effect 

1340.08 
335.02 
299.27 

1363.03 
340.76 
305.01 

1507.49 
376.87 
341.12 

1310.68 
327.67 
291.92 

1318.56 
329.64 
293.89 

1328.08 
332.02 
296.27 

1308.27 
327.07 
291.32 

1313.79 
328.45 
292.70 

1317.20 
329.30 
293.55 

12107.17 
336.31 

Allocation Granularity : 8 kbps Allocation Gianularity :  32 klips Allocation Gianularity 64 klips 

Monitoiinij Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring 

Offered Load Peiiod (5) Peiiod (10) Peiiod |50| Peiiod (5) Peiiod (10) Peiiod (50) Peiiod (5) Peiiod (10) Period (50) 

System Underload 
4.313 10 464 38.252 1.185 .1 / 12 7.845 0.410 0 452 0733 

Data Overload 
0.643 0766 1.863 1.084 1.262 2.287 0.533 1.074 3.066 

Voice Overload 
4.519 6821 22.518 2.555 4.757 12.362 0.555 1.758 3053 

Voice & Data Overload 
0610 0 I S3 4.521 0.316 0.428 1.868 0.989 0.431 1257 



Table B.42. NIPRNET Circuit Queuing Delay Difference Data — DBA-1

Table B.43. NIPRNET Circuit Queuing Delay Difference Means — DBA-1

Table B.44. NIPRNET Circuit Queuing Delay Difference Standard Deviations —
DBA-1

Table B.45. NIPRNET Circuit Queuing Delay Difference 90% Confidence Inter-
vals — DBA-1

B-12

Allocation Granularity: 8 klips Allocation Granularity: 32 klrps Allocation Granularity 64 klrps 

Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring 
Offered Lo.nl Period (5) Period <10> Period (50) Period (5) Period (10) Period (50) Period (5) Period (10) Period (50) 

-90.84 -67.07 -11.67 -87.09 -78.33 -68.12 -90.77 -86.09 -84.07 
-85.40 -56.75 51.39 -86.33 -78.25 -66.09 -91.97 -86.81 -85.62 

System Underload -94.39 -84.37 -52.97 -87.84 -85.44 -82.08 -91.13 -86.63 -85.47 
-86.58 -74.01 -11.91 -87.64 -82.58 -76.20 -90.31 -86.26 -84.70 
-83.85 -69.83 9.40 -84.98 -76.96 -63.55 -90.17 -85.89 -83.78 

-128.97 -127.51 -126.42 -129.63 -127.61 -127.57 -122.41 -120.45 -119.01 
-129.94 -126.43 -126.85 -130.27 -125.70 -128.48 -122.25 -121.49 -116.79 

Data Overload -129.06 -128.14 -125.71 -130.10 -129.15 -125.71 -122.88 -121.05 -111.88 
-130.50 -128.13 -122.67 -132.34 -127.66 -122.67 -123.44 -120.65 -118.19 
-129.10 -127.91 -127.38 -129.79 -127.29 -127.38 -123.16 -118.53 -119.22 
40.14 53.29 134.75 8.93 13.38 38.90 2.29 6.98 12.29 
37.24 43.84 116.14 11.82 9.48 11.57 2.14 3.59 9.69 

Voice Overload 33.46 36.92 173.29 9.71 6.78 33.01 1.63 4.90 15.77 
42.83 52.75 123.72 8.42 13.06 13.25 2.30 4.22 17.49 
45.07 49.52 126.88 14.41 19.41 29.98 3.10 2.27 11.88 
-27.61 -32.22 -47.49 -29.01 -31.69 -47.49 -26.26 -30.10 -42.02 
-27.88 -31.60 -46.18 -28.22 -32.24 -45.87 -26.56 -28.79 -39.37 

Voice & Data Overload -26.47 -31.65 -36.15 -28.52 -31.54 -42.38 -26.87 -29.26 -40.60 
-27.98 -31.72 -46.30 -27.97 -31.05 -46.30 -24.33 -29.65 -38.48 
-28.06 -32.10 -44.70 -28.42 -32.07 -44.70 -25.82 -29.64 -40.18 

Allocation Granularity: 8 klrps Allocation Granularity : 32 klrps Allocation Granularity 64 klrps 

Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring 
Offered Load Peiiod (5) Peiiod |10) Peiiod (50) Peiiod (5) Period (10) Perioil (50) Perioil (5) Period (10) Period (50) 

System Underload 
-88.21 -70.41 -3.15 -86.78 -80.31 -71.21 -90.87 -86.34 -84.73 

Data Overload 
-129.51 -127.62 -125.81 -130.43 -127.48 -126.36 -122.83 -120.43 -117.02 

Voice Overload 
39.75 47.26 134.96 10.66 12.42 25.35 2.29 4.39 13.43 

Voice & Data Overload 
-27.60 -31.86 -44.16 -28.43 -31.72 -45.35 -25.97 -29.49 -40.13 

Allocation Granularity : 8 klrps Allocation Granularity : 32 klrps Allocation Granularity 64 klrps 

Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring 
Offered Load Period (5) Peiiod (10) Period (50) Period (5) Peiiod (10) Peiiod (50) Period (5) Peiiod (10) Peiiod (50) 

System Underload 
4.319 10.074 37.960 1.159 3.564 7.707 0.725 0.377 0.819 

Data Overload 
0.678 0.715 1.857 1.098 1.228 2.294 0.497 1.134 3.025 

Voice Overload 
4.576 6.898 22.447 2.468 4.760 12.247 0.527 1.740 3.149 

Voice & Data Overload 
0.652 0.283 4.589 0.386 0.467 1.933 0.998 0.490 1.331 

Offered Load 

Allocation Granularity: 8 kbps Allocation Granulaiity:  32 kbps Allocation Gianulaiity: 64 klrps 
Monitoiing 
Period (5) 

Monitoiing 
Period |10) 

Monitoiing 
Peiiod (501 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoiing 
Peiiod (50) 

Monitoiing 
Peiiod (5) 

Monitoiing 
Peiiod (10) 

Monitoiing 
Peiiod (50) 

System Underload 
-92.33 
-84.09 

-80.01 
-60.80 

-39.35 
33.04 

-87.88 
-85.67 

-83.71 
-76.91 

-78.56 
-63.86 

-91.56 
-90.18 

-86.70 
-85.98 

-85.51 
-83.95 

Data Overload 
-130.16 
-128.87 

-128.31 
-126.94 

-127.58 
-12404 

-131.47 
-129.38 

-128.65 
-126.31 

-128.55 
-124 18 

-123.30 
-122.36 

-121.51 
-119.35 

-119.90 
-114.13 

Voice Overload 
35.39 
44.11 

40.69 
53.84 

i'3 56 
156 33 

8.30 
13.01 

7.88 
16.96 

13.67 
37.02 

1.79 
2.79 

2.73 
6.05 

10.42 
16.43 

Voice & Data Overload 
-28.22 
-26.98 

-32.13 
-31.59 

-48 54 
-39 79 

-28.80 
-33 33 

-32.16 
-31.27 

-47 19 
-3 93 

-26.92 
-25.02 

-29.95 
-29.02 

-41.40 
-38.86 



Table B.46. NIPRNET Circuit Queuing Delay Main Effects — DBA-1

Table B.47. NIPRNET Circuit Queuing Delay Second Order Interaction Effects
— DBA-1

Table B.48. NIPRNET Circuit Queuing Delay Third Order Interaction Effects —
DBA-1

Table B.49. NIPRNET Circuit Queuing Delay Analysis of Variance — DBA-1

B-13

Variable 
Factor Designation Level 1 Level 2 Level 3 Level 4 

Workload A -36.17 -62.43 69.65 28.95 

Allocation Granularity B 14.57 -6.53 -8.04 N/A 

Monitoring Period C -6.39 -3.36 9.75 N/A 

Allocation 
Granularity |B) Workload (A) 

Undeiload 

DOM 

Oveilo.id 

Voice 

Oveilo.id 

Voice Data 

Oveiload 
8 Mips 
32 kbps 

64 M)|>s 

5.06 
0.66 

-5.72 

-16.94 
3.72 

13.22 

27.14 
-9.60 

-17.54 

-15.26 
5.22 

10.03 

Moiiitoiinij 
Peiiod (C) Workload (A) 

Underload 

Data 

Overload 

Voice 

Overload 
Voice (Data 
Overload 

5s 
10 s 

50 s 

-867 
-2.10 
1077 

4.08 
3.46 
-7.54 

-8.32 
-7.56 

15.88 

12.91 
6.20 

-19.11 

Monitoiimi Period iCl Allocation Gianniaiit) rB) 
8 klips 32 klips 64 Mips 

5s 
10 s 
50 s 

-9.47 
-6.76 
1624 

4.28 
3.23 
-7.51 

5.19 
3.54 
-8.72 

Allocation Granularity: 8 klips Allocation Granularity : 32 kbps Allocation Granularity 64 klips 

Monitoring Monitoring Monitoring Monitoiing Monitoring Monitoiing Monitoring Monitoring Monitoring 

Offered Load Peiiod (5) Peiiod (101 Peiiod |50| Peiiod |5| Peiiod (101 Peiiod |50| Peiiod (5| Peiiod |I0| Peiiod (50) 

System Underload 
-9.75 -4.26 14.01 3.44 1.36 -4.79 6.32 2.90 -9.22 

Data Overload 
9.92 6.69 -16.61 -4.31 -2.72 7.02 -5.61 -3.97 9.58 

Voice Overload 
-10.06 -9.04 19.10 4.94 3.97 -8.92 5.11 5.07 -10.18 

Voice & Data Overload 
9.89 6.61 -16.50 -4.07 -2.61 6.69 -5.82 -4.00 9.82 

SSY SSO SSA SSB SSC SSAB SSAC SSBC SSABC SST SSE 
20960343.31 20358338 00 490299.22 1917918 8837.24 30472 53 1844896 11995.60 1 2819 29 602005 81 990 3 73 

Var Due to 
Var Due to Var Due to Allocation 

Var Due to Var Due to Workload & Workload 8 Granularity 8 
Var Due to Allocation Monitoring A Ho cat i on Monitoring Monitoring Var Due to All Var Due to 
Workload Granularity Period Granularity Peiiod Period Factors En oi 

81.44% 3.19% 1.47% 5.06% 3.06% 1.99% 2.13% 1.65% 



Table B.50. SIPRNET Circuit Queuing Delay Data — DBA-1

Table B.51. SIPRNET Circuit Queuing Delay Means — DBA-1

Table B.52. SIPRNET Circuit Queuing Delay Standard Deviations — DBA-1

B-14

Allocation Gi.inul.uity: 11 kbps All... .Him. i.i I.iiity:   1? kbps Allocation '.i.iiiiil.iiiiy 64 kbps 

Monitoring MonitoiiiHj MonitoiiiHj MonitoiiiHj MonitoiiiHj MonitoiiiHj MonitoiiiHj MonitoiiiHj MonitoiiiHj 

Offered Lo.nl Peiioil (5) Peiioil (10) Peiioil (50) Peiioil (5| Peiioil (101 Peiioil (50) Peiioil (5) Peiioil (10) Peiioil (50) 

0 29 0 31 0 42 0 29 0 29 0 3! 0 23 0 2'? 0 29 

0 30 0 32 i 40 0 29 0 30 0 31 0 23 0 29 0 29 
All Circuits Underload 0 28 0 29 0.36 0 28 0 2'? 031 0 28 029 0 29 

0 28 0 31 031 029 0 29 0 30 0 28 029 0 29 

0 30 0 30 0.44 0 29 0 30 0 3! 0 28 0 29 0 29 

0 27 0 27 0 27 0 26 0 27 0 27 0 27 0 23 0 23 

027 027 027 0 27 027 0 27 027 0 23 0 23 

Data Overload 027 0 27 027 0 27 0 27 0 27 027 0 23 0 23 

0 27 027 027 0 26 027 0 27 027 0 23 0 23 

0 27 0 27 0 27 0 27 0 27 0 27 0 27 0 23 0 28 
ii .1 0 41 0 50 0 39 0 39 0 41 0 33 0 33 0 33 

0 42 042 l 4M 0 38 0 39 n .111 038 038 0 33 

Voice Overload 0.41 041 051 0 33 0 38 0 42 0 33 0 33 039 
0 42 0 42 0 50 0 33 0 39 0 43 0 33 038 038 
0 42 0 42 i 45 0 39 0 39 0 39 0 37 0 33 0 33 

0 37 0 36 0 35 0 36 0 36 0 35 0 37 0 37 0 36 

037 0 36 0 35 0 37 0 36 0 35 037 0 37 0 35 
Voice. & Data Overload 037 0 36 0 35 0 37 0 37 0 35 037 037 0 36 

037 0 36 0 35 0 36 0 36 0 35 037 0 37 0 36 

0 37 0 36 0 35 0 37 0 36 0 35 0 V 0 37 0 36 

o«eie<IM>ail 

Allocation Gi.inid.nity: iHi|is Allocation Gi.inil.nlty: 3?M>ps Allocation Gi.inid.iiHv 64 Mips 

Bo« sun 
Rom 
Mean 

ROM 

EHect 
MdllOlilMJ 
Peiial |S| 

MMätoriiKj 
Peiioil |10| 

Moiitodiiij 
Peiiod|50| 

Motiitoiing 
Peiio.11',] 

rVbuiloHiKj 
Peiioil |10| 

MoiitoiiiKj 
Peik>d(»| P..„,:.H'.j 

Moii taint) 
Pe.io.Mioi 

'. V H III | 

Peiio<l|50| 

«1 Circuits UrxMoad 
029 0.30 0.36 0.23 029 0 51 0 28 0.29 0.29 2.73 0.X -005 

>«aO«load 
021 0.27 0.27 0.27 0.27 0.27 0 27 0.28 0.28 2.4S 0.27 •0.06 

/oceOvalood 
0.42 0.42 0.49 0.39 0.39 0.41 0.36 0.38 0.36 3.6S 0.41 0.07 

Voces Data Overtoad 037 0.36 0.35 0.37 0 36 OX 0.37 0 57 0.36 3.25 0.36 0 05 
CdunnSum 
Cdunii Me MI 

Cc*m>iE«ect 

1 34 
034 

35.42 

1.36 
0.34 

35.41 

1.50 
0.37 

35.38 

1.X 
0.33 

-35.43 

1.32 
0.33 
35.42 

1 34 
0.33 
35 42 

1.30 
0.32 

-35 43 

1.31 
033 

35.42 

1.31 
0.33 

35.42 

12.07 
0.34 

Allocation Giannlaiity: 8 kbps Allocation Giannlaiity 32 kbps Allocation Giannlaiity 64 kbps 

MonitoiiiHj MonitoiiiHj MonitoiiiHj MonitoiiiHj MonitoiiiHj MonitoiiiHj MonitoiiiHj MonitoiiiHj MonitoiiiHj 

Offeieil Lo.nl Peiioil (5) Peiioil 110) Peiioil |50) Peiioil |5) Peiioil (10) Peiioil (50) Peiioil |5) Peiioil (10) Peiioil (50) 

System Underload 
0 009 0 00? 0 053 0 003 IUM.: .Mill.'. 0 00! 0 001 0 000 

Data Overload 
0 001 0 00! 0 00! 0 000 0 001 0 002 0 001 0 000 0 002 

Voice Overload 
0 005 0 008 0 02! 0 004 0 005 0 0I5 0 00! 0 002 0 005 

Voice & Data Overload 
0 00! 0 001 0001 0 00! 0001 0 001 0001 0 00! 0003 



Table B.53. SIPRNET Circuit Queuing Delay Difference Data — DBA-1

Table B.54. SIPRNET Circuit Queuing Delay Difference Means — DBA-1

Table B.55. SIPRNET Circuit Queuing Delay Difference Standard Deviations —
DBA-1

Table B.56. SIPRNET Circuit Queuing Delay Difference 90% Confidence Intervals
— DBA-1

B-15

Allocation Granularity: 8 klips Allocation Granularity 32 kbps Allocation Granulaiity 64 kbps 
Monitoiing Monitoiing Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoiing 

Offered Load Peiiod |5| Peiiod |10| Period (50) Peiiod (5) Period (10) Period (50) Period (5) Period (10) Period (50) 
-373.31 -373.29 -373.17 -373.31 -373.31 -373.29 -373.31 -373.31 -373.31 
-373.08 -373.06 -372.98 -373.09 -373.08 -373.06 -373.09 -373.09 -373.09 

System Underload -373.71 -373.70 -373.64 -373.71 -373.70 -373.68 -373 71 -373.70 -373.70 
-373.40 -373.38 -373.38 -373.40 -373.39 -373.39 -373.40 -373.40 -373.40 
-373.18 -373.18 -373.04 -373.19 -373.18 -373.17 -373 19 -373.19 -373 19 
-398.68 -398.68 -398.68 -398.68 -398.68 -398.68 -398.68 -398 67 -398 67 
-399.14 -399.14 -399.14 -399.14 -399.14 -399 13 -399 13 -399.13 -399.13 

Data Overload -398.81 -398.81 -398.81 -398.81 -398.81 -398.81 -398.81 -398 80 -398.80 
-399.15 -399.15 -399.15 -399 15 -399.15 -399.15 -399.15 -39914 -399.14 
-398 88 -398 88 398 87 -398 88 -393 37 -393 87 -393 87 ■393 87 ■393 87 
-373 19 -373 21 17 3 11 -373 23 173 23 -373.21 -373 34 -373 24 ■373 33 
-373.23 -373.22 -373.16 -373.26 -373.26 -373.25 -373.27 -373.27 -373.27 

Voice Overload -37339 -373.39 -373.30 -373.42 -373.43 -373.39 -373.43 -373.43 -373.42 
-373.33 -373.33 -373.25 -373.37 -373.36 -373.33 -373.38 -373.37 -373.38 
-373.31 -373.31 -373.28 -373.34 -373.34 -373.35 -373.36 -373 35 -373.35 
-398.70 -398.71 -398.72 ■398.71 -398.71 -398.72 -39870 -398.70 ■393 71 
-398.95 -398.96 -398.97 -398.95 •398.96 -398 97 -398.95 -398.95 -398.96 

Voice & Dala Overload -398.64 -398.64 -398.66 198.64 •398.64 -398 66 -398.64 -398.64 -398.65 
-399.02 •399.02 -399.03 ■ I99 02 -399.02 -399.03 -399.02 -399.02 -399.03 
-398.76 -398.76 -398.77 -398.76 -39876 -398.77 -398.75 -398 76 -398 77 

Offered Load 

Allocation Granularity: 8 klips Allocation Giannlaiity 32 klips Allocation Giannlaiity 64 kbps 
Monitoring 
Period (51 

Monitoring 
Period (10) 

Monitoring 
Peiiod (50) 

Monitoiing 
Peiiod (5) 

Monitoring 
Period (10) 

Monitoiing 
Peiiod (50) 

Monitoiing 
Peiiod |5| 

Monitoiing 
Peiiod (10) 

Monitoiing 
Peiiod (50) 

System Underload 
-373.34 -373.32 -373.24 -373.34 -373.33 -373.32 -373 34 -37334 -373.34 

Data Overload 
-398.93 -398.93 -398.93 -398.94 -398.93 -398.93 -398.93 •398.92 -398.92 

Voice Overload 
-373.29 -373.29 -373.22 373 3! -373.32 -373.30 -373.34 -373.33 -373 33 

Voice & Data Overioad 
-398.82 -398.82 -398.83 -398.82 -398.82 -398.83 -398.81 -39881 -398 82 

Allocation Giannlaiity: 8 kbps Allocation Granularity 32 kbps Allocation Granularity 64 kbps 
Monitoiing Monitoiing Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring 

Offeted Load Peiiod (5) Peiiod (10) Peiiod (50) Peiiod (5) Period (10) Period (50) Period (5) Period (10) Period (50) 

System Underload 
0.244 0.244 0.268 0.238 0.239 0.237 0.236 0.236 0.236 

Data Overload 
0.207 0.206 0.207 0.207 0.207 0.207 0.207 0.206 0.205 

o::e Overload 
0.082 0.076 0.081 0.078 0.080 0.075 0.077 0.077 0.076 

Voice & Data Overioad 
0.164 0.164 0.163 0.163 0.163 0.163 0.163 0163 0.165 

Offered Load 

Allocation Giannlaiity: 8 kbps Allocation Giannlaiity: 32 kbps Allocation Giannlaiity: 64 kbps 
Monitoiing 
Peiiod (5) 

Monitoring 
Period (10) 

Monitoiing 
Peiiod (50) 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

System Underload 
-373.57 
-373.10 

-373.55 
-373.09 

-373.50 
-372.99 

-373.57 
-373.11 

-373.56 
-373.10 

-373.54 
-373.09 

-373.57 
-373.12 

-373.56 
-373.11 

-373.56 
-373.11 

Data Overload 
-399.13 
-398.74 

-399.13 
-398.73 

-399.13 
-398.73 

-399.13 
-398.74 

-399.13 
-398.73 

-399.13 
-398.73 

-399.12 
-398.73 

-399.12 
-398.73 

-399.12 
-398.72 

Voice Overload 
-373.37 
-373.21 

-373.37 
-373.22 

-373.30 
-373.14 

-373.40 
-373.25 

-373.40 
-373 25 

-373.38 
-373.23 

-373.41 
-373.26 

-373.41 
-373.26 

-373.40 
-373 26 

Voice & Data Overload 
-398.97 
-398.66 

-398.97 
-398.66 

-398.98 
-398.67 

-398.97 
-398.66 

-398.97 
-398.66 

-398.98 
-398.67 

-398.97 
-398.66 

-398.97 
-398.66 

-398.98 
-398.67 



Table B.57. SIPRNET Circuit Queuing Delay Main Effects — DBA-1

Table B.58. SIPRNET Circuit Queuing Delay Second Order Interaction Effects —
DBA-1

Table B.59. SIPRNET Circuit Queuing Delay Third Order Interaction Effects —
DBA-1

Table B.60. SIPRNET Circuit Queuing Delay Analysis of Variance — DBA-1

B-16

Variable 

Factor Designation Level 1 Level 2 Level 3 Level 4 

Workload A -0.03 -0.06 0.07 0.03 

Allocation Granularity B 0.01 -0.01 -0.01 N/A 

Monitoring Period C -0.01 0.00 0.01 N/A 

Allocation 

Gi.iiiiil.iiity(B) WoiHo.id 'Ai 

' ■■■•]•'■ l---nl 
D.il.i 

Oveiload 
Voice 

Oveiload 
Voice Data 
Oveiload 

8M>|>s 
32 kbps 
64 khps 

0.01 
0.00 

-0.01 

-0.02 
0.00 

0.01 

0 02 
-0.01 
-0.02 

-0.02 
0.00 
0.01 

Monitoring 
Peiiod (C) WoiMoad I A) 

Uiuletlo.nl 
Data 

Oveiload 
Voice 

Oveiload 
Voice Data 
Oveiload 

5s 
10 s 

50s 

-0.01 
0.00 
0.01 

0.00 
0.00 
-0.01 

0.00 
-0.01 
0.01 

0.01 
0.01 
-0.02 

MonitoiiiKj Peiiod ICI Allocation Oianulaiity (B> 
8 Mips 32 khps 64 Mips 

5s 
10 s 

50s 

-0.01 
-0.01 

0.01 

0.00 

0.00 
-0.01 

0 01 

0.00 
■0.01 

Allocation Gianulaiity: 8 khps Allocation Gianulaiity 32 kbps Allocation Gianulaiity 64 kbps 

Monitoiinij MonitoiiiKj MonitoiiiKj MonitoiiiKj MonitoiiiKj MonitoiiiKj MonitoiiiKj MonitoiiiKj Monitoiinij 

Offered Load Period (5) Period (10) Peiiod (50) Period (5| Peiiod (10| Period (501 Peiiod (5) Period (10) Peiiod (50| 

System Underload 
-0.01 -0 01 0.02 0.00 000 -0.01 0.01 0.00 -0.01 

Data Overload 
0.01 0.01 -0.02 0.00 0.00 0.01 -0.01 0.00 0.01 

Voice Overload 
0.00 -0.01 0.01 0.00 000 0.00 000 0.01 -0.01 

Voice & Data Overload 
0.01 0.01 -0.02 0.00 000 0.00 -0.01 -0.01 0.01 

SSY SSO SSA SSB SSO SSAB SSAC SSBC SSABC SST SSE 
20.84078002 20 24355738 0 481515966 0 018876171 0 009599033 0 028791473 0 016390683 0 010067255 0 01130155: 05924:2637 - iT'-vn-.::. 

Var Due to 
Var Due to V.JI Due 1c Allocation 

Var Due to Var Due to Workload & Workload 6 Granularity & 
Var Due to Allocation Monitoring Allocation Monitoring Monitoring Var Due to All Var Due to 
Workload Granularity Period Granularity Period Period Factors Error 

81.28% 3.19% 1.62% 4.86% 277% 1.70% 1.99% 2.60% 



Table B.61. Utilization Data — DBA-2

Table B.62. Utilization Means — DBA-2

Table B.63. Utilization Standard Deviations — DBA-2

B-17

Allocatio II Gianulaiity 8 klips Allocation ' ■ i ■ 11 ■ 11.11 i ■. 32 klips Allocation Gianulaiity 64 klips 
MoniloiiiKj Monitoring Monitoiiiiij MonitoiiiKj Monitoiiiiij Monitoiiiiij Monitoiiiiij Monitoiiiiij Monitoiiiiij 

Otfeieil Load Period |5| Period (10) Period (50) Period |5| Period (10) Period (50) Period (5) Period (10) Period (50) 
19.50 19 37 19 49 19.50 19.50 |yjM 19.97 19.50 19.49 
21.12 20 88 21 12 21.12 21.12 21 12 20 88 21 12 21.12 

System Underload 17.96 17.92 17.94 17.96 17.96 17.96 17.92 17.96 17.96 
18.59 18.96 18.59 ' J 59 18.60 18.59 18.96 I8.6C 18.60 
20.37 19 30 20.34 20.37 20.37 20.37 19 30 20.37 20.37 
49.30 48.65 46.83 50.11 47.91 47.18 46.85 46.15 45.29 
48.93 49.12 47.03 50.54 48.58 47.33 47.40 45.93 46.63 

Data Overload 50.20 48.43 48.85 50.18 48.29 48.85 47.75 46.45 45.91 
49.16 48.87 49.06 48.43 48.65 49.06 47.11 45.87 45.92 
50.41 48.48 47.44 49.66 49.54 47.44 46.49 47.75 44.70 
29.09 28.32 28.32 28.73 28.91 27.31 27.55 27.48 27.50 
28.52 28.98 28.03 29.81 28.52 27.99 27.43 26.77 27.80 

Voice Overload 29.86 27.85 2824 29.50 27.23 27.35 27 79 27.82 27.56 
29.22 29.09 28.24 29.70 28.81 28.20 27.54 27.88 27.14 
29.45 28.79 27.80 30.51 29.43 27.84 27.42 28.54 26.74 
47.32 47 06 48 61 47.11 46.41 48 61 46.52 46.03 46.39 

Voice & Data 
Overload 

47.64 46.37 47.39 47.22 46.53 47.85 45.81 46.16 46.99 
47.74 46.57 47.58 47.30 46.72 47.85 45.55 44.69 47.15 
46.67 46 23 48.32 47.82 47.55 48.32 46.18 46.86 46.78 
47.31 46.45 47.44 47.35 47.12 47.44 46.41 46.39 46.41 

Offered Load 

Allocation Gianulaiity: 8 Mips Allocation Gianulaiity:  32 kli|>s Allocation Gianulaiity: 64kl)|>s 

Row Sum 
Row 
Mean 

Row 
Effect 

Monitoring 
Period 151 

Monitor ii MI 
Period 1101 

Monitoring 
Period 1501 

Monitoring 
Period 15| 

Monitoring 
Period 1101 

Monitoring 
Period 1501 

Monitoring 
Period 451 

Monitoring 
Period 1101 

Monitoring 
Period 1501 

System Undeiload 

Data Overt oad 

Voice Overt oad 

Voice Ä Data 
O'eHoad 

19.51 

49.60 

29.23 

47.34 

19.40 

48.71 

28.60 

46.54 

19.49 

47.84 

28.12 

47.87 

19.51 

49.78 

29.65 

47.36 

19.51 

48.59 

28.58 

46.87 

19.51 

47.97 

27.74 

48.01 

19.40 

47.12 

27.55 

46.09 

19.51 

46.43 

27.70 

46.03 

19.51 

45.69 

27.35 

46.75 

175.36 

431.74 

254.52 

422.85 

19.48 

47.97 

28.28 

46.98 

-16.20 

12.29 

-7.40 

11.30 
Column Sum 
Column Mean 
Column Effect 

145.68 
36.42 
0.74 

143.25 
35.81 
0.13 

143.33 
35.83 
0.15 

146.30 
36.58 
0.90 

143.55 
35.89 
0.21 

143.23 
35.81 
0.13 

140.17 
35.04 
-0.64 

139.67 
34.92 
-0.76 

139.30 
34.82 
-0.86 

1284.47 
35.6« 

Allocation Gianulaiity 8 klips Allocation Giamilaiity 32 klips Allocation Gianulaiity 64 klips 

Monitoiiiiij Monitoiiiiij Monitoiiiiij Monitoiiiiij Monitoring Monitoiiiiij Monitoiiiiij Monitoiiiiij Monitoiiiiij 
Offered Load Period |5| Period (10) Period (50) Period (5) Peiiod (10) Period (50) Peiiod (51 Period (101 Peiiod (50) 

System Underload 
1.283 1.109 1.284 1.284 1.282 1.282 1.109 ' 282 1.282 

Data Overload 
0.664 0.284 1.042 0.819 0.603 0.906 0.484 0.771 0.730 

Voice Overload 
0.493 0.515 0.211 0.640 0.824 0.394 0.147 0.647 0.412 

Voice & Data 
Overload 0 419 0.319 0.559 0.270 0.465 0.456 0.406 0.811 0.341 



Table B.64. Utilization Difference Data — DBA-2

Table B.65. Utilization Difference Means — DBA-2

Table B.66. Utilization Difference Standard Deviations — DBA-2

Table B.67. Utilization Difference 90% Confidence Intervals — DBA-2

B-18

Allocation Granularity II klips Allocation Granularity 32 khps Allocation Granularity I.I klips 

Mnnitoiinij Mnnitoiinij Mnnitoiinij Mnnitoiinij Monitoring Monitoring Mnnitoiing Mnnitoiing Monitoring 
Offeiecl Lo.nl Peiiod (5) Period (10) Period |50| Peiiod |5| Period (101 Period (501 Peiiod (5) Peiiod (10) Period (501 

6.28 6.76 6 28 8 28 6 23 6.28 676 6 28 6 28 
7 89 7.65 7.89 7 89 7 89 7.89 765 7 89 7.89 

System Underload 4.62 4.57 4.60 4.82 462 4.62 457 462 4.62 
5.28 5.65 5.28 5.27 528 5.28 565 528 5.28 
7.21 6.13 7.18 721 7.21 720 613 7.21 7.21 
19.73 19.08 17.26 20.54 1834 17.61 1728 16.58 15.72 
19.47 19.66 17.57 21.08 1913 17.87 1794 16.48 17 18 

Data Overload 20.63 18.86 19.27 20.60 1872 19.27 1817 16.87 16.34 
19.58 19.28 19 48 18.84 1907 19.48 17 53 16.29 16.34 
20.94 19.01 17.97 20.18 20.06 17.97 17.02 18.28 15.23 
8.79 8.03 8.03 8.44 862 7.02 726 7.19 7.21 
8.18 8.63 7.68 9.46 8.18 7.65 7.08 6.42 7.45 

Voice Overload 9.45 7.44 7.83 9 09 6.82 6.94 7.38 7 41 7.15 
8.79 8.65 7.80 9.26 8.37 7.76 7.11 7.45 6.70 
9.10 8.43 7.45 10 IS 9.08 7.48 7.07 8.19 6.39 
10.54 10.28 11.83 10 33 9.63 11.83 9.74 9.25 9.61 

Voice & Data 
Overload 

11.07 9.81 10.82 iijffi 9.96 11 2: 9.24 9.59 10.42 
11.24 10.06 11.08 10 80 10.21 11 34 9.05 8 18 10.65 
10.16 9.72 11.80 11 30 11.04 •• :3 9.67 10.35 10.27 
10.74 9.88 10.87 10 70 10.55 10.87 9.84 9.82 9.84 

Ottered Load 

Allocation Granularity II khps Allocation Granularity 32 khps Allocation Gianularlty 64 khps 

Monitoiing 
Peiiod (5) 

Monitoiing 
Peiiod (10) 

Monitoiing 
Peiiod (50) 

Monitoiing 
Peiiod (51 

Monitoiing 
Peiiod (101 

Monitoring 
Period 1501 

Monitoring 
Period (5) 

Monitoiing 
Peiiod (101 

Monitoiing 
Peiiod (50I 

System Underload 
6.26 6.15 6.24 626 6.26 6.26 6.15 6.26 6.26 

Data Overload 
20.07 19.18 18.31 20.25 19.06 18.44 17.59 16.90 16.16 

Voice Overload 

Voice & Data 
Overload 

8.86 

10.75 

8.24 

9.95 

7.76 

11.28 

9.28 

10.77 

821 

1028 

737 

11.43 

718 

951 

7.33 

944 

6.98 

10.16 

Allocation Granularity 8 khps Allncation Granularity 32 khps Allocation Gianulaiity 64 klips 

Monitoiing Mnnitniing Mnnitnring Monitoring Monitoring Monitoiing Monitoring Monitoiing Monitoiing 
Ottered Load Peiiod (5) Perind (10) Perind (50) I'eiind I'u Peiiod |10) Period (50) Peiiod (5) Peiiod (101 Peiiod (50| 

System Underload 
1.343 1.156 1.343 1.344 1.342 1.342 1.156 1.342 1.341 

Data Overload 
0.669 0.310 1.006 0849 0.643 0 887 0470 0.799 0.7 15 

Voice Overload 
0.471 0.512 0.213 0623 0850 0 371 0.133 0.634 0.427 

Voice & Data 
Overload 0.428 0.223 0.499 0352 •'.:■ 0399 ■■ 0.808 0.425 

Offeied Load 

Allocation Gianulaiity: 8 klips Allocation Gianulaiity: 32 khps Allocation Gianulaiity: 64 klips 

Monitoiing 
Peiiod (5) 

Monitoiing 
Peiiod (10) 

Monitoiing 
Peiiod (501 

Monitoiing 
Peiiod (5) 

Monitoiing 
Peiiod (10) 

Monitoiing 
Peiiod (50) 

Monitoring 
Period (5) 

Monitoiing 
Peiiod (10) 

Monitoiing 
Peiiod (50) 

System Underload 
4.98 
7.54 

5.05 
7.25 

4.96 
7.52 

4.98 
7.54 

4.98 
7.54 

4.98 
7.53 

5.05 
7.25 

4.98 
7.54 

4.98 
7.54 

Data Overload 
19.43 
20.71 

18.88 
19.47 

17.35 
19.27 

19.44 
21.06 

18.45 
19.68 

17.61 
19.27 

17.14 
18.04 

16.14 
17.66 

15.46 
16.86 

Voice Overload 
8.41 
9.31 

7.75 
8.73 

7.55 
7.96 

8.69 
9.88 

7.40 
9.02 

7.02 
7.73 

7.05 
7.31 

6.73 
7.93 

6.57 
7.39 

Voice & Data 
Overload 

10.34 
11.16 

9.73 
10.16 

10.80 
11.76 

10.44 
11.11 

9.76 
10.79 

11.05 
11.81 

9.18 
9.83 

8.67 
10.21 

9.75 
10.56 



Table B.68. Utilization Main Effects — DBA-2

Table B.69. Utilization Second Order Interaction Effects — DBA-2

Table B.70. Utilization Third Order Interaction Effects — DBA-2

Table B.71. Utilization Analysis of Variance — DBA-2

B-19

Variable 
Factor Designation Level 1 Level 2 Level 3 Level 4 

Workload A -16.23 12.29 -7.37 11.30 
Allocation 
Granularity B 0.34 0.41 -0.75 N/A 

Monitoring Period C 0.33 -0.14 -0.19 N/A 

Allocation 
Granularity iBi WoiWoacHAI 

U nil ei lo.id Data Voice Voice Data 
8 kbps 

32 kbps 
64 kbps 

-0.36 
-0.39 
074 

0 40 
0.40 
-0.80 

0.03 
-0.03 
0.00 

-0 08 
0.02 
0 06 

Monitoring 
Period (C) Woikload (At 

Uiiileilo.nl Data Voice Voice D.it.i 
5S 

10 s 
50 s 

-0 34 
0.13 
0.21 

0 5 3 
0.08 
-061 

0 20 
0.15 
-0.35 

-0.38 
-0.37 
0.75 

Monitoring 
Period <C| Allocation Gt.inul.itity (Bl 

8 kbps 32 kbps 64 kbps 
5s 
10 s 
50 s 

007 
-0.07 
0.00 

0.15 
-0.06 
-0.09 

-0.22 
0.13 
0.09 

Allocation Granularity 8 kbps Allocation Gianulaiity 32 kbps Allocation Gianulaiity 64 kbps 

Monitoring Monitoiintj Monitoring Monitoring Monitoiinij Monitoring Monitoring Monitoring Monitoring 
Offeied Load Peiiod (1» Period |10| Peiiod |50| Peiiod (5) Peiiod (10) Period |50| Period |5| Period | lot Period |50| 

System Underload 
-0.02 0.01 0.00 -0.14 0.07 0.07 0.16 -0.08 -0.07 

Data Overload 
-0.04 0.12 -0.07 -0.02 -0.07 0.08 0.06 -0.05 -0.01 

Voice Overload 
-0.02 0.01 0.01 0.31 -0.03 -0.28 -0.29 0.02 0.27 

Voice & Data 
Overload 008 -0.14 0.06 -0.15 0 02 0.13 0.08 0.11 -0.19 

SS ( SSO SS A SSB SSC SSAB SSAC SSBC SSABC SST SSE 
256177.63 229148.62 26843.49 51.11 10.03 27.18 28.08 2.33 2.87 27029.01 63.93 

VarDueto 
Var Due to VarDueto Allocation 

Var Due to Var Due to Workload & Workload & Granularity 6 
VarDueto Allocation Monitoring Allocation Monitoring Monitoring Var Due to All Var Due to 
Workload Granularity Period Granularity Period Period Factors Erroi 

99 31% 0 i 9% 0 04 % 0 ! 0% 0 10% 0 01 % n ui% 0 24% 



Table B.72. Voice Circuit Queuing Delay Data — DBA-2

Table B.73. Voice Circuit Queuing Delay Means — DBA-2

Table B.74. Voice Circuit Queuing Delay Standard Deviations — DBA-2

B-20

Alloc.ilioi Gi.iniil.il ity: 8 klips Allocation Granularity 32 klips Allocation Granularity 64 klips 

MoilitOlilKJ Monitoring MonitoiiiKj Monitoiiinj MonitorirKj MonitorirKj MonitoiiiKj MonitoiiiKj MonitoiiiKj 

Off ei eel Load Period |5| Peiiocl (10) Period (501 Period (51 Period (10) Period (50) Period (51 Period (10) Period (50) 

317 18 274 :•{ 266 44 260 27 261 33 25' 257.93 252 82 260 21 

317.10 283 82 38841 265 20 262 53 300 68 259.06 256 63 274 38 

Syslem Underload 29673 275 36 413.38 251.22 252.40 307 61 252 93 250 54 259 26 

306 91 275.10 282 69 254 81 254 93 264.84 255 06 250.78 256 88 

325 75 277 75 268 44 260 95 263 14 26/.61 255 57 254 49 262 16 
362.54 394 78 696.76 371 04 392.61 660 13 324 4 1 337.97 44843 
158 97 407.14 668.17 379 57 397.43 732 94 530 53 338.12 429.52 

Dala Overload 379 37 394 82 731.73 381.20 393.08 731.73 332 40 341.90 415.13 

65.56 401.67 767.90 362 03 391.64 767.90 323 43 337.14 442.91 
379 1 3 401 ''II 687 26 367 11 413.01 687 26 334.86 343.27 460 49 

219 25 226 17 346 75 221 07 231 64 264 65 239 14 252 80 329 21 

217.48 229 06 270.62 224.18 231.16 328 39 239 21 250.76 331 51 
Voice Overload 221.95 227.04 284.00 224.32 224.52 09.26 239 00 254.34 320 76 

220 31 226 54 261.73 225 29 231.77 311.31 237.48 249.31 351.51 

220 55 .'. 4 292 26 226 92 230 67 122.38 239 16 260 ' ■a 17 4 I 

312.66 353.66 621 34 311.31 351 98 621 34 31; : 364 i !6 576.93 
116 82 345.88 568 43 310.04 146.20 578  8 314.89 358.89 604 23 

Voice & Dala Overload 314.10 354.85 577.60 313.76 356 35 618 88 31853 346.09 566 75 
307.94 343 96 591.65 312.90 359 09 591.65 320.81 362.19 552 12 

315 31 353 16 553.96 31028 360 85 553 96 322 00 366.61 54875 

Ofleied Load 

Allocation GmutanV IMipa Atocalon Gianulaiity: 32 hop* A»oc.iOoiiGi.ii«ilaiHy-. MMp« 

Row Slill 
Bow 
Mean 

Row 
Elfe« 

MonitoiiiMj 
Period (5) 

Ho.uloii.iij 
Peno.l (HU 

Moiritoriiiu 
Peiiocl (501 

Mtmfl in 
Period IS) 

*M*torinci 
Pmoihioi 

MonKoiino; 
Period 15(1 

Horttoiing 
Peiioil ISI 

Monitoring 
Peli.xl.Hll 

Monitoring 
Peno.lcWl 

System Underload 
312.74 277.36 323.87 258.49 258.87 279.70 255.11 253.05 262.58 2482.76 275.86 -74.99 

3ataO\erioad 
339.11 399.94 710.36 372.19 397.55 715.99 323.13 339.63 439.30 4073.26 452 58 101.73 

Voice 0\ertoad 
219.90 227 73 291.07 224 36 229.95 307.20 233.80 253.59 328 08 2320.67 257 85 -93.00 

Voice« Data0*1 oad 
'■!i 3 n 350 30 582.59 ill 66 ■;■'.! 89 59284 318.84 ; )' 569 76 (75 ; 98 417 II 66.26 

Column Sun 
CotuniiMe«! 
Cotunii Effect 

1215.12 
303.78 
-47.07 

1255 33 
313.83 
3702 

1907.90 
476.98 
126.12 

1166 69 
29167 
-5918 

1241.27 
310.32 
-40.54 

1895.72 
47393 
Ij.i'. : 

1142.86 
285.72 
-65.13 

1205.05 
301.91 
-49.34 

1599.71 
39993 

1263068 
3S».«S 

Offeied Load 

Allocation Gianulaiity: 8 klips Allocation Gianulaiity: 32 klips Allocation Gianulaiity: 64 klips 

MonitoiiiKj 

Period (5) 

MonitoiiiKj 

Period (10) 

MonitoiiiKj 

Period (50| 

MonitoiiiKj 

Period (5) 

MonitoiiiKj 

Period (10) 

MonitoiiiKj 

Period (50) 

MonitoiiiKj 

Period (5) 

MonitoiiiKj 

Period (10) 

MonitoiiiKj 

Period (50) 

Syslem Underload 

Data Overload 

Voice Overload 

Voice & Data Overload 

11.159 

9.542 

1.664 

3.400 

3.801 

5.234 

1.626 

4.997 

71.140 

19.580 

13.283 

25.636 

5.490 

8.155 

2.135 

1.630 

4.S73 

8.921 

3.069 

5.901 

22.738 

42.356 

25.054 

28.341 

2.426 

5.006 

0.740 

2 750 

2.569 

2.721 

4.431 

8.164 

6.866 

17.502 

16.145 

22 367 



Table B.75. Voice Circuit Queuing Delay Difference Data — DBA-2

Table B.76. Voice Circuit Queuing Delay Difference Means — DBA-2

Table B.77. Voice Circuit Queuing Delay Difference Standard Deviations — DBA-
2

Table B.78. Voice Circuit Queuing Delay Difference 90% Confidence Intervals —
DBA-2

B-21

Alloc.iiim i.i.inul.iiity: 8 klips Allocation Giannlaiity 32 kbpa Allocation Giannlaiity G4 klips 
Mniiitniinij Moiiitoiimj Mniiilniiinj Monitoiiiiij Monitoiiny r.l.. 11 it.. I i 11. | Monitoiiny Monitoiiny Monitoiiny 

Offeied Load Peiiod (5) Peiiod (10) Peiiod (50) Peiiod (5) Peiiod (10) Peiiod (50) Peiiod (5) Peiiod (10) Peiiod (50) 
56.95 14.52 6.20 0.04 1.09 -2.48 -2.31 -7.41 -0.02 
56.77 23.49 128.08 4.87 2.20 40.35 -1.27 -3.70 14.05 

System Underload 36.32 14.95 152.97 -9.19 -8.01 47.20 -7.48 -9.87 -1.15 
46.87 15.03 22.62 -5.26 -5.14 4.77 -5.02 -9.30 -3.19 
65.29 17.29 7.98 0.49 2.68 7.14 -4.90 -5.97 1.70 
102.09 134.33 436.31 110.58 132.15 399.67 63.96 77.52 187.98 
98.91 147.09 408.11 119.52 137.38 472.89 70.48 78.07 169.47 

Data Overload 118.75 134.19 471.11 120.57 132.46 471.11 71.78 81.28 154.51 
105.50 141.61 507.84 101.97 131.58 507.84 63.37 77.09 182.85 
118.66 140.85 426.79 106.64 152.54 426.79 74.40 82.81 200.03 
-89.76 ■82 84 37.74 -87.94 -77.37 -44.36 -69.87 -56.21 20.20 
-91.92 -80.33 -38.77 -85.22 -78.24 18.99 -70.19 -58.63 22.11 

Voice Overload -86.96 -81.87 -24.91 -84.59 -84.39 0.35 -69.91 -54.57 11.85 
-88.96 -82.73 -47.54 -83.97 -77.49 2.05 -71.78 -59.95 42.24 
-88.60 -79.31 -16.89 -82.24 -78.48 13.23 -70.00 -48.42 -1.74 
3.43 44.43 312.11 2.08 42.75 312.11 8.75 55.63 267.71 
7.55 36.61 259.15 0.76 36.93 269.09 5.62 49.62 294.96 

Voice & Data Overload 4.64 45.39 268.14 4.30 46.89 309.42 9.07 36.63 257.29 
-1.38 34.65 282.34 3.59 49.78 282.34 11.50 52.88 242.81 
5.83 43.68 244.48 0.80 51.37 244.48 12.52 57.14 239.27 

Allocation Giannlaiity: 8 khps Allocation Giannlaiity 32 klips Allocation Giannlaiity 64 klips 
Monitoiiny Monitoiiny Monitoiiny Monitoiiny Monitoiiny Monitoiiny Monitoiiny Monitoiiny Monitoiiny 

Offeied Load Peiiod (5) Peiiod (10) Peiiod (50) Peiiod (5) Peiiod (10) Peiiod (50) Peiiod (5) Peiiod |10) Peiiod (50) 

System Underload 
52.44 17.06 63.57 -1.81 -1.43 19.40 -4.19 -7.25 2.28 

Data Overload 
108.78 139.61 450.03 111.86 137.22 455.66 68.80 79.35 178.97 

Voice Overload 
-89.24 -81.42 -18.07 -84.79 -79.20 -1.95 -70.35 -55.56 18.93 

Voice & Data Overload 
4.02 40.95 273.24 2.31 45.54 283.49 9.49 50.38 260.41 

Allocation Giannlaiity: 8 klips Allocation Giannlaiity 32 klips Allocation Giannlaiity 64 klips 
Monitoiiny Monitoiiny Monitoiiny Monitoiiny Monitoiiny Monitoiiny Monitoiiny Monitoiiny Monitoiiny 

Offeied Load Peiiod (5) Peiiod (10) Peiiod (50) Peiiod (5) Peiiod |10) Peiiod (50) Peiiod (5) Peiiod |10) Peiiod (50) 

System Underload 
11.126 3.757 71.085 5.469 4.834 22.666 2.455 2.515 6.819 

Data Overload 
9.352 5.447 39.598 8.080 8.874 42.504 4.896 2.540 17.524 

Voice Overload 
1.810 1.547 33.392 2.081 2.944 24.944 0.812 4.504 16.067 

Voice & Data Overload 
3.377 4.947 25.716 1.606 5.825 28.380 2.687 8.204 22.434 

Offeied Load 

Allocation Giannlaiity: 8 klips Allocation Granularity: 32 klips Allocation Giannlaiity: 64 klips 
Monitoiiny 
Peiiod (5) 

Monitoiiny 
Peiiod (10) 

Monitoiiny 
Peiiod (50) 

Monitoiiny 
Peiiod (5) 

Monitoiiny 
Peiiod (10) 

Monitoiiny 
Peiiod (50) 

Monitoiiny 
Peiiod (5) 

Monitoiiny 
Peiiod (10) 

Monitoiiny 
Peiiod (50) 

System Underload 
41.83 
63.05 

13.47 
20.64 

■4 21 
131.35 

-7.02 
3.40 

-6.04 
3.17 

-2.21 
41.01 

-6.53 
-1.85 

-9.65 
-4.85 

-4.23 
8.78 

Data Overload 
99.87 
117.70 

134.42 
144.81 

412.28 
487 79 

104.15 
119.56 

128.76 
145.68 

415.13 
496.19 

64.13 
73.47 

76.93 
ill 77 

162.26 
195.68 

Voice Overload 
-90.97 
-87.51 

82 89 
-79.94 

-49.91 
13.76 

-86 77 
-82.81 

-82.00 
-76.39 

-25.73 
21.83 

-71.12 
-69.57 

■59 85 
-51.26 

3.61 
34.25 

Voice & Data Overload 
0.80 
7.24 

36.23 
45.67 

248.72 
297 76 

0.78 
3.84 

39.99 
51.10 

256 43 
310 55 

6.93 
12.05 

42.56 
58.20 

239.02 
28180 



Table B.79. Voice Circuit Queuing Delay Main Effects — DBA-2

Table B.80. Voice Circuit Queuing Delay Second Order Interaction Effects —
DBA-2

Table B.81. Voice Circuit Queuing Delay Third Order Interaction Effects — DBA-
2

Table B.82. Voice Circuit Queuing Delay Analysis of Variance — DBA-2

B-22

Variable 
Factor Designation Level 1 Level 2 Level 3 Level 4 

Workload A -74.99 101.73 -93.00 66.26 

Allocation Granularity B 14.01 7.79 -21.80 N/A 

Monitoring Period C -57.13 -42.30 99.43 Il/A 

Allot .it ion 
•■1 ..IHll.,1 II ,   (B) WoiWo.it! (A) 

Untleilo.nl n.it.i Voice Voice/Data 
8 klips 
32 Mips 
64 kbps 

14.78 
-17.96 
3.18 

26.54 

34.87 
-61.42 

-25.63 
-11.81 
37.43 

-15.70 
-5.10 
20.80 

MonKoiiny 
Periodic» WoiHo.itl (Al 

Undetload n.it.i Voice Voice D.it.i 
5s 
10s 
50 s 

57.05 
29.53 
-86.57 

-38.65 
-31.23 
69.87 

26.96 
21.54 
-48.50 

-45.36 
-19.84 

65.20 

Monitoring Petiod |C» Allocation Granularity <B» 
8 klips 32 klips C4 klips 

5 s 
10s 
50 s 12 69 

-9.84 
-6.03 
15.86 

13.79 
14.76 

Allocation Granularity: 8 klips Allocation Granularity 32 klips Allocation Giamilaiity 64 klips 
f.I > 11 i i • -1 iii | Monitoring Monitoiintj Monitoiintj Monitoiintj Monitoring Monitoiintj Monitoring Monitoiintj 

Offeied Load Peiiod (5) Peiiod (10) Peiiod (50) Peiiod (5) Peiiod (10) Peiiod (50) Peiiod |5| Peiiod (10) Peiiod (50) 

System Underload 
12.12 -5.80 -6.32 2.73 11.98 -14.71 -14.85 43.18 21.03 

Data Overload 
-24.30 -10.94 35.24 -17.44 -18.14 35.58 41.74 29.08 -70.82 

Voice Overload 
7.79 10.99 -18.78 10.53 2.90 -13.43 -18.32 -13 89 32.21 

Voice & Data Overload 
4.39 5.75 -10.13 419 3.26 -7.44 -8.57 -9.00 17.58 

SSY 
25150876 40 

Var Due to 
Var Due to Var Due to Allocation 

Var Due to Var Due to Workload 8 Workload & Granularity & 
Var Due to Allocation Monitoring Allocation Monitoring Monitoring Var Due to AII Var Due to 
Workload Granularity Period Granularity Period Period Factors Error 

4361% • 47% 29 94% ■1 55% Uh-I'i 1.24% 2 65% I 36% 



Table B.83. Video Circuit Queuing Delay Data — DBA-2

Table B.84. Video Circuit Queuing Delay Means — DBA-2

Table B.85. Video Circuit Queuing Delay Standard Deviations — DBA-2

B-23

Offered Load 

Allocation Granularity: 3 kbps Allocation '.i iiniiiin . 32 M>ps Allocation Granularity 64 kbps 

Monitoring 

Period 45) 

Monitoring 

Period (10) 

Monitor ing 

Period <50> 

Monitoring 

Period (5) 

Monitoring 

Period (10) 

Monitoring 

Period (50) 

Monitoring 

Period (5) 

Monitoring 

Period (It) 

Monitoring 

Period (50) 

303.35 

252 59 

368.64 
373.41 

1995.46 

1676.96 

266.16 

27969 

342.03 
271.13 

1 808 90 
837.97 

22c 87 

228.61 
357.97 
305.32 

1655.04 
585.17 

System Underload 305.42 507.81 2558.22 306.18 306.70 778.61 226.98 421.92 280.49 

260.09 326.16 166838 255.40 345.55 1932.63 228.46 325.86 1010.54 

348 36 460 85 2257 51 3C ■ 79 -■-;-; 9: 1825 66 228.43 V 'i 1 7 ■ 37 7": 

280 67 296 34 240430 2£ 9 55 5 39 1' 3325.47 22 T 79 334 79 2033.98 

335.83 424.20 2718.66 307.85 418.29 1296.22 228.60 321.61 1038.00 
Data Overload 343 68 

310.09 

440.30 

499.34 

2579.79 

2105.24 

39000 

429.58 

631.47 

617.29 

2579 79 

2105.24 

226 46 

227.86 

446.74 

607.72 

940.83 

1603.77 

450.82 704.80 1930.49 333.04 331.15 1930.49 228.04 294.11 1331.51 

475 26 143763 4258.26 440.12 1195.57 3953 97 436.21 888.30 3904.58 

Voice Overload 
476.39 
487.27 

1099.44 

1606.58 

573331 

5125.98 

469.66 

452.40 

1417.43 
2671.39 

6940.87 

6189.54 

44765 

428.39 

949.52 

1177.93 

3416.93 

2651.19 

443 06 

485.68 

1749 26 

1622.87 

5785.14 

6508.93 

485.15 

494.32 

210437 

1 230.65 

3687 30 

4359.33 

443.22 

437.28 

1407.10 

1568.52 

3509.14 

2062.87 

814.32 1259.66 4926.38 472.01 1 460.59 4926.38 479.83 1071.02 4893.39 

Voice & Data Overload 

969 26 

939.91 

1347.47 

1345.05 

4420.79 

4653.65 

481.17 

457.35 

1494.14 

1822.71 

5422.27 

4765.02 

465.52 

461.81 

1352.29 

1536.73 

4145.35 

4124.69 

892.39 
761 >: 

1355 69 
I 981 ~2 

5047.73 
5419.19 

491.42 
Af 9 54 

1793.21 
2549.83 

5047.73 
5419.19 

479.23 
475.42 

644.66 
952.77 

5689.69 
4826.17 

Allocation Granularity: 8 kbps Allocation Gramrlauty* 32 tops Allocation Gramrlarity 64 tops 

Monitoring Monitor incj Monitoring Monitoring Monitoring Monitoring Morätoring Monitoring Monitoring 
Offered Load Period (5( Period (10) Period (50 ( Period if>> Period (10( Period (50 ( Period lf>) Period 110) Period (50 ( Row Sum 

System Underload 
293.96 407.37 2031.42 281.64 326.87 1436.76 228.17 354.25 833.79 6194.24 

Data Overload 
344.22 473.10 2347.82 350.00 517.46 2247.44 227.75 400.99 1389.62 8298.40 

Voice Overload 
473.53 1503.20 5482.44 468.33 1724.00 5026.20 438.55 1198.27 3108.94 19423.47 

Voice Ä Data Overload 
87539 1457.92 4893.55 474.30 1824.10 5116.12 472.36 1111.50 4735.86 20961 06 

Column Sirm 1987.10 3841.58 14755.23 1574.27 4392.43 13826.52 1366.83 8Ct.f. OH 10068.21 54877.19 
Coltiitn Me .in 496.77 960.40 3688.81 393.57 1098.11 3456.63 341.71 766.25 2517.05 
(oli iiHI Effect -1027.59 -563.97 2164.44 -1130.80 -426.26 1932.26 -1182.66 -758.11 992.69 

Offered Load 

Allocation Granularity: 8 kbps Allocation Gianulaiity 32 kbps Allocation Granularity 64 kbps 
Monitoring 

Period (5) 

Monitoring 

Period (10) 

Monitor ing 

Period (50) 

Mo nit or ing 

Period (5) 

Monitoring 

Period (10) 

Monitoring 

Peiiod 150) 

Monitor hrg 

Peitod (5) 

Monitoring 

Period (10) 

Monitoring 

Period (50) 

System Underload 
38851 74.495 383.056 21.799 38.279 576.048 0.670 44.238 527.277 

Data Overload 
64.493 149.085 326.955 58.422 134.764 757.972 0.786 129.362 444.266 

Voice Overload 
17.860 251.422 841.756 22.418 644.070 1449686 7.329 291.148 740.248 

Voice & Data Overload 
86 699 295.409 381.511 12.801 438.365 295.605 8.223 347.697 645.173 



Table B.86. Video Circuit Queuing Delay Difference Data — DBA-2

Table B.87. Video Circuit Queuing Delay Difference Means — DBA-2

Table B.88. Video Circuit Queuing Delay Difference Standard Deviations — DBA-
2

Table B.89. Video Circuit Queuing Delay Difference 90% Confidence Intervals —
DBA-2

B-24

Allocation Granularity: 8 Mips Allocation Granularity:  32 Mips Allocation Gianulaiily:  64 Mips 
Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoiing 

Offeieil Load »eriod (5» Period (10) Period (50) Pel '■> Period < 10» »eriod «50» Period (5) Period not Period 150» 
-32 78 32 51 1659 33 -69 97 5 90 '472 77 -107 76 .'    4 1310 01 

. 64 38 18 1341.73 •■ ■' •■ 4 64    I 502 75 -106 62 -29 91 240   '4 
System Underload -29 59 172 80 2223.20 -28.84 -20 31 443 60 -108 03 86 00 -54 53 

-7589 -9 82 1333.00 -80 50 9 57 1596.65 •107.51 -1012 ■ -4-:> 
1 6 78 128.27 l 9 24   : -31.80 36 35 1493 08 -104 16 27 58 305 14 
-5399 -37 82 2070 24 -4512 254 45 2990 80 -106.88 012 1699.32 
-0 21 88 1 7 2382.62 -28 19 02 25 060 10 -107.44 -14.43 701 96 

Data Overload 7 89 104 51 2244 00 54.21 2:<5 68 2244.00 •109.33 110 05 ■   •■    4 

-24.38 164 86 17 70 77 05 10 202 81 1770.77 -106 62 273.24 1260 30 
115.94 369 92 1505 61 '    4 -3 73 1505 61 .106 84 4   n 996 63 
138.78 1101.35 3921.78 10364 859 08 3617 49 99 73 551 82 3568 10 
141   ;:7 764 4. 5398 89 ■   464 1082.42 0005 05 112 63 61451 3081.92 

Voice Overload 152.70 1272 01 4791.41 117 03 2336.82 5854 97 93 02 843 36 231662 
106.61 141282 5448 69 148 71 1768 52 3350 85 10677 1070 66 317 2 00 
14968 1286 87 61 72 03 158.32 894 65 4323 33 101.28 123252 1726 07 
481.52 926 86 4593 59 139 22 ll27 79 4593 59 147 03 738 23 4560.59 
634.04 101225 4085 58 14595 1158 93 5087 05 130 30 1017 08 3810.14 

Voice & Data Overload 603 65 1008 79 4317.39 121 00 1486.45 4428.76 \:m '.      4 7 3788.43 
556.62 1019 91 4711.96 1457.43 4711.96 14   41 300 00 535 2 01 
4.4    ■' ■ ■ 4-: ■:: 5083 05 133 39 221 3 00 5083 05 1 39 20 016 63 4490 03 

Offeied Load 

Allocation Granularity: 8 Mips Allocation Gianularity- 32 Mips Allocation Granularity: 64 Mips 
Monitoring 
Period (5) 

Monitor inn 
Period 410> 

Monitor inij 
Period (50) 

Monitoiing 
Period 45) 

Mo nit oi li ii i 
Period 110» 

Monitoring 
Period (50) 

Monitoring 
Period (5) 

Monitoring 
Period (101 

Monitor in (j 
Period (501 

System Underload 
-41.02 72.39 1696.44 -53.34 -8.12 1101.77 -106.82 19.26 498.80 

Data Overload 
9.05 137.93 2012.65 14.83 182.29 1912.27 -107.42 65.82 1054.45 

Voice Overload 
137.83 1167.49 5146.74 132.63 1388.30 4690.50 102 05 86257 277124 

Voice & Data Overload 
540.15 1122.68 4558.31 139.06 1488.86 4780.88 137 12 776.26 4400.62 

Offered Load 

Allo< .Aon Gr.iinrl.iritv:  8 Mips Allocation Granularity:  32 Mips Allm.itiHii Gr.inul.inty:  M M»ps 
Monitoring 
Period <5» 

Monitoiing 
Period (*» 

Monitoiing 
Period (50) 

Monitoring 
Period (5» 

Monitoring 
Period (10) 

Monitoring 
>eiiod (50) 

Monitoiing 
>eriod (5) 

Monitoiing 
Peiiod (10) 

Monitoring 
Period (50) 

System Underload 
39 912 75.372 381722 22 846 38818 576127 1.577 44.531 526.562 

Data Overload 
64.431 149.186 326400 58.560 134.889 758294 1   107 129.593 444.852 

Voice Overload 
18.367 251.097 841.813 22.262 644.512 1450.490 7.155 290.962 739.940 

Voice & Data Overload 86 307 294.744 381.355 13.015 437.493 295 326 8992 347.604 645.330 

Offered Load 

Allocation Gianulairty: 8 Mips Alocation Granularity:  32 Mips Allocation Gianulairty: 64 Mips 
Monitoring 
Period (5) 

Monitoiing 
Period (10) 

Monitoring 
Period (50) 

Monitoiing 
Period (5) 

Monitoring 
Peiiod (101 

Monitoring 
Period (50) 

Monitoring 
Period (5) 

Monitoiing 
[vno.nioi 

Monitoiing 
Period (50) 

System Underload 
-79.08 
-297 

0.52 
1 44 25 

133057 
2062 30 

-7513 
- 31 56 

-45.13 
28 90 

552 46 
1651.08 

-108.32 
-105 31 

-23.20 
61 72 

-3.25 
1000.86 

Data Overload 
-52 30 
70.48 

-4 32 
280.17 

170144 
232 3 06 

-41 U 
70.67 

53 60 
310.90 

1189.27 
2635.28 

-108.48 
-106.37 

-57.74 
189.38 

630 30 
1478.60 

Voice Overload 
120.32 
155.34 

020 00 
1406.90 

4344.11 
5949.37 

111.40 
153.85 

77378 
200282 

3307.51 
6073.48 

96.02 
109.67 

585.15 
1139.99 

2067.74 
3478.74 

Voice & Data Overload 
457.80 
622.49 

841.65 
1403.71 

4194.71 
4921.92 

126.65 
151.47 

1071.73 
1905.99 

4499.30 
5062.46 

128.55 
145.70 

444.83 
1107.69 

378532 
501591 



Table B.90. Video Circuit Queuing Delay Main Effects — DBA-2

Table B.91. Video Circuit Queuing Delay Second Order Interaction Effects —
DBA-2

Table B.92. Video Circuit Queuing Delay Third Order Interaction Effects — DBA-
2

Table B.93. Video Circuit Queuing Delay Analysis of Variance — DBA-2

B-25

Variable 
Factor Designation Level 1 Level 2 Level 3 Level 4 

Workload A -836.12 -602.32 633.80 804.64 

Allocation Granularity B 190.96 125.07 -316.03 N/A 

Monitoring Period C -1113.68 -582.78 1696.46 N/A 

Allocation 

'".i a.nit, <r;> Woiklo.i<l |A| 

Undeilo.id D.it.1 Voice Voice D.> 1.1 
IH)|« 
32 Mips 
64 Mws 

31.71 

-131.56 
99.85 

-57.96 

-8.81 
66.77 

137.27 

122.95 
-260.21 

-111.02 

17.43 
93.59 

Monitoring 
Periodic» Woikload IAI 

Undeilo.id D.iti Voice Voice D.it.i 
5s 

10 s 
50 s 

693 36 

257.36 
-950.72 

498.95 
124.59 

•623.55 

-584.34 
-I CO 22 
684.57 

-607.98 

-281.72 
889.70 

Monitoring Peiio<liCl Allocation Gi.inil.iritv (Bl 

8 klips 52 klips «4 klips 
5s 

10 s 
50 s 

-104.87 
-172.15 
277.02 

-142 18 
31.45 
110.73 

247 05 
140.70 
J87.7S 

Offered Lo.id 

Allocation Gi.imil.iiity: 8 Mips Allocation Gi.iinil.irity: 32 Mips Allocation Gi.iniil.iiily: «MMips 

Monitoring 

Period |5I 

Monitoiing 

Period (10) 

Monitoring 

Peiiod(50l 

Monitoiing 

Period (51 

Monitoring 

PeiiodHOl 

Monitoring 

Period (50) 

Monitoring 

Period (5) 

Monitoiing 

Period (101 

Monitoiing 

Peiiod 1501 

System Underload 
-91.77 -5.98 97.74 162.39 -60.92 -101.47 -70.63 66.90 3.73 

Data Overload 
8.76 48.40 -57.16 68.61 -94.10 25.49 -77.37 45.70 31.67 

Voice Overload 
-209.96 -128.04 338.00 -97.64 -30.62 128.26 307.60 158.66 -466.26 

Voice 8 Data Overload 
292.96 8562 -378.59 -133.36 185 64 -52.28 -159.60 -271.27 43087 

SSY SSO SSA SSB SSC SSAB SSAC SSBC SSABC SST SSE 
895176425.49 418264644.98 94996480.13 9118922.34 267474899.59 2388540.27 62472980.45 7640378.77 6059273.92 476911780.51 2676O305.03 

Var Due to 
Va Due to Var Due to Allocation 

VarDie to Var Due to Workload & Workload 8 Granularity & 
Var Die to Allocation Monitoring Allocation Monitoring Monitoring Var Due to All Var Due to 
Workload Granulanty Period Granularity Period Period Factors Error 

19.92% 1 91% 56.08% 0.50% 13.10% 1.60% 1 27% 5.61% 



Table B.94. NIPRNET Circuit Queuing Delay Data — DBA-2

Table B.95. NIPRNET Circuit Queuing Delay Means — DBA-2

Table B.96. NIPRNET Circuit Queuing Delay Standard Deviations — DBA-2

B-26

Allocation Granularity: 8 Mips Allocation Giaimlaiity 32 Mips Allocation Gianulaiity: 64 Mips 
HonitoiiiKj Monitoring Monitoiimj Monitoiimj Monitoiimj Monitoiimj MoiiitoiiiHj MoiiitoiiiHj MoiiitoiiiHj 

Oflei eil Load Period (5) Period (10) Period 150) Period (5) Period (10) Period (50) Period (5) Period (10) Peiiori(50i 
28322 306.99 362.40 286 98 295.73 305 94 280 80 287 98 290 00 
289.06 317.71 425.85 288.12 296.20 308.37 280.37 287.65 288.84 

System Underload 279.08 289.10 320.49 285.63 288.03 291.38 279.61 286.84 288.00 
286.87 299.44 361.53 285.81 290.87 297.24 280.73 287.18 288.74 
289 17 303.20 18242 288 04 296 07 109 47 279 04 287 13 289 24 
270 1 2 271 58 272.67 269.46 271.47 271.52 275 65 27864 280 08 
269.34 272.85 272.43 269.00 273.57 270.79 276.19 277.79 282.49 

Data Overload 270.13 271.04 273.48 269.09 270.04 273.48 276.58 278.14 287.30 
26865 271.03 276.49 266.82 271.50 276.49 276.71 278.51 280.97 
269 99 271  18 271 70 269 29 271.79 271.70 275.76 280 55 279 87 
412 08 427 05 508 50 379.45 387 14 412 66 375 19 380.73 386 05 
403.24 417.54 489.84 385.12 383.18 385.28 373.87 377.29 383.40 

Voice Overload 414.68 410.71 547.09 383.45 380.57 406.81 374.47 378.69 389.56 
416.08 426.14 497.11 383.63 386.44 386.64 375.31 377.61 390.88 
413.36 423 .iU 500 66 185.43 393 19 403.77 375 37 376 06 385 66 
371.66 367 05 151 78 370.13 367 58 351 78 372.44 369 11 357 25 
371.21 367.50 352.91 371.11 366.85 353.23 372.82 370.30 359.73 

Voice & Data Overload 372.52 367.34 362.85 372.07 367.46 356.61 372.51 369.74 358.40 
371.05 367.30 352.73 370.59 367.97 352.73 373.61 369.38 360.54 
371.14 367 HI 354 50 369.93 367 I 3 35450 373 42 369 57 359 03 

Ofleied Load 

Allocation Granularity: 8 tops All ocation Gi anil.) rity: 32 H>ps Allocation Granulality" ■4M.]-. 

Row Sum 
Monitoring 
Period <5| 

Monitoring 
Period HO) 

Monitoring 
Peciod (56) 

Monitoring 
Period <5| 

Monitoring 
Period (101 

Monitoring 
Period (5»l 

Monitoring 
Period iSi 

Monitoring 
Period clOi 

Monitoring 
Period! 5«i 

System Underload 
285.48 303.29 370.54 266.92 293.38 30248 280.11 287.36 288.96 2698.51 

Data Overload 
269.65 271.54 27335 268.73 271.68 27280 276.18 278.73 282.14 2464.78 

Voice Overload 
411.89 420.95 50864 383.42 386.11 39903 374.84 378.08 387.11 3650.06 

Voice ÄDeta Overload 
371.52 •?->    I £4 95 370 77 367 40 353.77 372 96 369 63 1 3287.24 

Coin») Sum 
Column Me.)it 
Coin») Effect 

1338.53 
334.63 
-1.49 

136303 
340.76 
4.63 

1507 49 
376.87 
40.74 

1303.83 
327.46 
-8.67 

1318.56 
329.64 

-6.49 

132808 
33202 
-4.11 

l 304 09 
326.02 
-10.11 

I   • i ■■     ■-! 
326.45 
-7.68 

-■: 

329.30 
-6.83 

12100.60 

Allocation Gianulaiity: 8 Mips Allocation Granularity 32 Mips Allocation Giaimlaiity U Mips 
MoiiitoiiiHj Monitoiimj Monitoiing Monitoiimj Monitoiimj Monitoiimj Monitoiimj Monitoiimj Monitoiimj 

Offei ed Load Period |5> Period HOI Period (50» Period (5) Period (10i Period (50i Period <5> Period 410» Period (50) 

System Underload 
4.313 10.464 38.252 1.185 3.732 7.845 0.763 0.452 0.733 

Data Overload 
0.643 0.766 1.863 1.084 1.262 2.287 0.474 1.074 3.066 

Voice Overload 
5.057 6.821 22.518 2.385 4.757 12.362 0.653 1.758 3.053 

Voice & Data Overload 
0.610 0.183 4.521 0.859 0.428 1.868 0.528 0.431 1.257 



Table B.97. NIPRNET Circuit Queuing Delay Difference Data — DBA-2

Table B.98. NIPRNET Circuit Queuing Delay Difference Means — DBA-2

Table B.99. NIPRNET Circuit Queuing Delay Difference Standard Deviations —
DBA-2

B-27

Allocation Granularity: 8M>ps Allocation Granularity 32 M)|)S Allocation Giamilaiity* «Mips 
Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoiing Monitoring Monitoiing 

Offered Load Period (51 Period (10) Period (501 Period (5) Period (101 Period (50) Period (5) Peiiod HO» Period (50) 
-90.84 -67.07 -11.67 -87.09 -78.33 -68.12 -93.26 -86.09 -84.07 
-85.40 -56.75 51.39 -86.33 -78.25 -66.09 -94.09 -86.81 -85.62 

System Underload -94.39 -84.37 -5297 -87.84 -85.44 -8208 -93.86 -86.63 -85.47 
-86.58 -74.01 -11.91 -87.64 -82.58 -76.20 -92.71 -86.26 -84.70 
-83.85 -69.83 9.40 -84.98 -76.96 -63.55 -93.98 -85.89 -83.78 
-128.97 -127.51 -126.42 -129.63 -127.61 -127.57 -123.44 -120.45 -119.01 
-129.94 -12&43 -126.85 -130.27 -125.70 -128.48 -123.09 -121.49 -116.79 

Data Overload -129.06 -128.14 -125.71 -130.10 -129.15 -125.71 -12261 -121.05 -111.88 
-130.50 -i2ai3 -12267 -13234 -127.66 -122.67 -12245 -120.65 -118.19 
-129.10 -127.91 -127.38 -129.79 -127.29 -127.38 -123.33 -118.53 -119.22 
38.33 53.29 134.75 5.69 13.38 38.90 1.44 6.98 12.29 
29.54 43.84 116.14 11 42 9.48 11.57 0.16 3.59 9.69 

Voice Overload 40.39 36.92 173.29 9.65 6.78 33.01 0.68 4.90 15.77 
42 69 52 75 123.72 10 24 13.06 13.25 1.92 4.22 17.49 
39.58 49.52 126.88 " 65 19.41 29.98 1.58 227 11.88 
-27.61 -3222 -47.49 -29.14 -31.69 -47.49 -26.82 -30.10 -42.02 
-27.88 -31.60 -46.18 -27.98 -32.24 -45.87 -26.27 -28.79 -39.37 

Voice & Data Overload -26.47 -31.65 -3615 -26.93 -31.54 -42.38 -26.48 -29.26 -40.60 
-27.98 -31.72 -46.30 -2844 -31.05 -46.30 -25.42 -29.65 -38.48 
-28.06 -3210 -44.70 -29.27 -32.07 -44.70 -25.78 -29.64 -40.18 

Ottered Load 

Allocation Granularity: 8 Mips Allocation Granularity: 32 kbps Allocation Granularity 64 kbps 
Monitoring 
Period 15) 

Monitoiing 
Peri otl (10) 

Monitoring 
Period (50) 

Monitoiing 
Period (5) 

Monitoiing 
Period (10) 

Monitoiing 
Period (50) 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoiing 
Peiiod (50) 

System Underload 
-88.21 -70.41 -3.15 -86.78 -80.31 -71.21 -93.58 -86.34 -84.73 

Data Overload 
-129.51 -127.62 -125.81 -130.43 -127.48 -126.36 -12298 -120.43 -117.02 

Voice Overload 
38.21 47.26 134.96 9.73 1242 25.35 1.16 4.39 13.43 

Voice & Data Overload 
-27.60 -31.86 -44.16 -28.35 -31.72 -45.35 -26.16 -29.49 -40.13 

Offered Load 

Allocation Granularity: 8 kbps Allocation Granularity 32 Mips Allocation Granularity* 64 M>ps 
Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

System Underload 
4.319 ' I D74 37.960 ■ if.y 3.564 7.707 0.582 0.377 0.819 

Data Overload 
: 67 s 0 7:5 1.857 ' 098 1.228 2.294 0.437 1.134 3.025 

Voice Overload 
5 105 6.898 22447 : 40;: 4.760 12.247 0.717 1.740 3.149 

Voice & Data Overload 
0.652 0.283 4.589 0.954 0.467 1.933 0.560 0.490 1.331 



Table B.100. NIPRNET Circuit Queuing Delay Difference 90% Confidence Inter-
vals — DBA-2

Table B.101. NIPRNET Circuit Queuing Delay Main Effects — DBA-2

Table B.102. NIPRNET Circuit Queuing Delay Second Order Interaction Effects
— DBA-2

Table B.103. NIPRNET Circuit Queuing Delay Third Order Interaction Effects
— DBA-2

Table B.104. NIPRNET Circuit Queuing Delay Analysis of Variance — DBA-2

B-28

Offeied Load 

Allocation OI.IIIIII.1Iity: 8 Mips Allocation Gi.inul.iiity:  32 klips Allocation Gi.iniil.ility: 64 Mips 

Monitoring 

Peiioil(5l 

MoiiitoiiiKj 

Peiioriiti» 

MoiiitoiiiKj 

Peiiod (50) 

MoiiitoiiiKj 

Peiiodi5) 

MoiiitoiiiKj 

Peiiod (10) 

MoiiitoiiiKj 

Peiiod (50) 

MoiiitoiiiKj 

Peiiod (5) 

MoiiitoiiiKj 

Peiiod (10) 

MoiiitoiiiKj 

Peiiod 150) 

System Undeiload 
-92.33 

-84.09 

-80.01 

-60 80 

-39.35 

33.04 

-87.88 

-85.67 

-83.71 

-76.91 

-78% 

-68 86 

-94.14 

-93.03 

-86.70 

-85 08 

-85.51 

-83.95 

Data Overload 
-130.16 
-128.87 

-128.31 
-126.94 

-127.58 
-124.04 

-131.47 

-129.38 

-128.65 

-126.31 

-128.55 

-124.18 

-123.40 
-122.57 

-121.51 

-119.35 

-119.90 

-114.13 

Voice Overload 
33.34 

43.07 

40.69 

53.84 

113.55 

156.36 

7.44 

12.02 

7.88 

16.96 

13.67 

37.02 

0.47 

1.84 

2.73 

6.05 

10.42 

16.43 

Voice 6 Data Overload 
-28.22 

-26.98 

-32.13 

-31 50 

-48.54 

-39.79 

-29.26 

-27.44 

-32.16 

-31 27 

-47.19 

-43.50 

-26.69 

-25.62 

-29.95 
-20 02 

-41.40 

-38.86 

Variable 

Factor Designation Level 1 Level 2 Level 3 Level 4 

Workload A -36.29 -62.26 69.43 29.12 

Allocation Granularity B 14.63 -6.42 -8.20 N/A 

Monitoring Period C -6.76 -3.18 9.94 N/A 

Allocation 
Granularity (B) WoiMoadlAl 

Uncleilo.i<l D.lt.l Voice Voice Data 
8 Mips 
32 Mips 
64 kl»s 

5.31 
0.85 
-6.15 

-16.93 
3 63 

13.35 

26.97 
-9.62 
-17.35 

-15.30 
5.15 
10 15 

M>nitoiHMJ 
Peiiod |C) WoiMo.icI (Al 

Un<leilo.i<l D.lta Voice Voice Data 
5s 

10 s 
50 s 

-8.91 
-1 98 
10.89 

4.41 

3.29 
-7.70 

-8.76 
-7.34 
16.10 

13.26 
6.03 

-19.28 

Moiitoiiixj Peiiod (C> Allocation Granularity |B i 
8 kbps 3? Mips 64 kbps 

5s 
10 s 
50 s 

-9 36 
-6.82 
1618 

4.51 
3.11 
-7.62 

4 86 
3.70 
-8.56 

Offered Load 

Allocation Gi.inul.ii ity: 8 klips Allocation Granularity: 32 kbps Allocation ■ ii.iiiui.iln. &4 Mips 

MoiiitoiiiKj 

Period (51 

MoiiitoiiiKj 

Period HO) 

MoiiitoiiiKj 

Peiiod (50) 

MoiiitoiiiKj 

Period (5) 

Monitoring 

Period (10) 

MoiiitoiiiKj 

Peiiod (50) 

MoiiitoiiiKj 

Period (5) 

MoiiitoiiiKj 

Period (10) 

MoiiitoiiiKj 

Peiiod 150) 

System Undeiload 
-9.26 -4.50 13.76 3.81 1.17 -4.98 5.44 3.34 -8.78 

Data Overload 
9.84 6.73 -16.57 -4.50 -2.62 7.12 -5.35 -4.11 9.45 

Voice Oveiload 
-10.39 -8.88 19.27 4.90 3.99 -8.90 5.49 4.88 -10.37 

Voice & Data Overload 
9.81 6.65 -1646 -4.22 -2.54 6.76 -5.59 -4.11 9.70 

Var Due to 
Var Due to Var Due to Allocation 

Var Due to Var Due to Workload S Workload & Granularity 3 
Var Due to Allocation Monitoring Allocation Monitoring Moritoring Var Due to All Var Due to 
Workload Granularity Period Granularity Period Period Factors Error 

l Z 3-2'; l 54« 5.07% i I 53, I 33% 2 12% 1.66% 



Table B.105. SIPRNET Circuit Queuing Delay Data — DBA-2

Table B.106. SIPRNET Circuit Queuing Delay Means — DBA-2

Table B.107. SIPRNET Circuit Queuing Delay Standard Deviations — DBA-2

B-29

fllhM.nn.il Giamilaiity:  8 klips Allocation Gianulaiity 32 W>ps Allocation Giamilaiity:  64 Mips 

Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoiimj Monitoring 

OffeiedLoad Period (5) Peiiod (10) Period (50» Peiiod (5) Peiiod (10) Period (50) 'eiiod (5) Peiiod (10) Period (50) 

288.15 307.70 423.65 287.20 291.57 309.52 281.12 287.74 288.89 

297.22 316.08 395 04 289.98 298.24 31202 281.19 288.03 289.31 
System Underload 278.22 290.91 355.65 283.63 289.01 309.03 279.04 285.97 288.24 

28235 305.23 309.50 285.78 294.13 300.97 280.08 287.00 289.17 

297.92 301.79 439.44 290.74 296.86 306 50 280.61 287.41 289.00 

266.23 269.27 271.24 264.97 268.83 27316 27257 276.95 277.05 

265.28 270.56 271.01 265.54 268.96 274.46 272.83 277.74 281.59 

Dal a Overload 267.00 268 96 273 09 265 66 270.17 273 09 274.36 277.58 281 76 

265.97 270.37 269.81 264.58 268.72 269.81 273.35 277.33 282 39 

265 90 269.08 271.83 26523 270.59 27183 272.34 277.46 278 75 

411 12 407.19 503.24 385.69 38969 409 08 376.11 376.54 383 63 

407.75 424.77 493 46 384.60 387.34 401.42 375.99 380 57 380.08 
Voice Overload 423.98 414.04 505.60 384.85 379.85 416.23 374.45 380.41 388.99 

414.19 424.05 498.00 381.04 389.69 425.58 375.70 378.34 376.83 

416.42 424.09 453.87 393.19 392.78 385.34 375.08 378.58 38227 

365.87 364.49 351.12 364.87 363.20 351.12 368.33 367.55 36232 

365.65 364.04 351.12 364.53 363.82 351.91 368.08 366.07 354.43 
Voice & Data Overload 366.74 364.77 351.32 364.82 365.66 351.86 367.13 365.11 356.28 

365.05 363.34 352.97 365.35 364.85 35297 368.30 366.73 355.41 

366.13 363.87 352.14 364.86 364.06 35214 367.52 366.02 356.54 

Offeied Load 

Allocation Gianulaiity: 8 kbps Allocation Gianulaiity- 32 ftps Allocation Gianulaiity 64 kbps 

Row Sum 
Monitoring 
Period {Si 

Monitoring 
Period 410» 

Monitoring 
Period (50» 

Monitoring 
Peiiod i5r 

Monitoring 
Peiiod (10r 

Mori toting 
Period (50r 

Monitoring 
Period <5| 

Monitoring 
Peiiod <10> 

Monitoring 

Peiiod <50i 

System Underload 
288.77 304 34 384.65 287.46 293.96 507 61 280.41 287.23 288.92 2723 36 

Data Overload 
26608 26965 271.40 265.19 269.45 272.47 273.09 277.41 280.31 2445.04 

Voice 0\er1oad 
414.69 41883 490 83 385.87 337.87 407.53 375.47 378.89 332.36 3642.34 

Voice 8 Data Overload 
365.89 364.10 351.73 364.88 354.32 352.00 367.87 365.30 357.00 3254.09 

Column Sum 
Column Mean 
Column EITect 

133543 
333.86 
-1.28 

1356.92 
33923 
4.09 

1498.62 
374.65 
39.52 

1303.42 
325.85 
-9.28 

1315 60 

328.90 
-6.23 

1339.61 
334.90 
-0.23 

1296.84 

324.21 
-10.93 

l 509 82 
327.46 
-7.68 

130859 
327.15 
-7.99 

12064.84 

OffeiedLoad 

Allocation Giamilaiity: 8 klips Allocation Gianulaiity M Hips Allocation Gianulaiity 64 kbps 

Monitoring 

Period (5) 

Monitoiing 

Peiiod (10) 

Monitoiing 

Period (50) 

Monitoring 

Peiiod (5) 

Monitoring 

Peiiod (10) 

Monitoring 

Period (50) 

Uonitoiing 

Period (5) 

Monitoiing 

Period (10) 

Monitoiing 

Period (50) 

System Underload 
8774 9.174 52.725 2942 3.775 4 198 0.884 0.804 0.413 

Data Overload 
0.623 0.756 1.199 0.440 0.862 1.756 0.804 0.302 2299 

Voice Overload 
6.133 7.885 21.195 4.460 4.881 15.278 0.692 1.661 4 51: 

Voice & Data Overload 
: 0:0 0.556 o 809 0.296 0.955 0.663 0.526 0.907 : :39 



Table B.108. SIPRNET Circuit Queuing Delay Difference Data — DBA-2

Table B.109. SIPRNET Circuit Queuing Delay Difference Means — DBA-2

Table B.110. SIPRNET Circuit Queuing Delay Difference Standard Deviations —
DBA-2

Table B.111. SIPRNET Circuit Queuing Delay Difference 90% Confidence Inter-
vals — DBA-2

B-30

Allocatioi Granularity: 8 kbps Allocation Granularity 32 kbps Allocation Granularity 64 kbps 
MollitOlllig Monitor ln<j Monitoring Monitoring Monitor! IIIJ Monitor I IIIJ Monitor iiicj Monitor ing Monitor in <j 

Offeied Load Period (5) Period (10) Period <50> Period (5) Period (10| Period (501 Period (5) Period (101 Period (50) 
■ 85 44 -65 90 50 05 -86 40 -82 03 S-a 07 )    $8 -85 85 -84 71 
-76.16 -57.30 21.67 -83.40 -75.14 -61.36 -92.19 -85.34 -84.07 

Syslem Undertoad -9577 -83.08 -18.34 -90.36 -84.98 -64.96 -94.95 -88.02 -85.75 
-91.34 -68.45 -64.19 -87.91 -79.56 -72.72 -93.61 -86.69 -84.52 
-75 56 -71 69 65 96 ;   ■ - -76 61 -66 98 -92 87 -86 07 Li 4: 
-13272 -129 68 -127.71 -133 98 -130.12 -125.79 -126 38 -122 00 -121 90 
-134.13 -128.85 -128.40 -133.87 -130.45 -124.94 -126.58 -121.66 -117.82 

Data Overload -132.08 -130.12 -125.99 -133.42 -128.91 -125.99 -124.72 -121.50 -117.32 
-133.45 -129.05 -129.61 -134.84 -130.70 -129.61 -126.07 -122.09 -117.03 
-13325 -130 07 -l27 32 -133 92 -128 56 -127 32 -126 81 -l2l 69 -I 20 40 
37.51 33.57 129.62 12 07 16 07 35.46 2 49 2 92 10.02 
34.10 51.12 119.81 10.95 13.69 27.77 2.34 6.92 6.43 

Voice Overload 50.17 40.23 131.79 11.04 6.04 42.42 0.64 6.60 15.18 
40.44 50.30 124.24 7.29 15.93 51.82 1.95 4.59 3.08 
42 69 50 36 80 13 19 46 19 05 11 61 I 35 4 85 8 54 

-33 20 ■.:   v -47 95 -34 20 -35 87 -47 95 ■ 30 74 -31 52 -36 75 
-33.66 -35.28 -48.20 -34.79 -35.50 -47.41 -31.24 -33.25 -44.88 

Voice & Data Overload -32 27 -34.23 -47.69 -34.19 -33 35 -47.15 -31.87 -33.90 -42.73 
- 34 34 -36.04 -46.41 -34.03 -34.54 -46.41 -31.08 -32.66 -43.98 
-32 99 -35.25 -46 98 -34.27 -35 06 -46.98 -31 60 -33 10 ■ 42 59 

Offered Load 

Allocation Granularity 8 kbps Allocation Granularity 32 kbps Allocation Granularity 64 kbps 
Monitoring 
Period i5t 

Monitor In <j 
Period HO» 

Monitoring 
Period (501 

Monitoring 
Peijoil i5> 

Monitoring 
Peiiod (10) 

Monitoring 
Period (50) 

Monitoring 
Peiiod (5t 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

System Underload 
-84.85 -69.28 11.03 -86.16 -79.66 -66.02 -93.22 -86.40 -84.70 

Data Overload 
-133.13 -129.56 -127.81 -134.01 -129.75 -126.73 -126.11 -121.79 -118.89 

Voice Overload 
40.98 45.12 117.12 12.16 14.16 33.82 1.75 5.18 8.65 

Voice & Data Overload 
-33.29 -35.08 -47.45 -34.30 -34.86 -47.18 -31.31 -32.88 -42.18 

Offeied Load 

Allocation Granularity: 8 kbps Allocation Granularity- 32 kbps Allocation Granularity 64 kbps 
Monitoring 
Period 45} 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

System Underload 
8.994 9.379 52.853 3 I65 3.990 4.257 1.104 1.030 0.629 

Data Overload 
0.771 0.581 1.337 0.518 0.956 ; 821 0.824 0 240 2.146 

Voice Overload 
6.064 7.867 21.198 4.464 4.920 15255 0.761 1.627 4.486 

Voice & Data Overload 
0.770 0.700 0.735 0.290 0.983 0.563 0.443 0.883 3.182 

Offered Load 

Allocation Granularity: 8 kbps Allocation Granularity  32kt>ps Allocation Granularity 64 kbps 
Monitoring 
Period (5) 

Monitoring 
Peiiod (10) 

Monitoiing 
Period (50) 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoiing 
Peiiod (50) 

Monitoring 
Peiiod (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

System Underload 
9343 

-76.28 
-78.23 
-60 -4 

- 39 36 
61 42 

-89 18 
-83 14 

47 
-75 86 

■700:: 
■61 96 -9217 

-87 38 
8541 

-85 30 
-84 10 

Data Overload 
-133.86 
-132.39 

-130.11 
-129.00 

-129.08 
-126.53 

1   M ; - 
-133 51 

-130 66 
-128.84 

-128.47 
-124.99 

-126 90 
-125 33 

-122.02 
-12155 

-120.94 
-116.84 

Voice Overload 
35.20 
46 76 

37.62 
52.62 

96.91 
I 37 33 

7.90 
16.42 

9 47 
18.85 

19 27 
48 36 

103 
. 48 

3.63 
6.73 

4.37 
12 93 

Voice & Data Overload 
I4 n : 

-32.56 
■ 35 75 
-34.41 

48 15 
-46 75 

-34.57 
-34 02 

-35 80 
-33 93 

47 \ 
-46 64 

-31 73 
-30 89 

-33.73 
-32 04 

45 JJ 
-3915 



Table B.112. SIPRNET Circuit Queuing Delay Main Effects — DBA-2

Table B.113. SIPRNET Circuit Queuing Delay Second Order Interaction Effects
— DBA-2

B-31

Variable 
Factor Designation Level 1 Level 2 Level 3 Level 4 

Workload A -32.54 -63.46 69.57 26.43 

Allocation Granularity B 14.11 -5.25 -8.86 N/A 

Monitoring Period C -7.16 -3.27 10.43 N/A 

Allocation 
Granula my (ß) Workload (Al 

Underload Data Voice Voice Data 
8 kbps 
32 Mips 
64 Mips 

9.21 
-1.00 
-8.21 

-16.75 
2.62 

14.13 

22.63 
-5.70 
-16.94 

-15 10 
4.08 
11.02 

Monitoring 

Period (Ci WoiMo.nl (Al 

Underload Data Voice Voice D.H.! 

5s 
10 s 
50 s 

-9.89 
-4.15 
14.03 

3.61 
3.77 
-7.38 

-5.53 
-6.24 
11.77 

11.81 
6.61 

-18.42 

Monitoring Period rCt Allocation GranrJarity <B> 
8 klips 32 Hips 04 Mips 

5s 
10 s 
50 s 

-8 23 
-6.75 
14.97 

3.13 
2.29 
-5.42 

5.10 
4.46 
-9.56 



Table B.114. SIPRNET Circuit Queuing Delay Third Order Interaction Effects —
DBA-2

Table B.115. SIPRNET Circuit Queuing Delay Analysis of Variance — DBA-2

Table B.116. Utilization Data — Static Allocation with Work Conservation

Table B.117. Utilization Standard Deviations — Static Allocation with Work Con-
servation

B-32

Offered Load 

Allocation i.i.iinil.iiir.: 8 Mips Allocation Gi ami l.nity 32 Mips Allocation Giannlaiity* 64 Mips 
Monitoring 
Period (9 

Monitoiimj 
Period (10) 

Monitor, iny 
Period 150) 

MonitoiiiKj 
Period (51 

Monttoi iiKj 
Period (10t 

Monitoiimj 
Period (50) 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoiing 
Period (50) 

System Underload 
-11.87 -7.42 19.29 504 2.75 -7.79 6.84 4.67 -11.51 

Data Overload 
8 82 6.85 •15.67 -3.42 •2.37 5.79 -539 -4.48 9.88 

Voice Overload 
-5.84 -6.37 12.20 1.68 1.33 -3.01 4 16 5.03 -9.19 

Voice & Data Overload 
8.89 6.93 -15.83 -3.30 -1.71 501 -5.60 -5.22 10.82 

SSY SSO SSA SSS 
:::- SSAB SS*: SSBC SSABC SST SSE 

20305582 43 2i3216710 09 478120 48 18317 24 10250 27 27571.57 16862 80 10379 72 11935 23 588872.35 15435 03 

Var Due to 
Var Due to Var Due to A"local ion 

Var Due to Var Due to Workload & VvViklo.l •■ GranUartyÄ 
V» Due to Allocation Monitoring Allocation Monitoring Monloring Var Due to Ail Var Due to 
workload Granularity Period ' ■nml.irTtv Period Period Factors Error 

81.19% 3.11% 1 74% 468% 286% 1 76% 203% .' 62% 

System 
Underload Data Overload 

Voice 
Overload 

Voice & Data 
Overload 

70% Offered 
Load 

85% Offered 
Load 

100% Offered 
Load 

Seed 128 13.21 29.51 20.29 36.58 68.20 
68.12 
68.30 

84.93 
84.98 
85.01 

98.72 
98.69 
98.72 

Seed 129 13.23 29.44 20.35 36.62 
Seed 130 13.34 29.47 20.41 36.54 
Seed 131 13.32 29.54 

29.50 
20.44 36.67 67.67 

66.94 
84.92 
85.01 

98.73 
98.69 Seed 132 13.16 20.35 36.58 

Column 
Sum 66.26 147.46 101.84 182.99 498.55 
Column 
Mean 13.25 29.49 20.37 36.60 24.93 67.85 84.97 98.71 
Column 
Effect -11.68 4.56 -4.56 11.67 

System 
Underload Data Overload 

Voice 
Overload 

Voice & Data 
Overload 

70% Offered 
Load 

85% Offered 
Load 

100% Offered 
Load 

0.074 0 041 0.058 0.049 0.560 0 046 0.016 



Table B.118. Utilization Analysis of Variance — Static Allocation with Work Con-
servation

Table B.119. Voice Circuit Queuing Delay Data — Static Allocation with Work
Conservation

Table B.120. Voice Circuit Queuing Delay Standard Deviations — Static Alloca-
tion with Work Conservation

B-33

SSY SSO SSA SST SSE 
13998.37 12427.66 1570.65 1570.70 0.05 

DOFY 

20 

DOFc 

1 

Var Due to 

Workload 

100.00% 

Variance Due 

to Error 

0.00% 

DOFA 

3 

DOFT 

19 

DOFE 

16 

MSA 

523.551 

MSE 

0.003 

■"compA 

162847.264 

FiableA 

2.46 

P-valueA 
4.417E-36 

System Voice Voice & Data 70% Offered 85% Offered 100% Offered 
Underload Data Overload Overload Overload Load Load Load 

Seed 128 19.32 20.07 23.22 2393 38.71 57.74 71.67 
Seed 129 19.36 20.05 23.17 23.89 38.58 58.05 78.12 
Seed 130 19.35 20.10 23.13 23.86 38 82 58.24 71.41 
Seed 131 19.30 20.10 23.18 23.96 38.32 58.11 80.25 
Seed 132 19.34 20.09 23.17 23.92 38.14 59.18 75.16 
Column 
Sum 96.67 100.42 115.87 119.55 432.52 
Column 
Mean 19.33 20.08 23.17 23.91 21.63 38.51 58.26 75.32 
Column 
Effect -2.29 -1.54 1.55 2.29 

System 

Underload Data Overload 

Voice 

Overload 

Voice & Data 

Overload 

70% Offered 

Load 

85% Offered 

Load 

100% Offered 

Load 

0.022 0.023 0.033 0.039 0.279 0.543 3.900 



Table B.121. Voice Circuit Queuing Delay Analysis of Variance — Static Alloca-
tion with Work Conservation

Table B.122. Video Circuit Queuing Delay Data — Static Allocation with Work
Conservation

Table B.123. Video Circuit Queuing Delay Standard Deviations — Static Alloca-
tion with Work Conservation

B-34

SSY SSO SSA SST SSE 
9429.77 9353.49 76.27 76.28 0.01 

DOFY 

20 
DOF0 

1 

Var Due to 
Workload 
99.98% 

DOFA 

3 

MSA 
25.423 

rcompA 

28487.535 

F-iableA 

2.46 

P-valueA 
5.031 E-30 

DOFT 

19 

Variance Due 
to Error 
0.02% 

DOFE 

16 

MSE 
8.924E-04 

System Voice Voice & Data 70% Offered 85% Offered 100% Offered 
Underload Data Overload Overload Overload Load Load Load 

Seed 128 2.55 3.65 5.18 6.91 8.15 13.48 28.68 
Seed 129 3.14 3.82 431 5.37 8.32 12.52 29.90 
Seed 130 3.36 3.51 5.07 5.75 8.05 13.03 28.02 
Seed 131 2.84 3.57 5.70 4.99 8.33 12 79 30.09 
Seed 132 3.36 4.18 4.92 5.84 8 44 13.31 28.67 
Column 
Sum 15.25 18.73 25.18 28.87 88.02 
Column 
Mean 3.05 3.75 5.04 5.77 4.40 8.26 13 03 29.07 
Column 
Effect -1.35 -0.65 0.63 1.37 

System 

Underload Data Overload 

Voice 

Overload 

Voice & Data 

Overload 

70% Offered 

Load 

85% Offered 

Load 

100% Offered 

Load 

0.353 0.269 0.501 0 720 0.154 0.384 0 884 



Table B.124. Video Circuit Queuing Delay Analysis of Variance — Static Alloca-
tion with Work Conservation

Table B.125. NIPRNET Circuit Queuing Delay Data — Static Allocation with
Work Conservation

Table B.126. NIPRNET Circuit Queuing Delay Standard Deviations — Static Al-
location with Work Conservation

B-35

SSY SSO SSA SST SSE 

413.98 387.41 22.71 26.58 3.87 

DOFY 

20 

DOFc 

1 

Var Due to 

Wakload 

85.45% 

Variance Due 

to Error 

14.55% 

DOFA 

3 

DOFT 

19 

DOFE 

16 

MSA 

7.570 

MSE 

0.242 

■"compA 

31.329 

^TableA 

2.46 

P-valueA 
6.248E-07 

System Voice Voice & Data 70% Offered 85% Offered 100% Offered 
Underload Data Overload Overload Overload Load Load Load 

Seed 128 3.02 3.09 4.41 4.61 11.91 19.65 36.42 
Seed 129 3.02 3.10 4.41 4.61 11.89 19.57 38.28 
Seed 130 3.02 3.10 4.42 4.61 11.93 19.49 33.45 
Seed 131 3.00 3.09 4.41 4.62 11.74 19.10 36.54 
Seed 132 3.00 3.10 4.37 4.62 11.59 19.95 36.44 
Column 
Sum 15.06 15.48 22.02 23.08 75.64 
Column 
Mean 3.01 3.10 4.40 4.62 3.78 11.81 19.55 36.23 
Column 
Effect -0.77 -0.69 0.62 083 

System 

Underload Data Overload 

Voice 

Overload 

Voice & Data 

Overload 

70% Offered 

Load 

85% Offered 

Load 

100% Offered 

Load 

0.007 0.003 0.021 0.005 0.144 0.304 1.739 



Table B.127. NIPRNET Circuit Queuing Delay Analysis of Variance — Static
Allocation with Work Conservation

Table B.128. SIPRNET Circuit Queuing Delay Data — Static Allocation with
Work Conservation

Table B.129. SIPRNET Circuit Queuing Delay Standard Deviations — Static Al-
location with Work Conservation

B-36

SSY SSO SSA SST SSE 
296.77 286.04 10.73 10.74 0.00 

DOFY 

20 

DOF0 

1 

Var Due to Variance Due 
Workload to Error 
99.98% 0.02% 

DOFA DOFT DOF, 

3 19 16 

MSA MSE 
3.578E+00 1.336E-04 

■"cornpA 

26778.795 

FTableA 

2.46 

P-valueA 
8.250E-30 

System Voice Voice & Data 70% Offered 85% Offered 100% Offered 
Underload Data Overload Overload Overload Load Load Load 

Seed 128 3.14 3.60 4.67 5.90 23.49 42.30 74.74 
Seed 129 3.15 3.60 4.74 5.91 23.43 42 08 83.20 
Seed 130 3.16 3.61 4.71 5.90 23.46 42.45 81.73 
Seed 131 3.15 3 61 4.71 5.93 23.07 42.38 87.86 
Seed 132 3.15 3.61 4.72 5.91 22.69 43.72 85.54 
Column 
Sum 15.74 18.04 23.55 29.55 86.88 
Column 
Mean 3.15 3.61 4.71 5.91 4.34 23.23 42.58 82.62 
Column 
Effect -1 20 -0 74 0 37 I 57 

System 
Underload Data Overload 

Voice 
Overload 

Voice & Data 
Overload 

70% Offered 
Load 

85% Offered 
Load 

100% Offered 
Load 

0.006 0.004 0.025 0.012 0.348 0.648 4.984 



Table B.130. SIPRNET Circuit Queuing Delay Analysis of Variance — Static Al-
location with Work Conservation

B-37

SSY SSO SSA SST SSE 
400.21 377.41 22.79 22.79 0.00 

DOFY 

20 

DOF0 

1 

Var Due to 
Workload 
99.99% 

DOFA 

3 

MSA 
7.597 

'compA 

36778.178 

^TableA 

2.46 

PAGlueA 
6.521E-31 

DOFT 

19 

Variance Due 
to Error 
0.01% 

DOFE 

16 

MSE 
2.066E-04 



Table B.131. Utilization Data — DBA-3

Table B.132. Utilization Means — DBA-3

B-38

Allocation i.ii .innl.il m 8M>ps Allocation Giannlaiity- 32 Mips Allocation Giannlaiity: 64 klips 

Monitoring Monitoiinij Monitoiini) MmnMiiinj Mom ton im Monitoiinij Monitoiinij Monitoiinij Monitoiinij 

OffeiedLoad Peiiod (5) Peiiod (10) Peiiod (501 Peiiod (5) Peiiod (101 Peiiod (50) Peiiod (51 Peiiod (10) Peiiod (50) 

19 97 19.97 19.97 19.50 19.50 19.50 19.97 19.97 19.97 

System 
Underload 

2088 20.88 20.88 21.12 21.12 21.12 20 88 20.88 20.88 

17.92 17.92 17.92 17.96 17.96 17 96 17 92 1792 17.92 

18.96 18.96 18.96 18.60 18.60 18.60 18.96 18.96 18.96 

19.30 19.30 19.30 20 37 20.37 20.37 19.30 19.30 19.30 

48.67 48.50 48.78 48.90 48.48 47 83 46.51 45.75 45.81 

49.59 47.79 47.49 50.49 47.58 48.18 47.74 46.52 44.53 

Data Overload 49.09 47.89 47.76 4919 49.17 46.79 48.17 45.74 45.97 

49.48 47.99 46.75 48.95 48.84 46.94 47.41 46.85 46.11 

50 20 49 04 47.96 49.71 48 52 4:3 03 46 15 46 84 45 69 

29 36 29.05 28 50 28 73 29 17 23 01 27 57 23 94 27 09 

29.57 27.97 27.79 29.81 30.05 27.79 27.54 28.15 27.41 
Voice Overload 2954 28.61 28.71 29 50 28 38 28 71 27 91 27 48 27.38 

2889 29.00 28.74 29.70 27.65 28.04 27.62 27.59 27.48 

29.64 28.90 29.16 30.51 28.43 27 61 27.81 27.92 27 1 8 

47 7 3 47.02 48.22 47 11 46.09 48 07 45.86 45.61 46.69 

Voices Data 
Overload 

47.50 47.13 47.90 47.22 47.41 46.95 45 64 46.16 46.98 

47.15 47.70 48.50 47.30 47.31 48.23 45.65 46.12 47 03 

47.71 46 91 47.99 47.82 46 92 47.76 46.28 46 07 47.47 

4 7 05 47 00 47 0 3 4 7 35 47 03 47 36 46 53 45 77 45 70 

74.35 

70% Offered 
Load 

74.44 

73.64 

73.37 

73.78 

89.31 

85% Offered 
Load 

89.27 

89.22 

89.26 

89.27 

98.87 

100% Offered 
Load 

98.87 

98.86 

98.85 

98 84 

Allocation Gi<mul.itity 8 Hf»s Allocation Gianulaiity: 32 M)|)s AJk- ,ilion Graml.nlrY: 64M)ps 

Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Moni toting Monitoting Monitoring 
Offered Load Period (51 Peiiod llOl Period (501 Period (5i Peiiod 110) Peiiod |50| Period (51 Peiiod |10> Penod (SCO Port Sum Port Mean Port Effect 

System 
Jndsifoad 19.40 19.40 19.40 19.51 19.51 19.51 19.40 19.40 19.40 174.96 19.44 -16.24 

Data Overload 
49.41 48.24 47.75 49.45 48.52 47.55 47.20 46.34 45.62 430.07 47.79 12.10 

Voice 0\er1oad 
29.40 28.71 28.58 29.65 28.73 28.03 27.69 26.01 27.31 256.12 28.46 -7.22 

Voice a Data 
O'.eload 47.43 47.17 47.93 47.36 46.95 47.67 45.99 45.95 46.97 423.42 47.05 11.36 

Column Sum 145.64 143.52 143.66 145.97 143.71 142.77 140.28 139.71 139.31 1284.57 

Column Mean 36.41 35.88 35.92 36.49 35.93 35.69 35.07 34.93 34.83 35.68 

Cohiiai Effect 0.73 0.20 0.23 0.81 0.25 0.01 -0.61 -0.76 -0.85 
70% Offered 
_oad 73.92 
35% Offered 
_oad 89.26 
100% Offered 
_oad 98.86 



Table B.133. Utilization Standard Deviations — DBA-3

Table B.134. Utilization Difference Data — DBA-3

B-39

Offered Load 

Allocation Granularity 8 kbps Allocation Gianularity VU.p- Allocation Gianularity i.l U,|,s 

Monitoring 
Peiiod (5) 

Monitoring 
Peiiod (10) 

Monitoring 
Peiiod |50| 

Monitoiinij 
Peiiod |5) 

Monitoiinij 
Peiiod (10) 

Monitoiinij 
Peiiod (50) 

Monitoiinij 
Peiiod (5) 

Monitoiinij 
Peiiod (10) 

Monitoiinij 
Peiiod (50) 

System 
Underload 

Data Overload 

Voice Overload 

Voice & Data 
Overload 

1.109 

0.569 

0304 

0.317 

1.109 

0522 

0444 

0.307 

1.109 

0.736 

0.502 

0553 

1282 

0664 

0640 

0270 

1282 

0593 

0.910 

0522 

1282 

0642 

0.417 

0524 

1 109 

0.843 

0.163 

0398 

1.109 

0.561 

0580 

0245 

1.109 

0.632 

0.168 

0318 
70% Offered 
Load 
85% Offered 
Load 
100% Offered 
Load 

0462 

0.032 

0013 

Allocation Granularity* 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps 
Monitor ing Monitoring Monitoring Monitoring Monitor ing Monitoring Monitoring Monitoring Monitoring 

Offered Load Period (5) Period (10) Period 150) Period (5) Period (10) Period (50) Period (5) Period (101 Period (50| 
6.76 6.76 6.76 6.28 6 28 6.28 6.76 6.76 6.76 

System 
Underload 

7.65 7.65 7.65 7.89 7.89 7.89 7.65 7.65 7.65 
4.57 457 4.57 4.62 4.62 4.62 4.57 4.57 4.57 
5.65 5.65 5.65 5.28 5.28 5.28 5.65 5.65 5.65 
6.13 6.13 6.13 7 21 7.21 7.21 6.13 6.13 6.13 

19.16 18.98 19.26 19.38 18.97 18.32 16.99 16.23 1629 
20.15 18.36 18.05 21.05 18.15 18.74 18.31 17.09 15.10 

Data Overload 19.63 1842 18.29 19.72 19.70 17.32 18.70 16.27 16.50 
19.94 18.45 17.21 19.41 19.30 17.40 I 7 87 17.31 16.57 
20.70 19.54 18.46 20.21 19.02 18.52 16.65 17.34 16.19 
9.07 8.76 8.21 8.44 888 7.72 7.28 8.64 6.80 
9.23 7 65 7.45 9.46 9 70 7.45 7.19 7 80 7.07 

VOice Overload 9.13 8.20 8.30 9.09 7.97 8.30 7.50 7.07 6.97 
8.45 8.56 8.30 9.26 7.21 7.60 718 7.15 7.04 
9.29 8.55 8.81 10.16 8.08 7.26 7.46 7.56 6.83 

11.15 10.43 11.64 10.53 9.50 11.48 9.28 9.02 10.11 

Voice a Data 
Overload 

10.88 10.50 11-27 10.60 10.78 10.32 9.01 9.54 10.35 
10 61 11.16 11.96 10.77 10.78 11.69 9.11 9.59 10 49 
11.04 10.25 11.32 11 15 10.26 11.09 9.62 9.41 10.80 
10.47 10.51 10.45 10.77 10.45 10.78 9.95 9.20 10.12 

6.16 

70% Offered 
Load 

6.33 
5.34 
5.70 
6.84 
4.38 

85% Offered 
Load 

4.29 
4.21 
4.35 
4.25 
0.15 

100% Offered 
Load 

0.17 
0.14 
0.12 
0.14 



Table B.135. Utilization Difference Means — DBA-3

Table B.136. Utilization Difference Standard Deviations — DBA-3

Table B.137. Utilization Difference 90% Confidence Intervals — DBA-3

B-40

Al location Granularity 8 kbps Allocation «ii.iinl.iiHv I» kbps Al local! on Granularity: 64 kbps 

Vlontormi) r -".- ■ r i r T ■ ■ i Monitoring Moniloiiny Monitoring MonitOIHHj MotWtoiMtg Monitoring MonitoiiiKj 
Offered Load Period i5i Period (10) Peiiod 450» Period (5| Peiiod (10} Period (50) •eiiodl&i Peiiod 410) Peiiod (50| 

System 
Underload 6.15 6.15 6.15 6.26 6.26 626 6.15 6.15 6.15 

Data Overload 
19.91 18.75 18.25 19.95 19.03 18.06 ' 7 70 16.85 16.13 

Voice Overload 
9.03 834 821 9.28 8.37 7.67 7.32 765 6.94 

Voice & Data 
Overtoaci ! 0 S': 10.57 11.33 10.76 10.35 11.07 9.39 9.35 10.38 

70% Offered 
Load 607 
85% Offered 
Load 4.30 
100% Offered 
Load 0.15 

Allocation Granularity* 8 kbps Allocation Granularity* 32 kbps Allocation Granularity: 64 kbps 
Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring 

Offered Load >eriod(5) Period <10> Period (50) Period <5) Period (10) Period (50) Period <5i Period (10) Period (50} 
System 
underload 1.156 1.156 1.156 1.342 1.342 1 342 1.156 1.156 1.156 

Data Overload 
0.575 0.506 0.740 0.697 0.572 0 653 0.864 0.554 0.600 

Voice Overload 
0.336 0.446 0.489 0.623 0.952 0.395 0.149 0.634 0.125 

Voice & Data 
Overload 0 287 0 347 0.563 0.241 0 525 0.548 0 386 0.238 0.289 

70% Offered 
.oad 0.578 
85% Offered 

Load 0.070 
100% Offered 
Load 0.019 

Offered Load 

Allocation Granularity:   8 kbps Allocation GiamJarity: 32 kbps Allocation Gianulaiity:   61 kbps 

Monitoring 
Period (5} 

Monitoring 
Peiiod (10) 

Monitoring 
Period (50) 

Monitoring 
Period (5| 

Monitoring 
Period |10> 

Monitoring 
Peiiod (501 

Monitoring 
Period (5} 

Monitoring 
Peiiod (10} 

Monitoring 
Peiiod (50} 

System 
Underload 

5 05 
7 25 

5 05 
7 25 

5 05 
7 25 

4 98 
7 54 

4 ' 18 
7 54 

4 98 
7 54 

5 05 
7 25 

5 05 
7 25 

5 05 
7.25 

Data Overload 
19.37 
20.46 

18 27 

19 23 
I 7 55 
I 8 96 

19 29 

20 62 
18.48 
19.57 

17.43 
18 69 

16 88 
18 53 

16 32 

17 38 

15 56 

16 70 

Voice Overload 
8.71 
9 35 

7.91 
8 76 

7.75 
8.68 

8.69 
9.88 

7.46 
9 27 

7.29 
8 04 

7.18 
7 46 

7.04 

8 25 

6.82 
7 06 

Voice S Dala 
Overload 

I 056 
11.10 

I0 24 
10.90 

I 0 79 
11.87 

iris:; 

10.99 
9 85 

10.85 
10.55 
11.60 

9.03 
9 76 

9 1 2 

9 58 
10 10 
10 65 

70% Offered 
I oad 6 62 

85% Offered 
Load 

4.23 

4 36 

100% Offered 
Load 

0 1 3 

016 



Table B.138. Utilization Main Effects — DBA-3

Table B.139. Utilization Second Order Interaction Effects — DBA-3

Table B.140. Utilization Third Order Interaction Effects — DBA-3

Table B.141. Utilization Analysis of Variance — DBA-3

B-41

Variable 
Factor Designation Level 1 Level 2 Level 3 Level 4 

Workload A -16.24 12.10 -7.22 11.36 
Allocation 
Granularity B 0.39 0.36 -0.74 N/A 

Monitoring Period C 0.3I -0.I0 -0.20 N/A 

Allocation 

i.i.iml.iiit, IBl WorMoad(A) 

Uixleilo.Kl 

Data 

Overload 
Voice 

Overload 

VoiceData 

Overload 

8 M>ps 
32 Mips 
64M)|)S 

Jj 42 

-0.28 

0.71 

0 29 

0.37 

-0.66 

0 05 

-0.01 
-0.05 

0.08 
-0.07 

0.00 

Monitoring 

Period(O WorMoad (A) 

Underload 

Data 

Overload 
Voice 

Oveiloa<l 
VoiceData 

Oveilo.) (1 
5s 

Its 
5»s 

■0 31 

0.10 
0.20 

0 59 

0.02 

-0.61 

0 15 

0.13 

-0.23 

jj 45 

-0.25 
0.68 

Monitoring 

Period (Cl Allocation Gianulaiitvi.Br 

8 Mips 32 Mips 64 Mips 

5s 

10 s 
50 s 

0 03 

-0.08 

0.05 

0.15 
-0.01 

-0.14 

-0 IS 

0.09 

0.09 

Allocation Granularity 8 kbps Allocation Granularity: 32 Mips Allocation Granularity: 64 Mips 

Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring 

Offered Load Period (5) Period (10) Period (501 Peirod (5| Period (10) Perrod (50| Period (5| Period (10) Period <50i 

System 

Underload -0.03 0.08 -0.05 -0.15 0.01 0.14 0.18 -0.09 -0.09 

Data Overload 
0.01 -0.05 0.04 -0.10 0.10 0.00 0.09 -0.05 -0.04 

Voice Overload 
0.02 -0.13 0.12 0.24 -0.09 -0.15 -0.26 0.23 0.03 

Voice S Data 

Overload 0.01 0.10 -0.11 0.01 -0.01 0.01 -0.01 -0.09 0.10 

SSY SSO SSA SSB SSC SSAB SSAC SSBC E3AE-: SST SSE 

25599629 229183.40 26624.30 49 44 885 21.37 25.38 2.01 2.10 26812 89 79 44 

Var Due to 
Workload 

99.30% 

Var Due to 

Allocation 

Granularity 

0.18% 

Var Due to 

Monitoring 

Period 

0.03% 

Var Due to 
Workload 6 

Allocation 
Granularity 

0.08% 

Var Due to 
Workload & 

M onitoring 
Period 

0.09% 

Var Dueto 
Allocation 

Granularity & 

Monitoring 
Period 

0.01% 

Var Due to AII 
Factors 

0.01% 

Var Due to 
Error 

0.30% 

DOFy 

180 

DOFo 

1 

D0FA 

3 

DOF6 

2 

DOFc 

2 

DO FAB 

6 

DOFAC 

6 

DOFec 

4 
DOFABC 

12 

DOFy 

179 

DOFE 

144 

8874766 

MSB 

24.719 

MSC 

4.427 

MSAB 

3.562 

MSAC 

4.230 

MSBC 

0.503 

MSABC 

0.175 

MSE 

0.552 

"OMTpA 

16087.767 
•"compB 
44.809 

icempC 
8.024 

'corrpAB 
6.457 

"compAC 
7.668 

■"conpBC 
0.912 

FeoirpABC 
0.317 

FTjt*A 
2.20 

FT»leB 
2 41 

FT»I«C 
2.41 

FTau« AB 
1.90 

FTaM«AC 
1.90 

F1»leBC 
206 

FT«tl«ABC 
1.68 

P-valueA 

1.178E-181 

P-valueB 

7.407E-16 

P-valueC 

4.965E-04 

P-valueAB 

4768E-06 

P-valueAC 

3.695E-07 

P-valueBC 

0.459 

P-valueABC 

0.985 



Table B.142. Voice Circuit Queuing Delay Data — DBA-3

Table B.143. Voice Circuit Queuing Delay Means — DBA-3

B-42

Allocation Granularity 8 kl>ps Allocation Granularity: 32 kbps Allocation Granularity: 64 klips 

Monitoring Monitoring Monitoring Monitor ing Monitoring Monitoring Monitoring Monitor ing Monitoring 

Ofleied Load Period (5) Period (10) Period (50) Period (5) Period (10) Period (50) Period (5) Period (10) Period (50) 

33.28 31.15 30.52 28.42 26.30 25.60 25.76 23.80 23.07 

32.83 31.05 29.95 28.20 26.23 24.74 25.92 23.89 23.17 

System Underload 33.87 31.65 30 46 28.65 26.60 25.50 26.15 24.01 23.00 

33.29 31.48 30.60 28.79 26.82 25.63 26.13 24.14 23.15 

33.31 31.50 29.93 28.61 26.40 25.31 25.84 23.92 23.11 

47.19 44.78 43.13 46.80 44.12 44.52 40.00 38.19 36.89 

46.73 44.84 43.61 46.43 45.09 44.61 39.41 37.72 37.80 

Data Overload 46.43 44.49 44.58 46.74 43.62 43.48 39.18 37.99 38.11 

46.41 44.95 45.46 47.03 43.97 44.29 39.22 37.65 37.16 

46 53 44 18 44 44 45 96 4 5 74 45 55 40 1 4 57 62 57 19 

33.06 31  38 51  50 32 25 55 25 51 65 59 56 58 45 29.46 

32.48 31.61 30.98 31.56 31.56 30.70 29.31 28.92 29.28 

Voice Overload 32.56 31.31 51  10 31.79 31.79 30 20 29.29 28.90 29 16 

32.73 31.48 30.96 31.79 31.79 30.59 29.30 28.90 29.07 

32.43 31.53 30.07 31.63 31.63 30.73 29.31 28.93 29.13 

51.85 52.12 59.78 51.37 50.91 64.22 43.23 43.96 50.54 

51.84 50 65 62.23 50.46 51.65 64.30 42.56 43.92 51.92 

Voice & Data Overload 50.84 50.88 61.79 50.63 50.79 61.24 43.60 43.66 52.95 

51.24 50.68 60.93 51.04 51.22 58.79 43.45 44.38 51.18 

51.36 50.84 59.70 50 61 51 31 59 47 44.23 43.21 51.22 

144.56 

144.32 

70% Offered Load 143.59 

143.27 

144.60 

566 55 

389.00 

85% Offered Load 379 96 

376.84 

58 7 14 

195.79 

185.89 

100% Offered Load 190 99 

181.88 

169.43 

OffeiedLojd 

Allocation Oi.inul.Hitvr 9 kbps 

Moiatonnu 

I'.-IK-I  (MM 

Allodtic 

Moiatounu 

Period (51 

 iiil.intv- 

Monltounu 

Period (101 

32 Mips Allocation Gi.inul.uitv 64 Mips 

I7..W '.11111 r7..* r-v-.di Row Effect 

Monitoiinu 

Period (51 

Moritounu 

Pi-Hill  ll«l 

Monrt HI 

Prlli.tllUll 

Monitoiinu 

Period (51 

Monitoiinu 

Piin.il HOI 

Monrt oitiiu 

Period (501 

System Underload 
33.32 31.36 30.29 28.53 26.47 25 36 25.95 23.95 23.10 248.34 27 59 -10.63 

Data Overload 
46.66 44.65 44.24 46 60 44.11 44.04 39.59 37.63 37.43 385.15 42.79 4.57 

Voice Overload 
32 65 31.46 30 92 31.60 31.60 30.77 29.30 28.62 29.22 276 75 30 75 -7.47 

Voice & Data Overload 
51 43 51.03 60.88 50.82 51.18 61.60 43.41 43.82 51.56 465.74 1 ■- 13.53 

Colunii Sum 164.05 158.51 166.34 15775 153.56 161.77 138.26 134.43 141.31 1375.98 

Column Me.ni 41.01 39.63 41.59 39.44 38.39 40.44 34.57 33.61 35.33 3J.22 

Colunsi Effect 2.79 1.41 3.36 1.22 0.17 2.22 -3.66 -4.61 -2.89 

70% Offered Load 144 07 

8S% Offered Load 384.30 

100% Offered Load 184.79 



Table B.144. Voice Circuit Queuing Delay Standard Deviations — DBA-3

Table B.145. Voice Circuit Queuing Delay Difference Data — DBA-3

B-43

Allocation Granularity 8 kbps Allocation Granularity 32 klips Allocatio n Granularity 64 klips 

Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring 
Offered Load Period (5) Period (10) Period |50) Period |5> Period 110» Period (50) Period |5| Period (10r Period |50) 

System Underioad 
0.371 0254 0325 0229 0.240 0369 0.173 0.129 0069 

Data Overload 
0323 0.312 0 906 0405 0584 0 60? 0.451 0244 0504 

Voice Overload 
0258 0 118 0.522 0270 0.270 0534 0.014 0.214 0.153 

Voice & Data Overioad : -::• 0 613 1.147 0373 0341 :?:- : ■::: 0.430 : 31 e 

70% Offered Load 0603 

85% Offered Load 5537 

100% Offered Load 10063 

Allocation Granularity 8 klips Allocation Gianulaiity: 3? klips Allocation Gianularity: 64 kbps 

Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring 
Offered Load Period IS) Period (10) Period 1501 Period (5) Period HOI Period 1501 Period (5) Period 110) Period (50) 

13.96 11.83 11.20 9.10 6.98 6.29 6.44 4.48 3.75 
13.47 11.69 10.59 8.84 6.88 5.38 656 4.54 3.82 

System Underload 14.52 12.30 11.11 9.30 7.25 6.15 6.80 4.66 3.65 
13.98 12.17 11.30 9.48 7.52 6.33 6.82 4.84 3.84 
13.98 12.16 10.59 9.27 7.06 5.98 6.50 4.58 3.77 
27.12 24.71 23.06 26.73 24.05 24.46 19.93 18.12 16.83 
26.68 24 79 23 56 26.37 25.04 24.56 19.35 17.67 17.75 

DataO\erload 26.32 24.39 24.48 26.64 23.51 23.38 19.07 17.88 18.00 
26.31 24.85 25.36 26.93 23.86 24.18 19.11 17.55 17.05 
26.44 24.09 24.35 25.89 23.65 23.21 20.05 17.53 17.10 
9 84 8.16 8.28 9.03 9.03 8.43 6.06 5.21 6.24 
9.30 8.44 7.81 839 8.39 7.52 6.14 5.75 6.10 

Voice Overload 9.43 8.18 7.97 8.66 8.66 7.07 6.16 5.77 6.03 
9.55 8.30 7.79 8.62 8.62 7.41 6.12 5.72 5.90 
9.26 8.35 6.90 8.45 8.45 7.55 6.14 5.75 5.96 
27.92 28.19 35.85 27.44 26.98 40.29 19.30 20.03 26.62 
27.96 26.76 38.34 26.58 27.76 40.41 18.68 20.04 28.04 

Voice 8 Data Overload 26.98 27.02 37.93 26.77 26.93 37.38 19.74 19.80 29.09 
27.28 2672 36 97 27.08 27.26 34 83 19.49 20.42 27.22 
27.43 26.92 35.77 26.68 27.39 35.55 20.30 19.29 27.30 

105.85 
105.74 

70% Offered Load 104.77 
104.95 
106 46 
330.79 
330.96 

85% Offered Load 321.72 
31 8.73 
327.97 
12412 
107.77 

100% Offered Load 119.58 
101.62 
94 26 



Table B.146. Voice Circuit Queuing Delay Difference Means — DBA-3

Table B.147. Voice Circuit Queuing Delay Difference Standard Deviations —
DBA-3

Table B.148. Voice Circuit Queuing Delay Difference 90% Confidence Intervals —
DBA-3

B-44

OfleiedLoad 

Alloc.»0on <.i.imil.nitv 8 hbps Allocation Granularity: 3? hbps Alloc* ti on Granularity:  64hbps 
Monitoring 
Period (5) 

Monitoring 
Period 410) 

Monitoring 
Peiiod(50> 

Moil toi ing 
Period (5) 

Monitoring 
Period 410» 

Monitoiliig 
Period 450) 

Monitoring 
Period (5> 

Monitor ing 
Period (10| 

Monitoring 

Peiiod(50» 

System Underload 
13.98 12.03 10.98 9.20 7.14 6.02 6.63 4.62 3.77 

>ata Overload 
26.57 24.57 24.16 26.51 24.02 23.96 19.51 17.75 17.35 

Voice Overload 
9.48 8.29 7.75 8.63 8.63 7.60 6.12 5.64 6.05 

Voice & Data Overtoad 
27.51 27.12 36.97 :e 9i 27 :•', 37.69 19 50 1-H'Hl 27.65 

70% Offered Load 105.56 

85% Offered Load 326.03 

100% Offered Load 109.47 

Allocation Gianulaiitv 8 kbps Allocation Gianulaiitv: 3? hbps Allocation Gianulaiitv 64 hbps 
Monitoiing Monitoring Monitoring Moiitoi ing Monitoring Monitoring Monitoring Monitor ing Monitoring 

Offeied Load Period (5) Period (10) Period (50) Period (5) Period (10) Period (50) Period (5) Period (10) Period (50) 

System Underload 
0.373 0.257 0.342 0.242 0.253 0.387 0.175 0.138 0.074 

Data Overload 
0.340 0.319 0.866 0.400 0.604 0.624 0.459 0.249 0.503 

Voice Overload 
0.236 0.115 0.513 0.252 0.252 0.503 0.041 0.241 0.133 

Voice S Data Overtoad 
0.421 0.609 1   171 0.352 0.337 2.602 0.595 0 416 0 948 

70% Offered Load 0.692 

85% Offered Load 5.534 

100% Offered Load 12.374 

Offeied Load 

Allocation Granularity:  8 hbps Allocation Granularity:   32 hbps Allocation Granularity:  64 hbps 
Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

System Underload 13.63 
14.34 

11.78 
12.28 

10.63 
11.28 

8.97 
9.43 

6.90 
7.38 

5.65 
6.39 

6.46 
6.79 

4.49 
4.75 

3.70 
3.84 

Data Overload 
26.25 
26.90 

24.26 
24.87 

23.32 
25.01 

26.13 
26.89 

23.45 
24.60 

23.36 
24.55 

19.07 
19.94 

17.51 
17.99 

16.87 
17.83 

Voice Overload 
9.25 
9.70 

8.18 
8.40 

7.26 
8.24 

8.39 
8.87 

8.39 
8.87 

7.12 
8.08 

6.08 
6.16 

5.41 
5.87 

5.92 
6.17 

Voice & Data Overload 
27.11 
27.92 

26.54 
27.70 

35.86 
38.09 

26.58 
27.25 

26.94 
27.59 

35.21 
40.17 

18.94 
20.07 

19.52 
20.31 

26.75 
28.56 

70% Offered Load 
104.90 
106.22 

85% Offered Load 
320.76 
331.31 

100% Offered Load 
97.67 

121.27 



Table B.149. Voice Circuit Queuing Delay Main Effects — DBA-3

Table B.150. Voice Circuit Queuing Delay Second Order Interaction Effects —
DBA-3

Table B.151. Voice Circuit Queuing Delay Third Order Interaction Effects —
DBA-3

Table B.152. Voice Circuit Queuing Delay Analysis of Variance — DBA-3

B-45

Variable 
Factor Designation Level 1 Level 2 Level 3 Level 4 

Workload A -10.63 4.57 -7.47 13.53 

Allocation Granularity B 2.52 1.20 -3.72 N/A 

Monitoring Period C 0.12 -1.01 0.90 N/A 

Allocation 

Granularity IBl Workload (A) 

Monitoring 

Periodic» WorMoad IAI 

Underload 
Data 

Overload 
Voice 

Oveiload 
Voice-Data 
Oveiload Underload 

Data 
Overload 

Voice 
Oveiload 

Voice.-Data 
Oveiload 

8 Mips 
32 Mips 
64 Mi|>s 

1.54 
-201 
0 17 

-013 
0.92 

•0 79 

-1.59 
-0.49 
2 08 

0.18 
1.58 

-1.76 

5s 
10 s 

50s 

1.56 
0.68 
-2 24 

1.37 
0.42 
-I 79 

0.38 
096 
■1  54 

-3.31 
-2.06 
5.37 

MoiiiToiincj Period (O Allocation Granularity )Bi 

8 klips V Hips 114 Mips 

5s 
10 s 
50 s 

0.15 
-0.10 

-005 

-0.10 
-0.02 

0.12 

-0.05 
0.12 

-007 

Allocation Giaiiulaiity 8 klips Allocation Granularity 32 klips Allocation Giaiiulaiity 64 klips 

Monitoiiiirj Monitorinij Moiiitoiiinj Moiiitoiiinj Moiiitoiiinj Monitoiinij Moiiitoiiinj MonitoiiiKj MonitoiiiKj 

Offered Load Peiiod (5| Peiiod (10) Period (50) Period (5) Peiiod (10) Period (50) Peiiod (5| Period (10) Peiiod (50) 

System Underload 
-0.17 0.14 0.03 0.17 0.04 -0.21 0.00 -0.17 018 

Data Overload 
-0.17 0.16 0.00 0.30 -0.19 -0.11 -0.13 0.03 0.10 

Voice Overload 
032 -0.06 •0.26 -0.05 0.42 -0.37 •0.26 •0.36 0.62 

Voice & Data Overload 
0.02 -0.24 0.22 -0 41 -0.27 0.68 0.39 0.51 -0 90 

SSV SSO SSA SSB ssc SSAB SSAC SSBC SSABC SST SSE 

282432.10 262962.12 16"> ■ i 04 1298.65 !'.■)     ■"': 312.92 901.09 1.6 9 17 56 1946998 56 29 

Var Due to 

Workload 
86.14% 

Var Due to 
Allocation 

Granularity 
6.67% 

Var Due to 

Monitoring 
Period 

0.57% 

VarDue to 
Workload & 

Allocation 
Oranularily 

1.81% 

Var Due to 
Workload & 

Monitoring 

Period 
4.63% 

Var Due to 

Allocation 
Granularity « 

Monitoring 

Period 
0.01% 

Var Due to All 

Factors 
0.09% 

VarDue to 
Error 

0.29% 

DOFr 

180 

DOFo 

1 

DOFA 

3 

DOFi 

2 

DOFc 

2 

DOFM 

6 
DOF.c 

6 

DOFK 

4 

DOF.ic 

12 

DOFT 

179 

DOFe 

144 

MSA 

5590.347 

MSB 

649.325 

MSC 

55.375 

MSAB 

52.153 

MSAC 

150.181 

MSBC 

0.422 

MSABC 

1.464 

MSE 

0.391 

Fc«pA 

14300.889 

FcwnpB 

1661.065 

F<ompc 

141.656 

Fcoinpil 

133.414 

FaMnpIC 

384.184 

FcompBC 

1.078 

FccmpMC 

3.744 

FT*»A 

2.20 

FTSIIH B 

241 

FTHIHC 

241 
FlWBM 

1.90 

F-nbMc 

1.90 

FT.II* re 

2.06 

FT.I>»*SC 

1.68 

P-valueA 
5509E-178 

P-valueB 
3.414E-100 

P-valueC 
9.738E-35 

P-valueAB 
3.0O7E-56 

P-valueAC 
5.933E-86 

P-valueBC 
3695E-01 

P-valueABC 
6.124E-05 



Table B.153. Video Circuit Queuing Delay Data — DBA-3

Table B.154. Video Circuit Queuing Delay Means — DBA-3

B-46

Allocation Granularity: 8 klips Allocation Granularity: 3? M.|.s Allocation Granularity: 04khps 

Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring 

Offered Load Period (5i Period HO I Period (50) Period (S| Period« 10| Period (501 Period (51 Period (10) Period (501 

3.05 3.06 3.31 3.26 2.62 2.54 3.40 3.31 3.33 

3.45 3.24 3.27 3.45 3.12 3.14 3.63 3.03 3.06 

System Underload 3.31 2.52 3.00 3.40 2.92 3.51 3.30 3.31 3.30 

2.95 2.95 3.10 2.85 3.31 3.04 3.22 3.21 3.22 

3.13 3.50 3.52 3.72 3.38 3.36 3.58 3.55 3.58 

3.80 3.46 3.84 3.91 3.35 4.04 3.91 3.69 4.15 

3.62 3.68 3.55 3.93 3.97 3.57 3.73 3.91 3.70 

Data Overload 4.05 3.99 3.80 3.65 4.21 3.98 4.29 3.91 3.99 

3.69 3.68 3.64 3 99 4.03 3.73 3.26 3.81 4.11 

4.43 3.70 3.66 3.73 3.69 3.51 4.19 3.30 3.29 

7.40 6.34 6.70 6.57 6.09 6.23 5.85 5 90 6.39 

7.41 6.37 6.05 5.95 6.14 5.74 5.67 6 05 5.56 

Voice Overload 7.S2 6.49 6.56 6.02 5.92 6.00 5.94 6.26 5.47 

6.15 6.51 6.70 6.95 6.52 6.12 5.86 6.09 5.95 

7.50 6.77 6.15 7.23 5.82 5.63 6.24 6.25 6.30 

10 64 1075 9.97 9.86 9 34 9.80 10.19 9 44 9.86 

10.75 9.85 10.39 10.25 11.75 9.87 9.96 8.98 10.13 

Voice S Data Overload 11.32 10.50 9.76 10.88 10.21 8.47 10.27 9.59 9.83 

9.84 9.16 11.36 10.71 9.84 9.62 10.86 9.25 10.54 

1091 9.58 10.46 9.85 9.43 11 9-: 10.95 11   US 9.20 

17 98 

17.82 

70% Offered Load 18.11 

18.19 

17 99 

37.13 

37.89 

85% Offered Load 3816 

38.21 

36.89 

39.36 

38.21 

100% Offered Load 40 27 

39 02 

38.89 

Allocation Granularity: t kbps Al location Gunul.i iitv: 12 kbps AHocation GramlarHy: (4 kbps 
■tonitoring ■tonitoring •tonitoring Moritoring Monitoring •tonitoring Moiitoiing Monitoring •tonitoring 

Offered Load >eriod(5i >eriodtn» >eriodi»> Period <5> Period .10i >eriodi»> Period |5» Period run >eriodi50i Row Sum Port r.Ve.in 

System Underload 
318 3.05 324 334 : 37 3.12 3.43 3.28 330 29.00 3.22 

Data Oserload 
3.92 3.70 3.70 334 335 3.77 338 3.72 335 34.22 3 80 

voice Oserload 
7.20 650 6.43 6.54 £ •: 534 sat 6.11 534 56.67 &30 

voice Ä Data Overload 
10.69 997 10.39 10.31 10.11 9.94 10.45 9.67 9.91 91.44 10.16 

Column Sun 24.99 2322 23.75 24.03 23.13 22.77 23.66 22.78 22.99 211 :- 

Column Mean 6 25 5.81 5.94 £ :• 5.78 539 532 5.70 5.75 5.J7 

Column Erte.:t 038 -0.06 0.07 0.14 -0.09 -0-18 0.04 -0.17 -0.12 

70% Offered Load i- :: 

85% Offered Load 37,66 

100% Offered Load 39.15 



Table B.155. Video Circuit Queuing Delay Standard Deviations — DBA-3

Table B.156. Video Circuit Queuing Delay Difference Data — DBA-3

B-47

Allocation Granularity 8 kbps Allocation Granularity: 32 kl>|>s Allocation Granularity G4 kbps 
Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring 

Offered Load Period (5) Period |10) Period (50) Period |5) Period |10) Period (50) Period (5) Period (10) Period (50) 

System Underload 
0.203 0.364 0.199 0.320 0.309 0.371 0.178 0.187 0.190 

Data Overload 
0.329 0.190 0.119 0.144 0.336 0.240 0.412 0.253 0.359 

Voice Overload 
0.587 0.170 0.310 0.560 0.270 0.254 0.207 0.149 0.418 

Voice & Data Overload 
0.543 0.654 0.617 0.475 0.980 1.256 0.435 0.822 0.488 

70% Offered Load 0.140 

85% Offered Load 0.609 

100% Offered Load 0.753 

Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps 
Monitoring Monitoring Monitoring Monitoring Monitoring Monitor ing Monitoring Monitoring Monitoring 

Offered Load Period (5) Period (10) Period (50) Period (5) Period (10) Period (50) Period (5) Period (10) Period (50) 
0.50 0.51 0.76 0.72 0.08 0.00 0.85 0.76 0.78 
0.31 0.10 0.13 0.31 ■0.02 0.00 0.49 -0.11 -0.08 

System Underload ■0.04 ■0.84 -0.36 0.04 -0.44 0.15 -0.06 -0.05 -0.06 
0.11 0.11 0.26 0.01 0.47 0.21 0.38 0.37 0.38 
-0 23 0 14 0 It 0 36 0 02 0 00 0 22 0 19 0.22 
0 16 -0 1 9 019 026 -0.30 0 40 0 26 0 04 050 
•O.20 •0.14 •0.27 0.11 0.15 -0.25 -0.09 0.09 ■0.12 

Data 0\erload 0.53 0.48 0.28 0.14 0.69 0.47 0.78 0.40 0.48 
0.12 0.11 006 0.42 0.46 0.16 -0.32 0.24 0.54 
0.25 ■0.48 ■052 -0.45 Jj 49 -0.68 0.01 -0.88 •0.89 
2.22 1.16 1.51 1.39 0.91 1.05 0.67 0.72 1.20 
3.10 2.06 1.74 1.64 1.83 1.43 1.36 1.74 1.26 

Voice Overload 2.45 1.43 1.49 0 96 0.85 0.94 0.87 1.20 0.40 
0.45 0.81 1.00 1,28 0.83 0.42 0.16 0.39 0.26 
2.57 1.85 1.23 230 0 90 0 70 1.31 1.32 1.38 
373 3.84 306 295 2 43 289 3.28 2.53 2.95 
5.38 4.48 5.01 4.88 6.38 4.49 4.59 3.61 4.76 

Voice & Data Overload 5.57 4.75 4.01 5.13 4.46 2.71 4.52 3.84 4.07 
4.85 4.18 6.37 5.72 4.85 4.64 588 4.26 5.55 
5.07 3.74 4.62 4.01 3.59 6.10 5.11 5.24 3 36 

9.82 
9.50 

70% Offered Load 10.06 
9.86 
9.55 
23.65 
25.36 

85% Offered Load 25.13 
25.42 
23.58 
10 60 
8.31 

100% Offered Load 12.24 
8.93 
It 1" 



Table B.157. Video Circuit Queuing Delay Difference Means — DBA-3

Table B.158. Video Circuit Queuing Delay Difference Standard Deviations —
DBA-3

Table B.159. Video Circuit Queuing Delay Difference 90% Confidence Intervals —
DBA-3

B-48

Allocation Granularity 8 kbps Allocation Gr.inul.inty: 3? kbps Allocition Granularity: 64 hbps 
Monitoring Monitoring vlonrtoi ing Monitoring Monitoring Monitor ing vlonrtoi ing vlonrtoi ing Monitoring 

Offered Lo.i<l Period (5) Period (10) Period (SO) Period (S) Period (10) Period (50) Period (S) Period (10) Period (50) 

System Underload 
0.13 0.00 0.19 0.29 0.02 0.07 0.38 0.23 0.25 

Data 0\erload 
0.17 -0.04 -0.05 0.10 0.10 0.02 0.13 -0.02 010 

Voice Overload 
2.16 1.46 1.40 1.51 1.06 0.91 0.88 1 .07 0.90 

Voice S Data Overload 4 92 4.20 4.61 4.54 4.34 4.17 4 67 '■ 89 4.14 

70% Offered Load 9.76 

85% Offered Load 24.63 

100% Offered Load 10.08 

Ottered Load 

Allocation Granularity 8 kbps Allocation Granularity: ■/• kbps Allocation Granularity 64hbps 
Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period |50) 

Monitoring 
Peiiod(5) 

Monitoring 
Period (10) 

Moiitor ing 
Peiiod (50) 

Monitoring 
Period (5) 

Monitoring 
Peiiod (10) 

Monitoring 
Peiiod (50) 

System Underload 
0 287 0.501 0.399 0.289 0324 Ü 099 0.336 0.351 0.357 

:>ata Overload 
0.262 0.358 0.336 0.331 0497 0479 0.420 0.500 0.619 

Voice Overload 
1.008 0.507 0.287 0.508 0.431 0.379 0.495 0.529 0.526 

Voice & Data Overload 
0 718 0.425 1.230 1.079 1470 1 398 0.950 0.987 1.049 

70% Offered Load 0.232 

85% Offered Load 0.932 

100% Offered Load 1.543 

OfferedLoad 

Allocation Granularity: 8 hbps Allocation Granularity:  3? Mips Allo.ation Granularity:   <i tkhps 
Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monrtoiing 
Peiiod (50) 

Monitoring 
Peiiod (5) 

Monitoring 
Period (10) 

Moiltoring 
Peiiod (50) 

Monrtoiing 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Peiiod (50) 

System Underload 
G 14 
0.40 

■0 4 7 

0.48 
i\ | g 
0.57 

0 0! 
0.56 

-0 29 
0.33 

-0 02 
016 

0 06 
0.70 

-0 10 
0.57 

■0 00 
0.59 

Data Overload 
-0.08 
0.42 

-0.39 
0.30 

-0.37 
0.27 

-0.22 
0.41 

-0.37 
0.58 

-0.44 
0.48 

-0.27 
0.53 

-0.50 
0.45 

-0.49 
0.69 

Voice Overload 
1.20 
3.12 

0.98 
1.95 

1.12 
1.67 

1.02 
1.99 

0.65 
1.47 

0.55 
1.27 

0.40 
1.35 

0.57 
1.58 

0.40 
1.40 

Voice S Data Overload 
4.24 
5.61 

3.79 
4.60 

3.44 
5.79 

3.51 
5.57 

2.94 
5.74 

2.83 
5.50 

3.77 
5.58 

2.95 
4.84 

3.14 
5.14 

70% Offered Load 
9.54 
9.98 

85% Offered Load 
23.74 
25.52 

100% Offered Load 
8.60 
11.55 



Table B.160. Video Circuit Queuing Delay Main Effects — DBA-3

Table B.161. Video Circuit Queuing Delay Second Order Interaction Effects —
DBA-3

Table B.162. Video Circuit Queuing Delay Third Order Interaction Effects —
DBA-3

Table B.163. Video Circuit Queuing Delay Analysis of Variance — DBA-3

B-49

Variable 

Factor Designation Level 1 Level 2 Level 3 Level 4 

Workload A -2.65 -2.07 0.43 4.29 

Allocation Granularity B 0.13 -0.04 -0.08 N/A 

Monitoring Period C 0.19 -0.11 -0.08 N/A 

Allocation 
Gianulaiity (6) .'.ml 1   .i.l (A) 

Uurieilo.iri 
Data 

Oveilo.nl 

Voice 
Oveilo.id 

Votes/Data 
Oveilo.nl 

8 Klips 

32 kbps 
64 klips 

-0.19 
0.00 
0.20 

-0.16 
0.06 
010 

0.28 
-0.06 
-0.23 

0.06 
0.00 
-0.07 

Moiiitoiimj 

Period (Cl .'.ill I.   il (Al 

Undeilo.id 
Data 

Oveilo.id 
Voice 

Oveilo.id 
Voice 'Data 
Oveilo.id 

5s 
10 s 
50s 

-010 
0.02 
0.07 

-0.11 
0.06 
0.05 

0 07 
0.05 
-0.12 

0 14 
-0.13 
0.00 

Monitoring Peiiod (Cl Allocation Granularity IBI 

8 Mips Tl Hips l.i klips 

5s 
10 S 
50s 

0.06 

-0 08 
0.02 

-0.01 

0 06 
-0.06 

-O.06 

a 02 
0.04 

Allocation Gtanulaiity 8 kbps Allocation Granularity:  32 klips Allocatio n Granularity 64 kbps 

Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring 

Offeied Load Peiiod (5) Peiiod (10) Period (50) Period (5) Peiiod (10) Peiiod (50) Peiiod (5) Peiiod (10) Peiiod (50) 

System Underload 
-0.13 0.06 0.07 0.08 -0.08 0.01 0.06 0.02 -0.07 

Data Overload 
0.01 0.06 -0.06 -0.05 0.01 0.04 0.04 -0.07 0.03 

Voice Overload 
0.17 -0.07 -0.10 010 -0.10 0.00 ■0.27 0.17 0.10 

Voice & Data Overload 
-0.04 -0.06 0.10 -0.13 0.17 -0.04 0.17 -0.12 -0.06 

SSY SSO SSA SSB SSC SS.-.B SSAC SS BC SSABC SST SSE 

758952 6203.13 1344.33 1.49 3.16 3.86 1.36 L 48 1.75 1386 40 29.97 

Var Due to 

Workload 
96.97% 

VarDueto 
Allocation 

Granularity 

0.11% 

Var Due to 
Monitoring 

Period 

0.23% 

Var Due to 

Workload S 
Allocation 

Granularity 

0 28% 

VarDueto 

Workload 8 
Monitorina 

Period 

0.10% 

VarDueto 
Allocation 

Granularity 8 
Monitoring 

Period 

0 03% 

Var Due to All 

Factors 

0.13% 

VarDueto 

Error 

2.16% 

DOF» 

180 
DOFo 

1 

DOF» 

3 

DOFi 

2 
DOFc 

2 

DOF Ai 

6 
DOFAC 

6 

DOFnc 

4 
DOFAIC 

12 
DOFT 

179 

DOFe 

144 

MSA 

448.109 
MSB 
0.746 

MSC 
1.581 

MSAB 
0.643 

MSAC 
0.226 

MSBC 
0.119 

MSABC 
0.146 

MSE 
0.208 

FccmpA 

2152.811 

Fcoinpl 

3.585 

Fa>mpC 

7.597 
FagapAl 
3.087 

FowpAC 

1.087 

Fo»pBC 

0.573 

FconpABC 

0.701 

FTM>** 

2.20 

Fiai*s 

2.41 

F-rab&c 

241 
F-nfenAi 

1.90 

FiaotAC 

1.90 

FTM*6C 

206 

F-rat*AEC 

1.68 

P-valueA 
2.302E-119 

P-valueB 
3.024E-02 

P-valueC 
7.303E-04 

P-valueAB 
7.130E-03 

P-valueAC 
0373 

P-valueBC 
0.682 

P-valueABC 
0.749 



Table B.164. NIPRNET Circuit Queuing Delay Data — DBA-3

Table B.165. NIPRNET Circuit Queuing Delay Means — DBA-3

B-50

Allocation .i innl iiii. 8 klips Allocation OI.IInil.iiily 32 kbps Allocation Granularity: 64 11>|■ ■ 
MonitoiiiKj Monitor imj Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring 

Offered Load Period (51 Period (101 Period (501 Period (5) Period (10) Period (50) Period (5| Period (10) Period (50) 
3.38 3.37 3.37 3.31 3.29 3.29 3.29 3.27 3.26 
3.43 3.41 3.40 3.38 3.36 3.35 3.34 3.32 3.31 

System Underload 3.30 3.28 3.27 3.25 3.23 3.21 3.21 3.18 3.16 
3.34 3.33 3.32 3.27 325 3.24 3.26 3.24 3.22 
i 34 3 34 3.31 3 35 3 33 3 31 3.26 3.24 3 23 
4.90 4.89 4 £6 4.89 4 88 4.94 4.37 4.32 4.33 
4.95 4.86 4.85 4.93 4.88 4.87 4.41 4.38 4.32 

Data Overload 4.91 4.85 4.88 4.94 4.82 4.80 4.44 4.34 4.46 
4.92 4.88 4.85 4.88 4.87 4.82 4.38 4.38 4.34 
4.93 4.87 4 87 4.91 4 89 4 36 4 38 4 38 4   :5 

1 2 4 1 ■; 02 ■ •. 30 12 20 11.71 11   14 9.63 9 37 9 06 
12.32 11.80 11.25 12.17 11.75 10.90 9.55 9.52 8.92 

Voice Overload 12.33 11.83 11.19 12.16 11.76 10.91 9.55 9.30 9.00 
12.30 11.97 11.32 12.06 11.72 10.98 9.70 9.43 8.92 
1 2.1 3 12.03 11.19 12 16 11.68 10.75 9.62 9 34 8 97 
11 61 10.92 10.22 11  36 I 0 64 10.25 9.19 8 89 8 46 
11.44 10.86 10.27 11.34 10.94 10.08 9.09 8.78 8.62 

Voice 8 Data Overload 11.41 10.96 10.23 11.35 10.92 10.32 9.16 9.06 8.69 
11.26 10.87 10.11 11.47 10.98 9.91 9.32 8.92 8.68 
11.42 10 79 9.98 11.28 10.75 9.97 9.49 8.80 8.53 

23.97 
23.64 

70% Offered Load 23.10 
23.10 
23.07 
62.42 
63.88 

85% Offered Load 64.40 
63.58 
62.46 
58.58 
56.41 

100% Offered Load 63.55 
56.62 
61.09 

Allocation Granularity: 8 kbps Allocation Granularity 32 kbps Allocation Granularity 64 kbps 
Monitoring Monitoring Monitoring Monitoring vlonrtoring Monitoring Monitoring vlonrtoring Monitoring 

Ottered Load 3eriod (5r Period 11 Oi Period (50i Period (51 'eriod (101 Period 450» Period (5i 3eriod |10| Period (501 Row Sum Port Mean 

System Underload 
3 36 3.34 3.34 3.31 3.07 3 28 3.27 3.25 324 29.48 327 

Data Overload 
4.92 4.87 485 4.91 4.87 4 86 4.40 4.36 4.36 42.41 4.71 

: :t :   e-':s; 
1230 11.93 11.25 12.15 11.72 10.94 9.61 9.39 8.97 9827 10.92 

Voice 8 Data Overload 
11.43 10.88 10.16 1136 10.85 10.11 9.25 8.89 8.60 91.51 10.17 

Col iron Sim 32.01 31.02 29.61 31.73 30.51 29.18 26.53 25.89 25.17 261.65 

Col mm Mean 8.00 7.76 7.40 7.93 7.63 730 6.63 6.47 629 7.27 

Column Effect 0.73 0.49 0.13 0.66 0.36 0.03 ■0.64 -oso -0.98 

70% Ottered Load 2337 

85% Ottered Load 63.35 

100% O toed Load 5925 



Table B.166. NIPRNET Circuit Queuing Delay Standard Deviations — DBA-3

Table B.167. NIPRNET Circuit Queuing Delay Difference Data — DBA-3

B-51

Offered Load 

Allocation Gianularity: 8 kbps Allocation Granularity:  32 kbps Allocation Granularity: 64 kbps 
Monitoring 
Peiiod |5I 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

Monitoring 
Period |5| 

Monitoring 
Period (10) 

Monitoring 
Peiiod I50I 

Monitoring 
Period |5) 

Monitoring 
Period (10) 

Monitoring 
Period |50| 

System Underload 

Data Overload 

Voice Overtoad 

Voice & Data Overload 

0.047 

0.019 

0.102 

0.126 

0.049 

0.014 

0.108 

0 066 

0.049 

0.015 

0.061 

0.119 

0.055 

0.026 

0.054 

0.070 

0.055 

0.027 

0.031 

0.144 

0.054 

0.054 

0.145 

0.176 

0.050 

0.027 

0.065 

0.155 

0.050 

0.028 

0.087 

0.110 

0.054 

0.057 

0.059 

0.096 

70% Offered Load 

85% Offered Load 

100% Offered Load 

0.407 

0.879 

3.053 

Allocation !.I IIIIII.II n. 8 Hi11» Allocation .r.111111-iirtv 32 klips til i ■oil" II MI ■mill.ml.: 64 Mips 
Monitoring Monitoiing Monitoring Monitoiinij Monitoiing Moniloiinij Monitoiing Monitoiing Monitoiinij 

Offered Load Period |5( Peiiod HO) Period 1501 Peiiod (5| Peiiod 1101 Period (50) Peiiod 15) Peiiod (10) Peiiod 150> 

0 36 0 35 0 35 0 29 3 2:3 3.27 0 28 0 25 0 25 

0.41 0.40 0.38 0.37 0.35 0.33 0.33 0 30 0 30 
System Underload 0.28 0.26 0.26 0.23 0.21 0.19 0.19 0.16 015 

0.34 0.33 0.32 0.26 0.25 0.24 0.26 0.23 0.22 
0.34 0.33 0.31 0.34 0.33 0.31 0.25 0.24 0.22 
1.81 1.79 1.77 1.80 1.79 1.85 1.28 1.22 1.24 
1.85 1.76 1.75 1.83 1.78 1.77 1.32 1.28 1.23 

Data Overload 1.81 1.76 1.78 1.85 1.73 1.70 1.34 1.24 1.37 
1.83 1.78 1.75 1.79 1.77 1.73 1.29 1.29 1.25 
1.83 1.77 1.77 1.81 I 80 1.76 1.28 1.28 1.26 
8 00 7 61 6.89 7.79 7. 30 6.73 5.22 4.96 4 65 
7.90 7.39 6.84 7.76 7.34 6.49 514 5.11 4.50 

Voice Overload 7.91 7.41 6.77 7.74 7.34 6.49 5.13 4.88 4.58 
7.89 7.55 6.91 7.65 7.31 6.57 5.29 5.02 4.51 
7.77 7.67 6.82 7.79 7.31 6.38 5.25 4.97 4.60 
7 00 6.31 5.60 6 74 6.03 5.64 4 57 4.28 3.85 
6.83 6.25 5.66 6.73 6.33 5.47 4.48 4.17 4.01 

Voice & Data Overload 6.79 6.35 5.62 6.74 6.31 5.71 4.55 4.45 4.07 
6.64 6.24 5.49 6.85 6.36 5.28 4.69 4.29 4.06 
680 6.17 5.36 6.67 6.13 5.36 4 87 4.18 3.92 

12.05 
11.75 

70% Offered Load 11.17 
11.36 
11.48 
42.77 
44.31 

85% Offered Load 44.91 
44.47 
42.52 
22 16 
18.13 

100% Offered Load 30 I 0 
20.08 
24.64 



Table B.168. NIPRNET Circuit Queuing Delay Difference Means — DBA-3

Table B.169. NIPRNET Circuit Queuing Delay Difference Standard Deviations —
DBA-3

Table B.170. NIPRNET Circuit Queuing Delay Difference 90% Confidence Inter-
vals — DBA-3

B-52

All ocati on GI .ii ml ai ity:  8 kbps Allocation Giannlaiity 32 kbps Allocatio i Giannlaiity: 64 kbps 
Monitoring Monitoiing Monitoiimj Monitoiimj MonitoiiiHj MonitoiiiHj MonitoiiiHj MonitoiiiHj MonitoiiiHj 

Offered Load Peiiod (51 Peiiod (10l Peiiod (501 Peiiod (51 Peiiod (10) Peiiod (50) Period (51 Peiiod (10) Peiiod (501 

System Underload 
0.35 0.33 0.32 0.30 0 28 0.27 0 26 0.24 0.23 

Data Overload 
1.83 1.77 1.77 1.82 1.77 1.76 1.30 1.26 1.27 

Voice Overload 
7.89 7.53 6.85 7.75 7.32 6.53 5.21 4.99 4.57 

/oice &C ata : /erload 6.81 6.26 5.54 6.74 6.23 5.49 4.63 4.27 3.98 

70% Offered Load 11 56 

85% Offered Load 43.80 

100% Offered Load 23 02 

Offeied Load 

Allocation Giannlaiity 8 kbps Allocation Giannlaiity 32 kbps Allocation Giannlaiity: 64 kbps 
Monitoring 
Peiiod (5) 

Monitoiing 
Period (101 

Monitoiing 
Period (501 

Monitoiing 
Period (5) 

Monitoring 
Peiiod (101 

Monitoring 
Peiiod (501 

Monitoiing 
Period (51 

Monitoiing 
Peiiod (10) 

Monitoiing 
Peiiod (50) 

System Underload 
0 046 0 049 0.048 0 000 0 000 0 000 0 000 0 001 0.054 

Data Overload 0 01 7 0 010 0 014 0 024 0 027 0.054 0 020 0 027 0 000 

Voice Overload 
0 085 0122 0 000 0 060 0 017 0132 0 070 0.083 0 00 3 

Voice 8, Data Overload 0 120 0 000 o i n 0 000 0 143 0 170 0 1 02 0 11 0 0 000 

70% Offered Load 0 J45 

85% Offered Load 1.077 

100% Offered Load 4 638 

Offeied Lo.nl 

Allocation Gi.imtlailty: 8M>ps Allocation Giannlaiity 32 kbps Allocation Giannlaiity: 64 M>ps 
Monitoring 
Peiiod (5) 

Monitoiing 
Period (10) 

Monitoiing 
Period (50) 

Monitoiing 
Peiiod (5) 

Monitoring 
Peiiod (10) 

Monitoring 
Peiiod (50) 

Monitoring 
Peiiod (5) 

Monitoiing 
Peiiod (10) 

Monitoiing 
Peiiod (50) 

System Underload 0 30 
039 

029 
038 

028 
0 37 

0 24 
0 35 

0 23 
0 33 

0 22 
0 32 

0 21 
0 31 

019 
028 

017 
028 

Data Overload 1 81 
1 84 

1 76 
1 79 

1 75 
1.78 

1 79 
1 84 

1 75 
1 80 

1 71 
181 

1 28 
1 33 

1 24 
1.29 

1 21 
1 32 

Voice O«fioad 7.81 
798 

7.41 
7 04 

6.79 
6 90 

7.69 
7.80 

7.30 
7.33 

6 41 
6 66 

514 
0 27 

491 
5.07 

451 
4 63 

Voiced Data Overload 6 69 
6 94 

6 20 
6 33 

5 43 
5.66 

6 68 
6.81 

6 09 
6 37 

5 32 
5.66 

4 49 
4.78 

4 17 
4.38 

3 89 
4.07 

70% Offered Load 
11.23 
11.89 

85% Offered Load 
42.77 
44.82 

100% Offered Load 
18.60 
27 44 



Table B.171. NIPRNET Circuit Queuing Delay Main Effects — DBA-3

Table B.172. NIPRNET Circuit Queuing Delay Second Order Interaction Effects
— DBA-3

Table B.173. NIPRNET Circuit Queuing Delay Third Order Interaction Effects
— DBA-3

Table B.174. NIPRNET Circuit Queuing Delay Analysis of Variance — DBA-3

B-53

Variable 
Factor Designation Level 1 Level 2 Level 3 Level 4 

Workload A -4.00 -2.56 3.65 2.90 

Allocation Granularity B 0.45 0.35 -0.80 N/A 

Monitoring Period C 0.25 0.02 -0.27 N/A 

Allocation 

Granularity (B) Workload I A) 

Underload 

Data 

Overload 

Voice 

Overload 

Voice Data 

Overload 
8 hl)|>s 

32 kbps 
64 kin« 

■0.38 

43.« 
0.78 

4)28 
■0.18 

0.46 

0.46 
0.33 

4)79 

0.20 
0.25 

■0.45 

Monitoring 

Period (C( WoiI■ I-•..I (A) 

Underload 

Data 

Overload 

Voice 

Overload 
Voice Data 
Overload 

5s 
10 s 

50 s 

43 21 
-0.07 

0.28 

-0.22 
-0.03 

0.25 

0.18 
0.08 

-0.26 

026 
0.02 

-0.28 

MonitoiiiKi Period (C) All... ,iii.HI Granularity 03) 

8 klips 32 kt>|>s 64 klips 

5 s 

10 s 
50s 

0.03 

0.02 
-0.05 

0.06 

•0.01 
-0.05 

-0.09 

•0.01 
0.10 

Offered Lo.iri 

Alloc.ition Gi.iiml.iiity 8 Mips Allocation Gi.inul.iiity 32kl)|)S Allocation Granularity; 64 M)|)S 

Monitoiinrj 

Peiiod (51 

Monitoiinrj 

Period (101 

Monitor imj 

Peiiod 1501 

Monitoiinrj 

Period (5l 

Monitoiinrj 

Peiiod (10) 

Monitoiinrj 

Peiiod (501 

Monitoiinrj 

Period (5) 

Monitoiinrj 

Peiiod (101 

Monitoiinrj 

Peiiod (50) 

System Underload 
-0.06 0.03 0.02 -0.01 -0.09 0.10 0.07 0.06 -0.12 

Data Overload 
-0.02 -0.02 0.04 -0.06 0.01 0.05 0.08 0.01 -0.09 

Voice Overload 
0.01 -0.01 0 00 0.05 0.03 -0.08 -0.06 -0.02 0.08 

Voice & Data Overload 
0.07 0.00 -007 0.02 0.05 -007 -0.09 -0.05 0.13 

SSY SSO SSA SS8 SSC SSAS SSAC SSBC SSABC SST SSE 

11619.40 9508.27 199046 58.24 8.32 37.48 7.41 0.54 0.67 2111.12 8.00 

Var Due to 
Workload 

94.28% 

Var Due to 

Allocation 
GranUaity 

2.76% 

Var Due to 
Monitoring 

Peiiod 

0.39% 

Va Due to 
Workload 8 

Allocation 
Granularity 

1.78% 

Va Due to 
Workload« 
Moritorirg 

Period 

0.35% 

Var Due to 
Allocation 

Granularity 8 
Monitoring 

Period 

0.03% 

Var Due to All 
Factors 

0.03% 

Var Due to 
Error 

0.38% 

DOF, DOfo DOF« DOF, DOFc DOF., DOF« DOF.c DOF..C DOFT DOFs 

180 1 3 2 2 6 6 4 12 179 144 

MSA 

663.487 
MSB 

29.122 
MSC 
4.158 

MSAB 
6 246 

MSAC 
1.235 

MSBC 
0.135 

MS ABC 
0.056 

MSE 
0 056 

Fee«** 

11942.594 

Fa.,, 

524.189 

r  : .MI-. 

74.851 

F :...„.„ 

112430 

Fcanp*C 

22.237 

Fcanplc 

2.422 

r caMfAM 

1.009 

Fnu 
2.20 

FT»I«6 

2.41 
F-BMK 

2.41 
FwaAl 

1.90 

FT*I*..; 

1.90 
FDHMC 

2.06 
FUMMK 

1.68 

P -selueA 

2.266E-172 

P-\alueB 
7.94SE-67 

P-velueC 

5.162c-23 

P-saueAB 

8.466E-52 

P-vausAC 

2.017E-18 

P-valueBC 

5.097E4)2 

P-vausABC 
0.444 



Table B.175. SIPRNET Circuit Queuing Delay Data — DBA-3

Table B.176. SIPRNET Circuit Queuing Delay Means — DBA-3

B-54

Allocation Giantilaiity 8k)>|>s Allocation Gianiilarity: 32 M)|>S Allocation Giannlaiity- 64M)|>s 
Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoiing Monitoiing Monitoiing 

Offeied Load Peiiod (51 Peiiod HOi Peiiod |50) Peiiod |5I Peiiod (101 Peiiod (50! Peiiod (5) Peiiod |10) Peiiod (50) 
3.54 3.52 3 50 3.45 3.41 3.40 3 42 3.40 3.38 
3.58 3.55 3.52 3.53 3.49 3.47 3.47 3.43 3.42 

System Underload 3.45 3.42 3.39 3.38 3.33 3.32 3.33 3.30 3.28 
3.49 3.46 3.44 3.43 3.40 3.36 3.38 3.35 3.34 
3.51 3.49 3.44 3.50 3.46 3.43 3 39 3.37 3.35 
7.40 7.30 7.15 7.33 7.29 7.27 6.05 5.91 5.83 
7.40 7.30 7.12 7.34 7.35 7.15 6.06 5.99 5 88 

Data Overload 7.39 7.29 7.23 7.43 7.11 7.05 6 08 5.97 6.05 
7.38 7.33 7.16 7.39 7.21 7.13 6.04 6.01 5.85 
7.37 7.27 7 19 7.41 7 36 7 08 6 08 5 99 5.87 

I 6 i 4 14.69 1 3.58 14 71 14 53 13 30 11 68 10.94 10.51 
15.79 14.38 13.12 14.70 14.25 12.85 11.35 11.26 10.51 

Voice Overload 15.77 14 50 13.38 15.50 14.37 12.75 11.54 11.21 10.45 
15.60 14.92 13.37 1499 14.09 13.28 11.53 1.1.01 10.52 
15.74 14 68 13.16 15.15 13.77 12.85 11.65 10.93 1045 
21.92 20.76 19.15 21.84 20.34 19.43 16.77 16.27 15.44 
21.67 2055 19.17 21 65 20.55 19.16 16.58 1594 15.61 

Voice & Data Overload 21.57 20.74 19.19 21.34 20.78 19.48 16.81 1656 15.92 
21.47 20.64 19.16 21.89 20.83 18.55 16.95 16.31 15.56 
21.55 20.59 19.07 21.41 20.37 19.06 17.12 15.97 15.66 

37.32 
37 22 

70% Offered Load 36.37 
36.31 
36.84 
85.93 
86.71 

85% Offered Load 86.14 
85.94 
85.62 

110.44 
106.30 

100% Offered Load 111.50 
104.94 
101.26 

Allocation Granularity 8 kbps Allocation Granularity 32 kbps Allocation Granularity 64 kbps 

Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring 
Offeied Load Period (51 Period (10l Period (50l Period (51 Period (10l Period (501 Period (51 Period (10l Period (501 Po* Sum Po/. Mean Row Effect 

System Underload 
3.51 3.49 3.46 3.46 3.42 3.40 3.40 3.37 3.35 30.86 3.43 -7.21 

Data Overload 
7.39 7.30 7.17 7.38 7.26 7.14 6.06 5.97 5.90 61.57 6.84 -3.80 

Voice Overload 
15.81 14.63 13.32 15.01 14.21 13.01 11.55 11.07 10.49 119.10 1323 2.59 

Voice & Data Overload 
21.63 20.66 19.15 21.63 20.58 19.14 16.85 16.21 15.64 171.47 19.05 8.41 

Column Sum 18.34 46.07 43.10 47.47 45.47 42.68 37.86 36.62 3537 382.99 

Column Mean 12.09 11.52 10.77 11.87 11.37 10.67 9.46 9.16 8.84 10.64 

Column Effect 1.45 0.88 0.14 1.23 0.73 0.03 -1.17 -1.48 -1.79 

70% Offered Load 36.81 

85% Offered Load 86.06 

1CO% Offered Load 106.89 



Table B.177. SIPRNET Circuit Queuing Delay Standard Deviations — DBA-3

Table B.178. SIPRNET Circuit Queuing Delay Difference Data — DBA-3

B-55

Allocation Granularity 8 Mips Allocation Granularity 32 Mips Allocation Granularity 64 Mips 

MOIllfOlllMJ Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring 
Offered Load Pet i 0(H 5» Period (10) Period (50t Period (5) Period (10) Period (50) Period (5) Period (10) Period (50) 

System Underload 
0 050 0 048 0 053 0.062 0 061 li 057 II 053 II 051 II 053 

I iata i verload 
0 015 0 021 ii 041 0 042 0.106 0.085 0 019 0 037 0.085 

Voice 0\erload 
0 202 0 206 0.186 0.333 0.304 0 260 0 1 30 II 157 Mil 14 

Voice & Data Overload 
0 1 75 0 090 0 046 0 247 0 226 0 372 0 201 0 259 0 17;3 

70% Ofered Load 0.466 

85% Offered Load II 404 

100% Ofteied Load 4.175 

Allocation Granularity 8 Mips Allocation Granularity  32 tops Allocition Gianularity 64 Mips 

Monitoring Monitoring Monitoring Monitoring Monitoring Monitoring Monrtoiing Monitoring Monitoring 
Offered Load Period (5) Period (10) Period (50) Period (5) Period (10) Period (50) Period (5) Period (10) Period (50) 

0 40 0.38 0.36 0.30 0 27 0.26 0 28 0 26 0.24 
0.43 0 40 0 37 0.39 034 0.32 032 0.28 0 27 

System Undertoad 0 30 0.26 023 0 22 0.18 0.17 017 014 012 
0.34 0 32 029 0.28 025 0.22 0 23 0 21 019 
0.36 0.34 0 30 0.36 0.32 0.29 0 25 0.22 0.21 
3 80 3.70 : M 3.73 3 69 3.67 2.45 2.31 2 23 
3.80 3.69 3.52 3.74 3.74 3.55 2.46 2 39 2 28 

Data Overload 3 78 3 67 3 62 381 3.49 3.44 2.47 2.35 2.43 
3.77 3 72 3.55 3.78 3.60 3.52 2.43 2.40 2 24 
3.76 3 66 3.58 3 80 3 75 3.48 2 4 7 2 38 2 26 

1 1   47 10 02 8 91 111 114 9.91 8 0 3 7.01 6.27 5 84 
11.05 9.64 8.38 9.96 952 8.11 6.61 6.52 5.77 

Voice Owsrtoad 11 06 9.78 8.67 10 78 9.66 8.04 6.83 6.50 5.74 
1 0 89 10.20 8.66 1028 9.38 8.56 6.82 6.29 5 80 
11.02 9.96 8 44 10.43 0 00 8 1 3 0 9 3 0 21 5.73 
1 6 02 u::t, 13.25 15.94 14 44 13.53 10 87 10 37 H M 

15.76 14.65 13.26 15.75 14 65 13.26 10.68 10 04 9 71 
Voice & Data Overload 15.67 14.84 13.29 15.44 14.89 13.58 1091 1066 10.02 

15 54 14.72 13.23 15 96 14 90 12 62 11.03 10.38 9.63 
15 63 14 68 13.15 15 50 14 46 13.15 11.20 10 05 9.75 

13.83 
13.79 

70% Ofered Load 12.90 
13.24 
14 1', 

43.63 
44.63 

85% Offered Load 43.69 
43.56 
41.90 
35.70 
23.10 

100% Offered Load 29.77 
17.08 
15.71 



Table B.179. SIPRNET Circuit Queuing Delay Difference Means — DBA-3

Table B.180. SIPRNET Circuit Queuing Delay Difference Standard Deviations —
DBA-3

Table B.181. SIPRNET Circuit Queuing Delay Difference 90% Confidence Inter-
vals — DBA-3

B-56

Offeied Load 

Alloc.iaonGi.iniil.iMty: 8 Mips AII.H-.ii .i.niiil.mtv:    i.'Hips AlltM.n .i.iiml.iirtv:  <•! Hips 

Monitoilng 
Period (5) 

Monltoiing 
Peiiod (10» 

Monitoring 
Peiiod 1501 

Monitoring 
IV Ct 

Monitoring 
Peiiod (10) 

Monitoring 
Peiiod (50) 

Monitoring 
!•<■ I<'>» 

Monitoiing 
ppiimMiOt 

Monitoring 
Peiiod (50) 

System Underload 
0.37 0.34 a 31 0.31 0.27 0.25 0 25 a 22 0.21 

Dal a Overload 
3.78 3.69 3 56 3.77 3.66 3.53 2.46 237 2.29 

Voice Overload 
11.10 9 92 8.61 10 30 9.50 829 684 6 36 578 

Voice S, Data Overload 
1572 14.75 13 24 1572 14.67 13.23 11IM4 10 30 9 73 

70% Offered Load 1358 

85% Offered Load 43.48 

100% Offered Load 24.27 

Offered Load 

Allocation Gramrlarity 8 Mips Allocation Granularity- 32 Mips Allocation Granularity 64 Mips 
Monitoring 
Peiiod (5) 

Monitoiing 
Peiiod (10) 

Monitoiing 
Peiiod (50) 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

System Underload 
0 053 0.052 0 067 0 005 0.065 0 000 0.056 0 006 0.057 

Data Overload 
0.018 0.022 0.037 0.038 0.109 0 088 0.018 oooo 0.082 

Voice Overload 
0.221 0.218 0.209 0.329 0.319 0.278 0 150 0.143 0.047 

Voice 8 Data Overload 
0.183 0 096 0 062 0.242 0.222 0.384 0.194 0.262 0.182 

70% Offered Load 0 501 

85% Offered Load 0 000 

100% Offered Load 8.474 

Offered Load 

Allocation Giannlaiity 8 Mips Allocation Granularity 32 Mips Allocation Granularity 64 Mips 
Monitoiing 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

Monitoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

Monrtoring 
Period (5) 

Monitoring 
Period (10) 

Monitoring 
Period (50) 

System Underload 
0 32 

■ . 

0 29 
0 39 

0 26 
0 36 

0 25 
0 37 

0.21 
ü 33 

0 1 9 
0 31 

0 20 
0.31 

0 17 
0 27 

Hi 15 
0 26 

Data Overload 
3 70 
3 80 

3.67 
3 71 

3.53 
3 60 

3 74 
3.81 

3 55 
3 70 

3.45 
3 61 

0 4 4 
2 4 1 

2 33 
2 40 

2 21 
2 37 

Voice Overload 
I 0 89 
II 31 

9 71 
1 0 1 3 

0 41 
8 81 

9 99 
10 61 

9 20 
0 01 

8 03 
8 56 

6 69 
6 98 

6 JJ 
6 50 

5 7 2 
5 82 

Voice S Data Overload 
1 5 55 
1 5 90 

MOO 
1 4 04 

1 3 19 
13.29 

15 49 
15.95 

14 40 
14 88 

12 86 
13 00 

10 70 
)i 12 

10 05 
10 55 

9 55 
9 90 

70% Ofleiedbjdd 14 00 

85% Offered Load 
42 04 
44 42 

100% Offered Load 
16 19 
32 35 



Table B.182. SIPRNET Circuit Queuing Delay Main Effects — DBA-3

Table B.183. SIPRNET Circuit Queuing Delay Second Order Interaction Effects
— DBA-3

Table B.184. SIPRNET Circuit Queuing Delay Third Order Interaction Effects —
DBA-3

Table B.185. SIPRNET Circuit Queuing Delay Analysis of Variance — DBA-3

B-57

Variable 
Factor Designation Level 1 Level 2 Level 3 Level 4 

Workload A -7.21 -3.80 2.59 8.41 

Allocation Granularity B 0.82 0.66 -1.48 N/A 

Monitoring Period C 0.50 0.04 -0.54 N/A 

Allocation 
Gianiriaiity (B) Woikload(A) 

UiMleilo.id 
Data 

OVMlMd 
Voice 

Oveiload 
Voice Data 
Oveiload 

8 kbps 
32 kbps 
64 klips 

-0.76 
-0.67 
1.43 

-0.38 
43.24 
0.62 

0.53 
0.18 
-0.71 

0 61 
0.73 
-1.34 

Monitoring 
Peiio<HCl WoitdoadlAi 

Underload 

Data 

Oveiload 
Voice 

Oveiload 

Voice Data 

Overload 
5s 

10 s 
50s 

-0.47 
-0.04 
0.52 

-0.40 
-0.04 
0.44 

0.39 
0.03 
43.42 

0.48 
0.05 
J3.54 

MmiitoiiiHI Peiiod(C) Allocation Gianilaitty (B) 
8 kl>i« 32 Mips 64 kln>s 

5s 
10 s 
50 s 

0 I 3 

0.02 
-0.14 

0.07 

0.02 
-0.09 

-0.19 
-0.04 
0.23 

Offered Lo.id 

Allocation Gi.iniil.iiity 8 Mips -11 ■ •. • 111■ -11 Granularity: 32 Mips Allocation Gi.iiiiilo.iity 64 klips 

Monitoiiiiij 

Period 15) 

Monitoring 

Peiiod (10) 

Monitoring 

Period (501 

Monitoring 

Period (51 

MonitoiiiKj 

Peiiod 110» 

Monitoring 

Peiiod (50) 

Moiiitoiing 

Peiiod (5) 

Moiiitoiing 

Period (10) 

Moiiitoiing 

Peiiod (50) 

System Underload 
-0.13 -0.01 0.14 -0.06 -0.03 0.09 0.19 0.04 -0.23 

Data Overload 
-0.12 -0.01 0.13 -0.05 -0.02 0.07 0.17 0.03 -0.21 

Voice Overload 
0.21 -0.05 -0.16 -0.02 0.04 -0.02 -0.18 0.00 0.18 

Voice & Data Overload 
- 04 " 07 -0.11 0.13 fin: -ii -i -I'I l 3 -0 08 0 25 

SSY SSO SSA SSB SSC SSAB SSAC SSBC SSABC SST SSE 
27223.33 20372 49 6476 77 I 96 96 32 84 107 61 25 39 2.83 2.75 E850 ä4 3.68 

Var Due to 
Workload 
94.54% 

Var Due to 
Allocation 

Granularity 
2.90% 

Var Due to 
Monitoring 

Period 

0.48% 

VarDueto 
Worte load 8 

Allocation 

Grand arity 
1.57% 

Vet Due to 
Wcrkloadä 
Monitoring 

Period 
0.37% 

Var Due to 
Allocation 

Granularity & 
Moritoring 

Period 
0.04% 

Va- Due to All 

Factors 
004% 

VarDueto 
Error 

0.05% 

DOF, 

180 

DOFo 

1 

DOF* 

3 

DOF, 

2 

DOFc 

2 

DOF., 

6 

DOF« 

6 

DOF.C 
4 

DOF.,c 

12 

DOFT 

179 

DOFE 

144 

MSA 
2158.924 

MSB 

99.482 
MSC 

16.422 

MSAB 

17.935 

MSAC 

4.232 

MSBC 

0.707 

MSABC 

0.229 
MSE 
0 026 

Fc-p« 
84443.330 

Fco.,1 
3891.109 

F.,,„,.. 

642.328 
rcc«iip»( 
701.517 

Fc„p« 

165.527 
FcctiiiiBt 
27.649 

Fccm(i*SC 
8.953 

FT»I«* 

2.20 

FT** E 

2.41 

FT»KC 

2.41 
F-raik-B 

1.90 

F-raM«ic 

1.90 

F-r*if,.: 

206 

FT*l*i|C 

1.68 

P-^ueA 

2.005E-233 
P -salueB 

4.670E-126 
P-\alueC 

1.767E-72 
P-\alueA8 
6.476E-104 

P-^ueAC 
4.994E-62 

P-\alueBC 
4.S92E-17 

P-valueABC 
1.153E-12 



Table B.186. NIPRNET Circuit Traffic Analysis Data

Table B.187. NIPRNET Circuit Traffic Analysis Means

B-58

Exponential Pareto Pareto Pa reto Pareto Pareto 
Offered Load Interarrivals (asl.1) (a =1.4) (a =1.6) (a=1.7> <a=1.9» 

3.27 3.34 3.31 3.20 3.32 3.27 

3.32 3.43 3.16 3.20 3.20 3.24 
System Underload 3.18 3.43 3.27 3.21 3.25 3.34 

3.24 3.39 3.28 3.25 3.14 3.16 
3.24 3.49 3.27 3.21 3.29 3.34 
4.32 5.99 4.37 4.36 4.35 4.35 
4.38 6.10 4.33 4.35 4.34 4.35 

Data Overload 4.34 3.16 4.30 4.32 4.34 4.34 
4.38 6.58 4.36 4.35 4.28 4.38 
4.38 6.27 4.34 4.31 4.37 4.38 

9.37 9.74 9.33 9.59 9.50 9.51 
9.52 9.95 9.50 9.38 9.54 9.31 

Voice Overload 9.30 9.68 9.54 9.44 9.76 9.36 
9.43 9.64 9.67 9.38 9.46 9.47 
9.34 10.39 9.62 9.31 9.31 9.47 
8.89 10.42 9.84 9.06 8.83 8.95 

Voice & Data 
Overload 

8.78 14.55 10.59 9.22 9.42 9.07 
9.06 
8.92 

13.17 
15.72 

10.21 
9.84 

9.37 
9.41 

9.85 
9.38 

8.72 
8.90 

8.80 16.15 10.87 9.16 9.29 9.09 

Pareto Pareto Pareto Pareto Pareto 
Offered Load Exponential (a =1.1) <a=1.4> (a=1.6) (a=1.7| (a=1.9) 

System Underload 3.25 3.42 3.26 3.21 3.24 3.27 

Data Overload 4.36 5.62 4.34 4.34 4.34 4.36 

Voice Overload 9.39 9.88 9.53 9.42 9.51 9.42 
Voice & Data 
Overload 8.89 14.00 10.27 9.24 9.35 8.95 



Table B.188. NIPRNET Circuit Traffic Analysis Standard Deviations

Table B.189. NIPRNET Circuit Traffic Analysis 90% Confidence Intervals
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Exponential Pareto Pareto Pareto Pareto Pareto 

Offered Load Intel arrivals (a=1.1) (a =1.4) |a=1.6) |a=1.7) |a=1.9| 

System Underload 0.050 0.056 0.053 0.019 0.070 0.073 

Data Overload 0.028 1.392 0.029 0.022 0.031 0.020 

Voice Overload 0.087 0.311 0.132 0.107 0.161 0.084 
Voice & Data 
Overload 0.110 2.315 0.458 0.145 0.361 0.149 

Offered Load 

Exponential 

Interarrivals 

Pareto 

<a=1.1> 

Pareto 

(a =1.4) 

Pa reto 

(a =1.6) 

Pareto 

(a=1.7) 

Pareto 

(a=1.9) 

System Underload 
3.20 
3.30 

3.36 
3.47 

3.20 
3.31 

3.19 
3.23 

3.17 
3.31 

3.20 
3.34 

Data Overload 
4.33 
4.39 

4.29 
6.95 

4.31 
4.37 

4.32 
4.36 

4.31 
4.37 

4.34 
4.38 

Voice Overload 
9.31 
9.48 

9.58 
10.17 

9.41 
9.66 

9.32 
9.52 

9.36 
9.67 

9.34 
9.50 

Voice & Data 
Overload 

8.79 
8.99 

11.79 
16.21 

9.83 
10.71 

9.10 
9.38 

9.01 
9.70 

8.80 
9.09 



Table B.190. NIPRNET Circuit Traffic Analysis Data

Table B.191. NIPRNET Circuit Traffic Analysis Means

B-60

Offered Load 
Exponential 
Interarrivals 

Pareto 
(a=1.1) 

Pareto 
(a=1.4) 

Pareto 
(a=1.6) 

Pareto 
(a=1.7) 

Pareto 
(a=1.9) 

System Underload 

3.40 
3.43 
3.30 
3.35 
3.37 

3.64 
3.73 
3.71 
3.65 
3.77 

3.45 
3.31 
3.43 
3.43 
3.44 

3.33 
3.33 
3.33 
3.39 
3.35 

3.43 
3.33 
3.38 
3.28 
3.42 

3.38 
3.36 
3.45 
3.29 
3.45 

Data Overload 

5.91 
5.99 
5.97 
6.01 
5.99 

8.24 
5.99 
7.61 
10.31 
7.77 

6.24 
6.23 
6.13 
6.25 
6.18 

6.02 
6.01 
6.03 
6.05 
5.92 

5.97 
5.99 
5.95 
5.98 
5.99 

5.98 
5.98 
6.00 
6.02 
6.04 

Voice Overload 

10.94 
11.26 
11.21 
11.01 
10.93 

15.60 
15.91 
15.58 
15.47 
16.51 

11.62 
11.63 
11.52 
11.90 
12.07 

11.28 
11.23 
11.03 
11.33 
11.28 

11.24 
11.18 
11.51 
11.10 
11.23 

11.13 
10.99 
10.96 
10.93 
11.30 

Voice & Data 
Overload 

16.27 
15.94 
16.56 
16.31 
15.97 

27.82 
29.26 
30.20 
28.88 
35.21 

19.49 
20.45 
20.14 
19.45 
20.50 

17.28 
17.40 
17.92 
17.89 
17.61 

16.75 
17.33 
17.95 
17.24 
17.20 

16.40 
16.44 
16.14 
16.33 
16.66 

Pareto Pareto Pareto Pareto Pareto 
Offered Load Exponential <a=1.1) <a=1.4) <a=1.6) (a=1.7) <a=1.9) 

System Underload 3.37 3.70 3.41 3.34 3.37 3.39 

Data Overload 5.97 7.99 6.21 6.01 5.98 6.00 

Voice Overload 11.07 15.81 11.75 11.23 11.25 11.06 
Voice & Data 
Overload 16.21 30.28 20.01 17.62 17.29 16.39 



Table B.192. NIPRNET Circuit Traffic Analysis Standard Deviations

Table B.193. NIPRNET Circuit Traffic Analysis 90% Confidence Intervals
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Exponential Pareto Pareto Pareto Pareto Pareto 
Offered Load Interarrivals (a=1.1) (a=1.4) (1*1.6) (•■1.7) (•■1.9) 

System Underload 0.051 0.057 0.060 0.024 0.062 0.068 

Data Overload 0.037 1.551 0.050 0.052 0.016 0.028 

Voice Overload 0.157 0.425 0.227 0.115 0.154 0.154 
Voice & Data 
Overload 0.259 2.888 0.509 0.287 0.429 0.188 

Offered Load 
Exponential 
Interarrivals 

Pareto 
(a=1.1) 

Pareto 
(a=1.4) 

Pareto 
(a=1.6) 

Pareto 
(a=1.7) 

Pareto 
(a=1.9) 

System Underload 
3.32 
3.42 

3.65 
3.76 

3.35 
3.47 

3.32 
3.37 

3.31 
3.43 

3.32 
3.45 

Data Overload 
5.94 
6.01 

6.51 
9.46 

6.16 
6.25 

5.96 
6.05 

5.96 
5.99 

5.98 
6.03 

Voice Overload 
10.92 
11.22 

15.41 
16.22 

11.53 
11.96 

11.12 
11.34 

11.11 
11.40 

10.91 
11.21 

Voice & Data 
Overload 

15.96 
16.46 

27.52 
33.03 

19.52 
20.49 

17.35 
17.90 

16.88 
17.70 

16.21 
16.57 
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