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Abstract

Military communications networks typically employ a gateway multiplexer to aggregate al
communications traffic onto a single link. These multiplexerstypically use a static bandwidth allocation
method viatime-division multiplexing (TDM). Inefficiencies occur when a high-bandwidth circuit, e.g., a
video teleconferencing circuit, is relatively inactive rendering a considerable portion of the aggregate
bandwidth wasted while inactive. Dynamic bandwidth allocation (DBA) reclaims unused bandwidth from
circuits with low utilization and reallocates it to circuits with higher utilization without adversely affecting
gueuing delay. The proposed DBA agorithm developed here measures instantaneous utilization by
counting frames arriving during the transmission time of a single frame on the aggregate link. The
maximum calcul ated utilization observed over amonitoring period is then used to calcul ate the bandwidth
available for reallocation. A key advantage of the proposed approach isthat it can be applied now and to
existing systems supporting heterogeneous permanent virtual circuits. With the inclusion of DBA, military
communications networks can bring information to the warfighter more efficiently and in a shorter time
even for small bandwidths allocated to deployed sites. The algorithm is general enough to be applied to
multiple TDM platforms and robust enough to function at any line speed, making it a viable option for
high-speed multiplexers. The proposed DBA algorithm provides a powerful performance boost by
optimizing available resources of the communications network. Utilization results indicate the proposed
DBA algorithm significantly out-performs the static allocation model in all cases. The best configuration
uses a 65536 bps allocation granularity and a 10 second monitoring period. Utilization gains observed
with this configuration were almost 17\% over the static allocation method. Queuing delays increased by
50% but remained acceptable, even for real-time traffic.

Subject Terms
Dynamic Bandwidth Allocation, Circuit-Switched Communication, Time-Division Multiplexing, Tactical
Military Communications Networks

Report Classification Classification of thispage
unclassified unclassified

Classification of Abstract Limitation of Abstract
unclassified uu

Number of Pages
216




The views expressed in this thesis are those of the author and do not reflect the
official policy or position of the United States Air Force, Department of Defense or
the United States Government.



AFIT/GCS/ENG /02M-07

PERFORMANCE ANALYSIS OF A DYNAMIC
BANDWIDTH ALLOCATION ALGORITHM
IN A CIRCUIT-SWITCHED
COMMUNICATIONS
NETWORK

THESIS

Presented to the Faculty of the School of Engineering and Management
of the Air Force Institute of Technology
Air University
In Partial Fulfillment of the
Requirements for the Degree of

Master of Science

Timothy M. Schwamb, BSEE
Captain, USAF

March, 2002

Approved for public release; distribution unlimited



AFIT/GCS/ENG/02M-07

PERFORMANCE ANALYSIS OF A DYNAMIC
BANDWIDTH ALLOCATION ALGORITHM
IN A CIRCUIT-SWITCHED
COMMUNICATIONS
NETWORK

Timothy M. Schwamb, BSEE

- Captain, USAF

Approved:
| w 4 M SMarz.

Maj Rugy 0. Baldwm Date
Th. 1s Advisor

Maj Richard A. Raines Date
Committ Membe

Dr. l\fchael A. Temple Date

Committee Member



Acknowledgements

First and foremost I would like to thank God for seeing me through this program
successfully and for the lasting relationships developed because of it. I would also
like to thank my wife and kids for their patience, encouragement, strength, and
perseverance. Even though it wasn’t as bad as the last time we did this, it was
still a major undertaking and I appreciate your unwavering support. To the folks at
AFCA, thanks for allowing me the opportunity to make a difference for the deployed
warfighter. Last, but certainly not least, I want to thank my advisor, Major Rusty
Baldwin. Without his limitless knowledge and unfailing wisdom, this research would

not have succeeded.

Timothy M. Schwamb

il



Table of Contents

Acknowledgements . . . . . ...

List of Figures . . . . . . . . . .

List of Tables . . . . . . . . .

Abstract . . . . . .
I. Introduction . . . . . ...
1.1 Motivation . . . . . . . . ..

1.2 Problem Definition . . . . . . . . . . ... .. ... ..

1.2.1 Hypothesis and Goals . . . . . . .. ... ...

1.2.2 Approach . ... ... ... .. .. .. ...,

1.3 Document Overview . . . . . . . . . . . .. .. ....

II. Literature Review . . . . . . . . . . ... ...

2.1 Circuit-Switched Networks . . . . . . . . ... ... ..
2.1.1  Conventional Circuit Switching . . . . . . ..
2.1.2  Virtual Circuit Switching . . . . . . . ... ..
2.2 Virtual Circuit Switching Using ATM . . . . ... ..
2.2.1 Frame Format . . . . ... ... ... ... ..
2.2.2 TrafficClasses . . . . . .. ... .. .. ....
2.2.3 Quality of Service Guarantees . . . . . . . ..
2.3 Dynamic Bandwidth Allocation in ATM . . . . .. ..
2.3.1 Intelligent Multiplexing . . . . . . .. ... ..
2.3.2 Adaptive Bandwidth Demand Estimation . . .

v

11

1-1
1-1
1-3
1-3
1-3
1-4

2-1
2-1
2-1

2-3
2-3
2-3
2-4
2-4
2-5



2.3.3 Instantaneous Virtual Path Utilization Measure-

2.4 IDNX Operation . . .. . ... ... .. ... .....
2.4.1 IDNX Virtual Circuit Switching . . . . . . . .
2.4.2  Framing and Overhead . . . . . . . . . .. ..
2.4.3 Connection Routing and Processing . . . . . .
2.4.4 Bandwidth Allocation and Reservation . . . .
245 ATM on the IDNX . . ... ... ... ....

2.5 Chapter Summary . .. .. ... ... ... ......

III. Methodology . . . . . . . . . ...
3.1 System Boundaries . . . .. .. ... ... ... ...
3.2 System Services . . . . . ... ... L.
3.3 Performance Metrics . . . . .. . ... ... ...
3.4 Parameters . . . ... ... ... Lo
3.4.1 System Parameters . . . . ... ... .. ...
3.4.2 Workload Parameters . . . . . . ... ... ..
3.5 Factors . . ...
3.5.1 System Factors . . ... ... .........
3.5.2  Workload Factor — Offered Load from User Cir-

3.6 Evaluation Technique . ... ... ... ... .....
3.7 Workload . . . ... ... . oo
3.7.1 Offered Load . . ... ... ... ... ....
3.7.2 Distribution of Traffic Classes . . . . . . . ..
3.8 Experimental Design . . . . . ... ... ... .....
3.81 Type . . .. .o

Page

2-9
2-12
2-14
2-14
2-15
2-15
2-16
2-16
2-17

3-1
3-1

3-3
3-3
3-3
3-7

3-8

3-9
3-10
3-10
3-11
3-12
3-13
3-13



3.8.2 Replications . . . . ... ... ... ......
3.8.3 Experimental Error . . . . . ... ...

3.9 Chapter Summary . . . .. ... ... ... ......

V. Results and Analysis . . . . . . .. ... ... ... ... ...
4.1 System Design . . . . .. ... ... ...
4.2 System Configuration . . .. .. ... ... ... ...
4.3 Model Verification and Validation . . . . . . . .. ...

4.4 Static Allocation vs. Dynamic Allocation — First Itera-

tlon . . . .o
4.4.1 Utilization . . . . . .. .. ...
4.4.2 Queuing Delay . . . . ... .. .. ... ...
4.4.3 Choice of Distribution for Data Circuits
4.4.4  Overall Assessment of the DBA-1 Algorithm .
4.5 DBA with CBR Circuit Priority — Second Iteration
4.5.1 Queuing Delay . . . ... .. ... ... ...
4.5.2 Utilization . . . . . .. ...
4.5.3 Overall Assessment of the DBA-2 Algorithm .
4.6 Static and Dynamic Allocation with Work Conservation
4.6.1 Static Allocation with Work Conservation

4.6.2 Dynamic Allocation with Work Conservation —
Third Iteration . . . . ... ... ... ....

4.6.3 Overall Assessment of the DBA-3 Algorithm .

4.7 Chapter Summary . . . . .. .. .. .. ... .. ...

V. Conclusions and Recommendations . . . . . . . . . . ... ...
5.1 The Problem . . . . . . . . . . . . ... ... ...
5.2 Results . . . . . .

5.3 Conclusions . . . . . . . ..

vi

4-12
4-24
4-24
4-25
4-25
4-27
4-27
4-28
4-29

4-32
4-50
4-55

5-1

5-1
5-2



5.4 Recommendations . . . ... .. ... ... ... ... 5-3

5.5 Chapter Summary . .. .. ... ... ... ...... 5-4

Appendix A. Model Verification and Validation . . . . . . . . .. .. A-1
A.1 Time-Division Multiplexing Scheme . . . . . . . . . .. A-1

A.2 Static Allocation Validation . . . . . . ... ... ... A-1

A21 1Circuit . . . ... ... A-1

A22 2Circuits . . .. ... A-3

A23 5 Circuits . . .. ... A-7

A.3 Dynamic Bandwidth Allocation Validation . . . . . . . A-12

A31 1Circuit . . . . . ... A-12

A32 2Circuits . . .. ... A-14

A33 5 Circuits . . .. ... A-19

A4 Seed Independence . . . . . . ... ... ... ... A-25

Appendix B. Statistical Data . . . . . .. ... B-1
Bibliography . . . . . . .. BIB-1
Vita . . o VITA-1

vil



Figure

2.1.
2.2.

3.1.

4.1.
4.2.
4.3.

4.4.
4.5.

4.6.

4.7.

4.8.

4.9.

4.10.
4.11.
4.12.
4.13.
4.14.
4.15.
4.16.

List of Figures

Intelligent Multiplexing Example . . . . . .. ... ... ...

Time-Space-Time Switching . . . . . . . . .. ... ... ...
System Under Test . . . . . . . . . ... ... ... .. ....

Dynamic Bandwidth Allocation State Transition Diagram . .
System Under Test . . . . . . ... ... ... ... ... ...

Verification and Validation Workload Submission for the Static

Utilization for Two-Circuit Configuration Using the Static Model

Queuing Delay for Two-Circuit Configuration Using the Static

Verification and Validation Workload Submission for the Dy-

namic Model . . . . . ..

Utilization for Two-Circuit Configuration Using the Dynamic

Queuing Delay for Two-Circuit Configuration Using the Dy-

namic Model . . . . . . ..o
Utilization: Static Allocation vs. DBA-1. . . . .. ... ...
NIPRNET Circuit Queuing Delay — System Underload . . .
NIPRNET Circuit Queuing Delay — Voice Overload . . . . .
NIPRNET Circuit Queuing Delay — Data Overload . . . . .
NIPRNET Circuit Queuing Delay — Voice and Data Overload
SIPRNET Circuit Queuing Delay — System Underload
SIPRNET Circuit Queuing Delay — Voice Overload . . . . .
SIPRNET Circuit Queuing Delay — Data Overload . . . . .

viii

3-2

4-3
4-4

4-6
4-6

4-7

4-8

4-9

4-10
4-11
4-13
4-13
4-14
4-14
4-14
4-15
4-15



Figure

4.17.
4.18.
4.19.
4.20.
4.21.
4.22.
4.23.
4.24.
4.25.
4.26.

4.27.
4.28.

4.29.
4.30.

4.31.

4.32.

4.33.

4.34.
4.35.
4.36.
4.37.

SIPRNET Circuit Queuing Delay — Voice and Data Overload
Voice Circuit Queuing Delay — System Underload . . . . . .
Voice Circuit Queuing Delay — Voice Overload . . . . . . . .
Voice Circuit Queuing Delay — Data Overload . . . . . . ..
Voice Circuit Queuing Delay — Voice and Data Overload

Video Circuit Queuing Delay — System Underload . . . . . .
Video Circuit Queuing Delay — Voice Overload . . . . . . . .
Video Circuit Queuing Delay — Data Overload . . . . . . . .
Video Circuit Queuing Delay — Voice and Data Overload . .

Data Circuit Queuing Delays: Exponential vs. Pareto Distri-

bution . . . . . ...
DBA with CBR Priority State Transition Diagram . . . . . .

Comparison of Previous Video Circuit Queuing Delays and DBA-
2 Queuing Delays . . . . .. ...

Comparison of Previous Utilizations and DBA-2 Utilization .

Comparison of Static Allocation Method Queuing Delays —
System Underload . . . . .. .. ... ... ... ... ...

Comparison of Static Allocation Method Queuing Delays —

Voice Overload . . . . . . . . . . . . ...

Comparison of Static Allocation Method Queuing Delays —
Data Overload . . . . .. ... ... ... .. ... ..

Comparison of Static Allocation Method Queuing Delays —

Voice and Data Overload . . . . . .. ... ... ... .. ...
Video Circuit Queuing Delay Comparison — System Underload
Video Circuit Queuing Delay Comparison — Voice Overload
Video Circuit Queuing Delay Comparison — Data Overload .

Video Circuit Queuing Delays Comparison — Voice and Data
Overload . . . . . . . . . . ...

X

Page
4-15
4-17
4-17
4-18
4-18
4-20
4-20
4-21
4-21

4-25
4-26

4-27
4-28

4-30

4-31

4-31

4-32
4-35
4-35
4-36

4-36



Figure

4.38.

4.39.
4.40.
4.41.

4.42.

4.43.
4.44.
4.45.

4.46.
4.47.
4.48.
4.49.

4.50.

4.51.

4.52.

4.53.

4.54.

4.55.

NIPRNET Circuit Queuing Delay Comparison — System Un-
derload . . . . . . . . ...

NIPRNET Circuit Queuing Delay Comparison — Voice Overload
NIPRNET Circuit Queuing Delay Comparison — Data Overload

NIPRNET Circuit Queuing Delay Comparison — Voice and
Data Overload . . . . . ... .. ... ... ... ... ...

SIPRNET Circuit Queuing Delay Comparison — System Un-
derload . . . . . . . . ...

SIPRNET Circuit Queuing Delay Comparison — Voice Overload
SIPRNET Circuit Queuing Delay Comparison — Data Overload

SIPRNET Circuit Queuing Delay Comparison — Voice and
Data Overload . . . . ... .. ... ... ... ...,

Voice Circuit Queuing Delay Comparison — System Underload
Voice Circuit Queuing Delay Comparison — Voice Overload .
Voice Circuit Queuing Delay Comparison — Data Overload .

Voice Circuit Queuing Delay Comparison — Voice and Data
Overload . . . . . . . . . . . ... .

Comparison of Static and DBA-3 Queuing Delays — System
Underload . . . . . . . . ..

Comparison of Static and DBA-3 Queuing Delays — Voice Over-
load . . . . .o

Comparison of Static and DBA-3 Queuing Delays — Data Over-
load . . . . . ..

Comparison of Static and DBA-3 Queuing Delays — Voice and
Data Overload . . . . . ... .. ... ... ... ..

Comparison of NIPRNET Circuit Queuing Delays Based on
Burst Shape . . . . ...

Comparison of SIPRNET Circuit Queuing Delays Based on
Burst Shape . . . . ...

Page

4-38
4-38
4-39

4-39

4-40
4-40
4-41

4-41
4-43
4-44
4-44

4-45

4-48

4-49

4-49

4-50

4-51

4-51



Figure
4.56.

4.57.

4.58.

4.59.

Al
A2
A3
A4
AL,

AL6.

AT
A8.
A.9.

A.10.

A1l
A2
A13.
A14.
A.15.
A.16.
A17.

Comparison of Static and DBA-3 Queuing Delays on the Voice

Circult . . . . .

Comparison of Static and DBA-3 Queuing Delays on the Video

Circult . . . . . . s,

Comparison of Static and DBA-3 Queuing Delays on the NIPR-
NET Circuit . . . . . . . .. . .

Comparison of Static and DBA-3 Queuing Delays on the SIPR-
NET Circuit . . . . . . . . . ..

Single Circuit Utilization — Static Allocation Method . . . .
Single Circuit Queuing Delay — Static Allocation Method . .
Two-Circuit Configuration Workload — Static Allocation Method
Two-Circuit Configuration Utilization — Static Allocation Method

Two-Circuit Configuration Time Slot Allocation — Static Al-
location Method . . . . . .. ... ... ... ... ... ...

Two-Circuit Configuration Queuing Delay — Static Allocation
Method . . . . . . . . .

Five-Circuit Configuration Workload — Static Allocation Method
Five-Circuit Configuration Utilization — Static Allocation Method

Five-Circuit Configuration Time Slot Allocation — Static Allo-
cation Method . . . . . .. ... oL oL

Five-Circuit Configuration Queuing Delay — Static Allocation
Method . . . . . . . . ..

Single Circuit Utilization — DBA Method . . . . . . . . . ..
Single Circuit Queuing Delay — DBA Method . . . . . . ..
Two-Circuit Configuration Workload — DBA Method . . . .
Two-Circuit Configuration Utilization — DBA Method
Two-Circuit Configuration Time Slot Allocation — DBA Method
Two-Circuit Configuration Queuing Delay — DBA Method .
Five-Circuit Configuration Workload — DBA Method . . . .

pal

Page

4-53

4-53

4-54

4-54

A-2
A-3
A-4

A-5

A-8
A-9
A-10

A-13
A-14
A-15
A-16
A-16
A-17
A-20
A-22



Figure
A.18.
A.19.
A.20.

Five-Circuit Configuration Utilization — DBA Method
Five-Circuit Configuration Time Slot Allocation — DBA Method
Five-Circuit Configuration Queuing Delay — DBA Method .

xii

Page
A-23
A-23
A-26



Table

3.1.
3.2.
3.3.
3.4.
3.5.

4.1.
4.2.
4.3.
4.4.

4.5.

4.6.
4.7.
4.8.

4.9.

Al
A2
A3.
A4

AL,

List of Tables

Underload Definition for Data Circuits . . . . . . . . .. . ..
Overload Definition for Data Circuits . . . . . . . . ... ..
Underload Definition for Voice Circuit . . . . . . .. .. . ..
Overload Definition for Voice Circuit . . . . . . . . . .. . ..

Workload Definition for Video Circuit . . . . . . . . . . . ..

Utilization Gain 90% Confidence Intervals . . . . . . . .. ..
Voice Circuit Allocation of Variation using the DBA-1 Algorithm
Video Circuit Allocation of Variation using the DBA-1 Algorithm

NIPRNET Circuit Allocation of Variation using the DBA-1 Al-
gorithm . . . . . .. ...

SIPRNET Circuit Allocation of Variation using the DBA-1 Al-
gorithm . . . . . . . . ...

Voice Circuit Allocation of Variation using the DBA-3 Algorithm
Video Circuit Allocation of Variation using the DBA-3 Algorithm

NIPRNET Circuit Allocation of Variation using the DBA-3 Al-
gorithm . . . . . . ..o

SIPRNET Circuit Allocation of Variation using the DBA-3 Al-
gorithm . . . . . .. . ...

Single Circuit Parameter Values . . . . .. .. .. ... ...
Two-Circuit Configuration Parameter Values . . . . . . . ..
Two-Circuit Configuration Parameter Values . . . . . . . ..

Seed Independence Results — Static Allocation Method, 1 Cir-

Cult . . .

Seed Independence Results — Static Allocation Method, 2 Cir-

Page

3-11
3-11
3-12
3-12
3-13

4-12
4-22
4-22

4-22

4-23
4-45
4-46

4-46

4-46

A-3

A-7

A-25



Table
A.6.

AT
A8.
A9.

B.1.
B.2.
B.3.
B.4.

B.5.

B.6.
B.7.
B.8.
B.9.

B.10.
B.11.
B.12.
B.13.
B.14.
B.15.
B.16.
B.17.
B.18.
B.19.
B.20.

Seed Independence Results — Static Allocation Method, 5 Cir-

Seed Independence Results — DBA Method, 1 Circuit . . . .
Seed Independence Results — DBA Method, 2 Circuits
Seed Independence Results — DBA Method, 5 Circuits

Utilization Data — Static Assignment TDM . . . . . . . ..
Voice Circuit Queuing Delay Data — Static Assignment TDM
Video Circuit Queuing Delay Data — Static Assignment TDM

NIPRNET Circuit Queuing Delay Data — Static Assignment
TDM . . .

SIPRNET Circuit Queuing Delay Data — Static Assignment
TDM . . e

Utilization Data — DBA-1 . . . . . . .. ... ... ... ..
Utilization Means — DBA-1 . . . . . . ... .. ... ....
Utilization Standard Deviations — DBA-1 . . . .. ... ..
Utilization Difference Data — DBA-1 . . . . .. ... .. ..
Utilization Difference Means — DBA-1 . . . . . .. .. . ..
Utilization Difference Standard Deviations — DBA-1. . . . .
Utilization Difference 90% Confidence Intervals — DBA-1 . .
Utilization Main Effects — DBA-1 . . . . ... .. ... ...
Utilization Second Order Interaction Effects — DBA-1 . . . .
Utilization Third Order Interaction Effects — DBA-1
Utilization Analysis of Variance — DBA-1. . . . .. ... ..
Voice Circuit Queuing Delay Data — DBA-1 . . . . . . . ..
Voice Circuit Queuing Delay Means — DBA-1 . . . . . . ..
Voice Circuit Queuing Delay Standard Deviations — DBA-1
Voice Circuit Queuing Delay Difference Data — DBA-1

Xiv

Page

A-27
A-27
A-27
A-27

B-1
B-1
B-1

B-2

B-2
B-2
B-2
B-3
B-3
B-3
B-3
B-4
B-4
B-4
B-4
B-4
B-5
B-5
B-6



Table

B.21.
B.22.

B.23.

B.24.
B.25.

B.26.

B.27.
B.28.
B.29.
B.30.
B.31.
B.32.
B.33.

B.34.

B.35.
B.36.

B.37.

B.38.
B.39.
B.40.
B.41.

Voice Circuit Queuing Delay Difference Means — DBA-1

Voice Circuit Queuing Delay Difference Standard Deviations —
DBA-1 . . . e

Voice Circuit Queuing Delay Difference 90% Confidence Inter-
vals —DBA-1 . . . . .. .

Voice Circuit Queuing Delay Main Effects — DBA-1 . . . . .

Voice Circuit Queuing Delay Second Order Interaction Effects

Voice Circuit Queuing Delay Third Order Interaction Effects —
DBA-1 . . .

Voice Circuit Queuing Delay Analysis of Variance — DBA-1 .
Video Circuit Queuing Delay Data — DBA-1 . . . . . . . ..
Video Circuit Queuing Delay Means — DBA-1 . . . . . . ..
Video Circuit Queuing Delay Standard Deviations — DBA-1
Video Circuit Queuing Delay Difference Data — DBA-1 . . .
Video Circuit Queuing Delay Difference Means — DBA-1

Video Circuit Queuing Delay Difference Standard Deviations —
DBA-1 . . . .

Video Circuit Queuing Delay Difference 90% Confidence Inter-
vals — DBA-1 . . . . . ...

Video Circuit Queuing Delay Main Effects — DBA-1. . . . .

Video Circuit Queuing Delay Second Order Interaction Effects

Video Circuit Queuing Delay Analysis of Variance — DBA-1
NIPRNET Circuit Queuing Delay Data — DBA-1 . . . . . .
NIPRNET Circuit Queuing Delay Means — DBA-1 . . . . .
NIPRNET Circuit Queuing Delay Standard Deviations — DBA-

XV

Page
B-6

B-6

B-7
B-7

B-7

B-7
B-7
B-8
B-8

B-9
B-9

B-9

B-10

B-10

B-10
B-10
B-11
B-11

B-11



Table

B.42.
B.43.
B.44.

B.45.

B.46.
B.47.

B.48.

B.49.
B.50.
B.51.
B.52.
B.53.
B.54.
B.55.

B.56.

B.57.
B.58.

B.59.

B.60.
B.61.
B.62.

NIPRNET Circuit Queuing Delay Difference Data — DBA-1
NIPRNET Circuit Queuing Delay Difference Means — DBA-1

NIPRNET Circuit Queuing Delay Difference Standard Devia-
tions — DBA-1 . . . . ...

NIPRNET Circuit Queuing Delay Difference 90% Confidence
Intervals — DBA-1 . . . . . .. . ... .. ... ... ...

NIPRNET Circuit Queuing Delay Main Effects — DBA-1 . .
NIPRNET Circuit Queuing Delay Second Order Interaction Ef-

NIPRNET Circuit Queuing Delay Third Order Interaction Ef-
fects — DBA-1 . . . . . .. o

NIPRNET Circuit Queuing Delay Analysis of Variance — DBA-1

SIPRNET Circuit Queuing Delay Data — DBA-1 . . . . . .
SIPRNET Circuit Queuing Delay Means — DBA-1. . . . . .

SIPRNET Circuit Queuing Delay Standard Deviations — DBA-1

SIPRNET Circuit Queuing Delay Difference Data — DBA-1
SIPRNET Circuit Queuing Delay Difference Means — DBA-1

SIPRNET Circuit Queuing Delay Difference Standard Devia-
tions — DBA-1 . . . . .. ...

SIPRNET Circuit Queuing Delay Difference 90% Confidence
Intervals — DBA-1 . . . . . ... .. ... ... . ... ...

SIPRNET Circuit Queuing Delay Main Effects — DBA-1

SIPRNET Circuit Queuing Delay Second Order Interaction Ef-
fects —DBA-1 . . . . . . ...

SIPRNET Circuit Queuing Delay Third Order Interaction Ef-
fects — DBA-1 . . . . . . ...

SIPRNET Circuit Queuing Delay Analysis of Variance — DBA-1

Utilization Data — DBA-2 . . . . . . .. . . ... ... ...
Utilization Means — DBA-2 . . . . . . . .. . . . ... ...

XVi

Page
B-12
B-12

B-12

B-12
B-13

B-13

B-13
B-13
B-14
B-14
B-14
B-15
B-15

B-15

B-15
B-16

B-16

B-16
B-16
B-17
B-17



Table

B.63.
B.64.
B.65.
B.66.
B.67.
B.68.
B.69.
B.70.
B.71.
B.72.
B.73.
B.74.
B.75.
B.76.
B.77.

B.78.

B.79.
B.80.

B.81.

B.82.
B.83.
B.84.
B.85.
B.86.

Utilization Standard Deviations — DBA-2 . . . .. ... ..
Utilization Difference Data — DBA-2 . . . . . ... ... ..
Utilization Difference Means — DBA-2 . . . . . .. ... ..
Utilization Difference Standard Deviations — DBA-2 . . . . .
Utilization Difference 90% Confidence Intervals — DBA-2 . .
Utilization Main Effects — DBA-2 . . . . .. ... ... ...
Utilization Second Order Interaction Effects — DBA-2 . . . .
Utilization Third Order Interaction Effects — DBA-2
Utilization Analysis of Variance — DBA-2. . . . . . . . . ..
Voice Circuit Queuing Delay Data — DBA-2 . . . . . . . ..
Voice Circuit Queuing Delay Means — DBA-2 . . . . . . ..
Voice Circuit Queuing Delay Standard Deviations — DBA-2
Voice Circuit Queuing Delay Difference Data — DBA-2
Voice Circuit Queuing Delay Difference Means — DBA-2

Voice Circuit Queuing Delay Difference Standard Deviations —
DBA-2 . . ..

Voice Circuit Queuing Delay Difference 90% Confidence Inter-
vals — DBA-2 . . . . ...

Voice Circuit Queuing Delay Main Effects — DBA-2 . . . . .

Voice Circuit Queuing Delay Second Order Interaction Effects

Voice Circuit Queuing Delay Third Order Interaction Effects —
DBA-2 . .

Voice Circuit Queuing Delay Analysis of Variance — DBA-2 .
Video Circuit Queuing Delay Data — DBA-2 . . . . . . . ..
Video Circuit Queuing Delay Means — DBA-2 . . . . . . ..
Video Circuit Queuing Delay Standard Deviations — DBA-2
Video Circuit Queuing Delay Difference Data — DBA-2 . . .

xvii

Page
B-17
B-18
B-18
B-18
B-18
B-19
B-19
B-19
B-19
B-20
B-20
B-20
B-21
B-21

B-21

B-21
B-22

B-22

B-22
B-22
B-23
B-23
B-23
B-24



Table
B.&7.
B.&R.

B.89.

B.90.
B.91.

B.92.

B.93.
B.94.
B.95.
B.96.

B.97.
B.98.
B.99.

B.100.

B.101.
B.102.

B.103.

B.104.
B.105.
B.106.

Video Circuit Queuing Delay Difference Means — DBA-2 . .

Video Circuit Queuing Delay Difference Standard Deviations —
DBA-2 . . .

Video Circuit Queuing Delay Difference 90% Confidence Inter-
vals —DBA-2 . . ...

Video Circuit Queuing Delay Main Effects — DBA-2 . . . . .

Video Circuit Queuing Delay Second Order Interaction Effects

Video Circuit Queuing Delay Analysis of Variance — DBA-2
NIPRNET Circuit Queuing Delay Data — DBA-2 . . . . . .
NIPRNET Circuit Queuing Delay Means — DBA-2 . . . . .
NIPRNET Circuit Queuing Delay Standard Deviations — DBA-

NIPRNET Circuit Queuing Delay Difference Data — DBA-2
NIPRNET Circuit Queuing Delay Difference Means — DBA-2

NIPRNET Circuit Queuing Delay Difference Standard Devia-
tions — DBA-2 . . . ...

NIPRNET Circuit Queuing Delay Difference 90% Confidence
Intervals — DBA-2 . . . . ...

NIPRNET Circuit Queuing Delay Main Effects — DBA-2 . .

NIPRNET Circuit Queuing Delay Second Order Interaction Ef-
fects — DBA-2 . . . . ..

NIPRNET Circuit Queuing Delay Third Order Interaction Ef-
fects — DBA-2 . . . . ..

NIPRNET Circuit Queuing Delay Analysis of Variance — DBA-2
SIPRNET Circuit Queuing Delay Data — DBA-2 . . . . . .
SIPRNET Circuit Queuing Delay Means — DBA-2 . . . . . .

Xviil

Page
B-24

B-24

B-24
B-25

B-25

B-25
B-25
B-26
B-26

B-26
B-27
B-27

B-27

B-28
B-28

B-28

B-28
B-28
B-29
B-29



Table

B.107.
B.108.
B.109.
B.110.

B.111.

B.112.
B.113.

B.114.

B.115.
B.116.
B.117.

B.118.

B.119.

B.120.

B.121.

B.122.

B.123.

B.124.

SIPRNET Circuit Queuing Delay Standard Deviations — DBA-2

SIPRNET Circuit Queuing Delay Difference Data — DBA-2
SIPRNET Circuit Queuing Delay Difference Means — DBA-2

SIPRNET Circuit Queuing Delay Difference Standard Devia-
tions — DBA-2 . .. ...

SIPRNET Circuit Queuing Delay Difference 90% Confidence
Intervals — DBA-2 . . . . .. ...

SIPRNET Circuit Queuing Delay Main Effects — DBA-2 . .

SIPRNET Circuit Queuing Delay Second Order Interaction Ef-
fects — DBA-2 . . . . ..

SIPRNET Circuit Queuing Delay Third Order Interaction Ef-
fects —DBA-2 . . . . ...

SIPRNET Circuit Queuing Delay Analysis of Variance — DBA-2

Utilization Data — Static Allocation with Work Conservation

Utilization Standard Deviations — Static Allocation with Work

Conservation . . . . . . . . . .,

Utilization Analysis of Variance — Static Allocation with Work

Conservation . . . . . . . . . .,

Voice Circuit Queuing Delay Data — Static Allocation with

Work Conservation . . . . . . . . . . . ..

Voice Circuit Queuing Delay Standard Deviations — Static Al-

location with Work Conservation . . . . . . . . . . . . . . ..

Voice Circuit Queuing Delay Analysis of Variance — Static Al-

location with Work Conservation . . . . . . . . . . . .. ...

Video Circuit Queuing Delay Data — Static Allocation with

Work Conservation . . . . . . . . . . . .

Video Circuit Queuing Delay Standard Deviations — Static Al-

location with Work Conservation . . . . . . . . . . . . . ...

Video Circuit Queuing Delay Analysis of Variance — Static

Allocation with Work Conservation . . . . . . . . . . .. ..

Xix

Page
B-29
B-30
B-30

B-30

B-30
B-31

B-31

B-32
B-32
B-32

B-32

B-33

B-33

B-33

B-34

B-34

B-34

B-35



Table

B.125.

B.126.

B.127.

B.128.

B.129.

B.130.

B.131.
B.132.
B.133.
B.134.
B.135.
B.136.
B.137.
B.138.
B.139.
B.140.
B.141.
B.142.
B.143.
B.144.
B.145.
B.146.

NIPRNET Circuit Queuing Delay Data — Static Allocation

with Work Conservation . . . . . . . . . . . . . .. ... ...

NIPRNET Circuit Queuing Delay Standard Deviations — Static

Allocation with Work Conservation . . . . . . . . . . . . ..

NIPRNET Circuit Queuing Delay Analysis of Variance — Static

Allocation with Work Conservation . . . . . . . .. .. ...

SIPRNET Circuit Queuing Delay Data — Static Allocation

with Work Conservation . . . . . . . . . . . . . .. ... ...

SIPRNET Circuit Queuing Delay Standard Deviations — Static

Allocation with Work Conservation . . . . . . . . . . . ...

SIPRNET Circuit Queuing Delay Analysis of Variance — Static

Allocation with Work Conservation . . . . ... .. .. ...
Utilization Data — DBA-3 . . . . . ... .. ... ... ...
Utilization Means — DBA-3 . . . . . . ... ... ... ...
Utilization Standard Deviations — DBA-3 . . . . .. .. ..
Utilization Difference Data — DBA-3 . . . . . . . ... ...
Utilization Difference Means — DBA-3 . . . . . . .. .. ..
Utilization Difference Standard Deviations — DBA-3 . . . . .
Utilization Difference 90% Confidence Intervals — DBA-3 . .
Utilization Main Effects — DBA-3 . . . . ... .. ... ...
Utilization Second Order Interaction Effects — DBA-3 . . . .
Utilization Third Order Interaction Effects — DBA-3
Utilization Analysis of Variance — DBA-3. . . . .. ... ..
Voice Circuit Queuing Delay Data — DBA-3 . . . . . . . ..
Voice Circuit Queuing Delay Means — DBA-3 . . . . . . ..
Voice Circuit Queuing Delay Standard Deviations — DBA-3
Voice Circuit Queuing Delay Difference Data — DBA-3
Voice Circuit Queuing Delay Difference Means — DBA-3

XX

Page

B-35

B-35

B-36

B-36

B-36

B-37
B-38
B-38
B-39
B-39
B-40
B-40
B-40
B-41
B-41
B-41
B-41
B-42
B-42
B-43
B-43
B-44



Table

B.147.

B.148.

B.149.
B.150.

B.151.

B.152.
B.153.
B.154.
B.155.
B.156.
B.157.
B.158.

B.159.

B.160.
B.161.

B.162.

B.163.
B.164.
B.165.
B.166.

Voice Circuit Queuing Delay Difference Standard Deviations —
DBA-3 . . .

Voice Circuit Queuing Delay Difference 90% Confidence Inter-
vals —DBA-3 . . . . ...

Voice Circuit Queuing Delay Main Effects — DBA-3 . . . . .

Voice Circuit Queuing Delay Second Order Interaction Effects

Voice Circuit Queuing Delay Third Order Interaction Effects —
DBA-3 . . .

Voice Circuit Queuing Delay Analysis of Variance — DBA-3 .
Video Circuit Queuing Delay Data — DBA-3 . . . . . . . ..
Video Circuit Queuing Delay Means — DBA-3 . . . . . . ..
Video Circuit Queuing Delay Standard Deviations — DBA-3
Video Circuit Queuing Delay Difference Data — DBA-3 . . .
Video Circuit Queuing Delay Difference Means — DBA-3 . .

Video Circuit Queuing Delay Difference Standard Deviations —
DBA-3 . . .

Video Circuit Queuing Delay Difference 90% Confidence Inter-
vals —DBA-3 . . . ...

Video Circuit Queuing Delay Main Effects — DBA-3 . . . . .

Video Circuit Queuing Delay Second Order Interaction Effects

Video Circuit Queuing Delay Analysis of Variance — DBA-3
NIPRNET Circuit Queuing Delay Data — DBA-3 . . . . . .
NIPRNET Circuit Queuing Delay Means — DBA-3 . . . . .
NIPRNET Circuit Queuing Delay Standard Deviations — DBA-

Xx1

Page

B-44

B-44
B-45

B-45

B-45
B-45
B-46
B-46
B-47
B-47
B-48

B-48

B-48
B-49

B-49

B-49
B-49
B-50
B-50

B-51



Table

B.167.
B.168.
B.169.

B.170.

B.171.
B.172.

B.173.

B.174.
B.175.
B.176.
B.177.
B.178.
B.179.
B.180.

B.181.

B.182.
B.183.

B.184.

B.185.
B.186.
B.187.

NIPRNET Circuit Queuing Delay Difference Data — DBA-3
NIPRNET Circuit Queuing Delay Difference Means — DBA-3

NIPRNET Circuit Queuing Delay Difference Standard Devia-
tions — DBA-3 . . . ...

NIPRNET Circuit Queuing Delay Difference 90% Confidence
Intervals — DBA-3 . . . . . ... ...

NIPRNET Circuit Queuing Delay Main Effects — DBA-3 . .

NIPRNET Circuit Queuing Delay Second Order Interaction Ef-
fects — DBA-3 . . . . . ..

NIPRNET Circuit Queuing Delay Third Order Interaction Ef-
fects —DBA-3 . . . . ...

NIPRNET Circuit Queuing Delay Analysis of Variance — DBA-3
SIPRNET Circuit Queuing Delay Data — DBA-3 . . . . . .
SIPRNET Circuit Queuing Delay Means — DBA-3 . . . . . .
SIPRNET Circuit Queuing Delay Standard Deviations — DBA-3
SIPRNET Circuit Queuing Delay Difference Data — DBA-3
SIPRNET Circuit Queuing Delay Difference Means — DBA-3

SIPRNET Circuit Queuing Delay Difference Standard Devia-
tions — DBA-3 . . . ...

SIPRNET Circuit Queuing Delay Difference 90% Confidence
Intervals — DBA-3 . . . . . ... ... ... .

SIPRNET Circuit Queuing Delay Main Effects — DBA-3 . .

SIPRNET Circuit Queuing Delay Second Order Interaction Ef-
fects —DBA-3 . . . . ...

SIPRNET Circuit Queuing Delay Third Order Interaction Ef-
fects — DBA-3 . . . . ...

SIPRNET Circuit Queuing Delay Analysis of Variance — DBA-3
NIPRNET Circuit Traffic Analysis Data . . . . . .. ... ..
NIPRNET Circuit Traffic Analysis Means . . . . . .. . ...

xx1i

Page
B-51
B-52

B-52

B-52
B-53

B-53

B-53
B-53
B-54
B-54
B-55
B-55
B-56

B-56

B-56
B-57

B-57

B-57
B-57
B-58
B-58



Table

B.188.
B.189.
B.190.
B.191.
B.192.
B.193.

NIPRNET Circuit Traffic Analysis Standard Deviations . . .
NIPRNET Circuit Traffic Analysis 90% Confidence Intervals
NIPRNET Circuit Traffic Analysis Data . . . . . . ... ...
NIPRNET Circuit Traffic Analysis Means . . . . . . . .. ..
NIPRNET Circuit Traffic Analysis Standard Deviations . . .
NIPRNET Circuit Traffic Analysis 90% Confidence Intervals

xxiil

Page
B-59
B-59
B-60
B-60
B-61
B-61



AFIT/GCS/ENG /02M-07

Abstract

Military communications networks typically employ a gateway multiplexer to
aggregate all communications traffic onto a single link. These multiplexers typically
use a static bandwidth allocation method via time-division multiplexing (TDM).
Inefficiencies occur when a high-bandwidth circuit, e.g., a video teleconferencing
circuit, is relatively inactive rendering a considerable portion of the aggregate band-
width wasted while inactive. Dynamic bandwidth allocation (DBA) reclaims unused
bandwidth from circuits with low utilization and reallocates it to circuits with higher
utilization without adversely affecting queuing delay. The proposed DBA algorithm
developed here measures instantaneous utilization by counting frames arriving dur-
ing the transmission time of a single frame on the aggregate link. The maximum
calculated utilization observed over a monitoring period is then used to calculate the

bandwidth available for reallocation.

A key advantage of the proposed approach is that it can be applied now and
to existing systems supporting heterogeneous permanent virtual circuits. With the
inclusion of DBA, military communications networks can bring information to the
warfighter more efficiently and in a shorter time even for small bandwidths allocated
to deployed sites. The algorithm is general enough to be applied to multiple TDM
platforms and robust enough to function at any line speed, making it a viable op-
tion for high-speed multiplexers. The proposed DBA algorithm provides a powerful

performance boost by optimizing available resources of the communications network.

Utilization results indicate the proposed DBA algorithm significantly out-
performs the static allocation model in all cases. The best configuration uses a 65536
bps allocation granularity and a 10 second monitoring period. Utilization gains ob-
served with this configuration were almost 17% over the static allocation method.

Queuing delays increased by 50% but remained acceptable, even for real-time traffic.
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PERFORMANCE ANALYSIS OF A DYNAMIC
BANDWIDTH ALLOCATION ALGORITHM
IN A CIRCUIT-SWITCHED
COMMUNICATIONS
NETWORK

1. Introduction

1.1  Motiwation

The military’s deployed communications network performance has long been
hampered by the relatively low bandwidths allocated on the Defense Satellite Com-
munications System (DSCS) constellation. Typical aggregate communications links
over DSCS satellites range from 512 kbps to 1024 kbps. In contrast, typical Eth-
ernet network data rates range from 10 Mbps to 100 Mbps, or even higher. With
an increased reliance on communications systems to provide real-time data to the
warfighter [DAF97, DAF98, DoD95, DoD00], it is imperative to increase performance

wherever and however possible.

In traditional circuit-switched networks, bandwidth is generally allocated stat-
ically. This is especially true in military tactical networks, thus aggravating the
problem of providing real-time information to the warfighter. In practice, this allo-
cation scheme has a negative effect on network efficiency since some circuits may be
rarely used. For instance, if a commander requests a video teleconferencing (VTC)
circuit — a high-bandwidth circuit — it may only be used twice a day. If used for a
one-half hour each time, there remains 23 hours each day that the dedicated circuit

bandwidth is wasted.
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Any increase in overall network utilization, however, must not be achieved at
the expense of Quality of Service (QoS). In the static bandwidth allocation (SBA)
scenario described above, QoS is not a problem since each circuit has dedicated
bandwidth. Therefore, circuits needing guaranteed bandwidth, such as voice or
video circuits, always have bandwidth when they need it [WaM99]. The question
becomes: is it possible to increase overall network utilization while preserving QoS

guarantees?

Asynchronous Transfer Mode (ATM) is a networking technology that was de-
veloped on the premise of optimizing performance for different classes of traffic based
on QoS guarantees. For example, a voice circuit can tolerate some loss but not de-
lay; conversely, a data circuit can tolerate delay but not loss. By identifying these
different classes of traffic, ATM switches (or multiplexers) can provide the service

that the class requires.

Recent advances in ATM technology have taken QoS guarantees one step
further, supporting dynamic bandwidth allocation (DBA) [Sai97, Shi98, SCY9S,
WaM99]. DBA allows circuits access to unused bandwidth, thereby using bandwidth
more efficiently. Hoe states, “The objective of ATM switching is to statistically mul-
tiplex traffic from different users (assign bandwidth on demand), to utilize bandwidth
efficiently, and to satisfy the QoS requirements of delay and loss for different traffic
types” [Hoe94]. Given the scenario outlined above, the VT'C circuit would consume
the maximum bandwidth it requests when in use; when not in use, the bandwidth

could be allocated to other circuits based on demand.

Unfortunately, the Air Force’s communications networks are not built using
this principle. Currently, both fixed and deployed bases use NET’s Promina sys-
tem, which uses the Integrated Digital Network Exchange (IDNX), a Time-Division
Multiplexer, to perform this gateway multiplexing function [DIS99]. We will use the
terms Promina and IDNX interchangeably.

1-2



1.2 Problem Definition

1.2.1 Hypothesis and Goals. This study shows that a proposed DBA al-
gorithm employed by platforms like ATM can be migrated to a time-division mul-
tiplexer (TDM) platform as a relatively low-impact addition. By using a DBA
algorithm for individual circuits, utilization on the aggregate link of the Air Force’s
deployed networks can be drastically improved. However, increasing utilization is
not the only consideration. For example, even if a particular implementation could
consistently maintain utilization near 100%, it would be unacceptable if the band-
width reallocation time were significantly higher than without dynamic allocation,
resulting in a significant increase in queuing delay [SCY98|. The central hypothesis
of the study, then, is that DBA on a TDM platform can achieve higher utilization on
its aggregate link than static allocation without adversely affecting queuing delay.

The goals of the study are the following:

e Determine whether dynamic bandwidth allocation algorithms can increase

utilization on the aggregate link of a circuit-switched network,

e Determine whether increased utilization can be achieved without increasing

queuing delay beyond acceptable limits,

e Determine whether the type of traffic influences the allocation algorithm per-

formance.

1.2.2  Approach. A newly proposed DBA algorithm is developed for a time-
division multiplexer based upon previously developed DBA algorithms for ATM.
Several workloads are submitted to a network using the DBA algorithm as well as
using static allocation. Using the static allocation as a baseline, the results are

compared using aggregate utilization and queuing delay metrics.
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1.3  Document Overview

This chapter presents the problem and the motivation for the research. Chapter
2 reviews previous research in the areas of ATM and DBA that serves as a point
of departure for this study. Chapter 3 covers the methodology and experimental
design used to validate the hypothesis. Chapter 4 describes the algorithm developed
and analyzes the results obtained from the experiments. Chapter 5 summarizes the

research results and provides conclusions and recommendations for future research.
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1I. Literature Review

This chapter begins with an overview of circuit-switching concepts. It then covers
high-speed networking using Asynchronous Transfer Mode (ATM). Next, four theo-
retical models for dynamic bandwidth allocation in an ATM network will be covered
along with their potential for portability to the Integrated Digital Network Exchange
(IDNX). Finally, an overview of the IDNX is given.

2.1 Circuit-Switched Networks

There are two types of switching in communications networks — circuit switch-
ing and packet switching. Packet switching makes a routing decision at every node
(or hop) between the sender and receiver. Consequently, the actual path that each
packet takes may be different. Furthermore, bandwidth tends to be allocated on
a first-come, first-served basis. By contrast, circuit switching establishes a specific
route, or circuit, from sender to receiver at the time the message is transmitted.
Bandwidth is usually allocated in “chunks” based on the circuit’s bandwidth re-
quest. A connection admission control scheme is employed to determine whether the
call can be admitted at the requested bandwidth. This can be done using relatively
simple computations. The connection admission control algorithm first computes
the bandwidth in use by computing the sum of the bandwidths of the individual
circuits already allocated. It then computes the residual bandwidth by subtracting
the bandwidth in use from the channel capacity. If the bandwidth requested is less
than the residual bandwidth, the circuit is admitted. If not, it is rejected. There
are also other schemes used in admission control including statistical multiplexing
[Hoe94| and priority allocation [SWS98]. Circuit switching can be further broken

down into conventional circuit switching and virtual circuit switching.

2.1.1 Conventional Circuit Switching. Conventional circuit switching is

the type of switching used in traditional telecommunications networks. Under this
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model, a user sends a request for a connection of a specified bandwidth to the connec-
tion admission control. If this bandwidth request is less than the residual bandwidth,
then the connection is admitted and a physical circuit is established, setting aside a
fixed bandwidth for the connection. That circuit and associated bandwidth is then
dedicated to the sender and receiver for the duration of the connection; no sharing of
that bandwidth is done. This means that any idle time during the connection results
in wasted bandwidth. Conventional circuit switching also has no concept of framing
[Bla95] — the message is treated as one continuous data stream. When the channel
is idle, no data is sent, except for perhaps a synchronization signal. Consequently,
because data messages need to be delimited in order to be understood, this type of
circuit switching is not a viable option for an all-purpose network supporting voice,

video, and data.

2.1.2  Virtual Circuit Switching.  Virtual circuit switching is a hybrid of con-
ventional circuit switching and packet switching. Like conventional circuit switching,
a specific path is established at the time of connection setup and remains for the
duration of the connection. However, like packet switching, virtual circuit switching
breaks the message up into packets for transmission and packets are transmitted at
channel capacity [Tan96]. Framing allows data messages to be delimited, thus mak-
ing it a viable implementation for supporting voice, video, and data concurrently.
Connection setup is done in much the same way as conventional circuit switching.
A user sends a request to admission control, a path is established between source
and destination, and the connection is admitted. However, instead of a physical
connection between a sender and receiver, a path through specific nodes is deter-
mined, constituting the virtual circuit. Whenever a packet arrives at a node, then,
the node knows where to route the next packet based on a virtual circuit identifier.
However, the virtual circuit is not guaranteed a specific bandwidth. In order to deal

with this problem, many networking technologies such as ATM have implemented
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quality of service guarantees. These guarantees work in much the same manner as

in conventional circuit switching. This is discussed in greater detail below.

2.2 Virtual Circuit Switching Using ATM

Asynchronous Transfer Mode is a high-speed virtual circuit-switching tech-
nology that was developed to support a heterogeneous mix of traffic classes, while
providing an appropriate or a requested quality of service guarantee [Bla95]. The
following paragraphs describe the basic frame format ATM uses, the basic classes of

traffic that ATM supports, and how ATM guarantees quality of service.

2.2.1 Frame Format. ATM frames are called cells. Each cell is 53 bytes,
consisting of 48 bytes of payload and a 5-byte header. The cell provides little in the
way of services, including error checking on the header only, and no retransmission
services. Three bytes of the 5-byte header contain the virtual circuit identifier for
the user-to-network interface (3.5 bytes for the network-to-network interface). This
is further broken down into a virtual channel identifier and a virtual path identifier.
The virtual channel identifier identifies the specific circuit traversing the node. The
virtual path identifier identifies a group of virtual channels that can be switched as
a single unit. Together these two identifiers mark the route the cell travels through
the network. The header also contains a Cell Loss Priority bit. If this bit is set, it
indicates that the network can discard this cell if necessary, such as during heavy

congestion [Tan96].

2.2.2  Traffic Classes. ATM divides user traffic into three major classes
depending upon arrival rate — constant bit rate (CBR), variable bit rate (VBR),
and available bit rate (ABR) to support different user applications [Blad5]. CBR
consists of connection-oriented data streams in which cells arrive at a fixed rate
and require timing synchronization between sender and receiver. An example of a

CBR circuit would be a dedicated video teleconferencing circuit where new video
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frames are being transmitted continuously. VBR consists of connection-oriented
data streams in which cells do not arrive at a fixed rate, but a peak cell rate must
be guaranteed, and also require timing synchronization between sender and receiver.
An example of a VBR circuit would be a telephone circuit. Clearly, cells would not
be arriving at a continuous rate because idle periods in the conversation would not
generate a cell transmission. However, a minimum peak data rate (based on the
CODEC being used) must be maintained if a full-duplex call is to be established
and telephony standards are to be upheld. ABR is like VBR except that there is
no guaranteed peak cell rate. An example of an ABR circuit would be a typical IP

data network.

2.2.3  Quality of Service Guarantees.  Since two of the three major classes
of ATM require a quality of service guarantee, it is important to understand how the
guarantee is implemented. When a user wishes to establish a connection, he sends a
message to admission control with a request for a certain level of service. This level
of service comes in the form of a bandwidth request based on the type of circuit.
The amount of bandwidth requested is usually based on the required peak cell rate
of the circuit [WaM99, SCY98|. Thus, bandwidth has traditionally been allocated

statically at the peak cell rate to guarantee the desired quality of service.

2.8  Dynamic Bandwidth Allocation in ATM

It is clear that any type of traffic with other than a constant cell rate will result
in some amount of wasted bandwidth. In fact, “with bursty traffic, the average rate
of the cell stream over a virtual circuit is low compared to the peak rate” [SCY98].
With the widespread proliferation of ATM as a wide-area network backbone, many
approaches have been used to harness this wasted bandwidth. We discuss four
strategies, two of which could be ported to a time-division multiplexing (TDM)

platform such as the IDNX.
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2.3.1 Intelligent Multiplexing. ~ One method for improving bandwidth effi-
ciency was proposed by Benjamin Hoe [Hoe94|. His method calls for an intelligent

multiplexer to multiplex data and voice traffic together more efficiently.

2.3.1.1 Algorithm Overview. Since voice circuits cannot tolerate
delay, but data circuits can, the multiplexer forwards voice cells immediately. Data
cells are stored in a buffer upon arrival. Whenever the multiplexer detects an idle bit
pattern (i.e., one with only idle fill), the multiplexer drops the idle cell and inserts
a data cell. Once another voice cell arrives, data cells will be blocked again until an
idle cell is detected. An example of this operation is shown in Figure 2.1 below. In

the figure, voice cells are depicted as clear, data cells as shaded.
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Figure 2.1.  Intelligent Multiplexing Example

At Ty, all circuits (C; - Cy) have voice cells to be forwarded. At Ty, suppose
(5 sends an idle cell. That cell is discarded and replaced by a data cell as shown.

At Ty, suppose all circuits send idle cells; four data cells are inserted in their place.

2.3.1.2  Advantages and Disadvantages. — Because voice traffic tends to
be quite bursty, data traffic would have ample opportunity for transmission during

idle periods on the voice circuit. Therefore, it is conceivable that the bandwidth
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allocated to the data circuit could be eliminated with little effect on network perfor-

mance. Furthermore, this algorithm is quite simple to implement.

It has, however, several significant drawbacks. First, it is overly simplistic.
The algorithm assumes that there is only one data circuit. In practice, today’s
tactical networks usually have at least two — Non-secure Internet Protocol Routed
Network (NIPRNET) and Secure Internet Protocol Routed Network (SIPRNET).
It also assumes that the only two types of traffic on a communications network are
voice and data. This assumption ignores the possibility of a CBR video circuit, such

as a dedicated VTC link.

Second, in this scheme, voice circuits always have priority over the data cir-
cuit. Because voice circuits cannot tolerate delay, voice cells are transmitted first.
Therefore, during heavy call volumes it is possible that data traffic would experi-
ence a significant delay. Furthermore, today’s communications networks need the
ability to prioritize circuits dynamically, for example, when critical intelligence or
weather data is needed. In this situation, voice communication would not be the

communications method of choice.

Finally, it would be difficult to port this algorithm to another platform. In
this algorithm, each receiving node along the path must determine whether the in-
formation is a voice or data cell. Suppose that a multiplexer’s frame format does
not distinguish between information types. Each frame would be tied to a specific
circuit but not necessarily a circuit of a specific information type. Thus the multi-
plexer is unable to determine at the receiving end which frames contain voice and

which contain data.

2.3.2  Adaptive Bandwidth Demand Estimation. Shioda’s adaptive band-
width demand estimation algorithm is similar to that of Shiomoto, et al. discussed
later. This algorithm monitors the active circuits for a set period and adapts the

amount of available or residual bandwidth based on the blocking probabilities of the
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individual circuits [Shi98]. Blocking probability can be used as an effective metric
because the blocking probability will increase as available bandwidth is depleted,

thus indicating a greater bandwidth demand.

2.3.2.1 Algorithm Qverview.  Consider L active and potential circuits
to be multiplexed on a virtual path. The aggregate offered load, a, and aggregate

connection blocking probability, b, are defined as

L
0= am (2.1)
=1

and

L
> amyb
=1

a

b= (2.2)

where a; is the offered load and b; is the connection blocking probability of the [th
circuit. The effective bandwidth, my, is a weighting factor based on some constraint
such as a QoS requirement [DKW95, Shi98]. This factor remains constant for a

particular circuit for as long as the constraint holds.

Circuit admissions are decided differently depending on whether the new circuit
is a CBR or VBR circuit. If the circuit to be added is a CBR circuit, then the
admission decision is simple: compare the peak cell rate of the new circuit to the
residual bandwidth. If the peak cell rate of the new circuit is less than the residual,
then the circuit is admitted; otherwise it is rejected. If the circuit is a VBR circuit,
though, calculation of the cell loss rate is needed for comparison against an objective

cell loss rate, e,;. This calculation is given by
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nd & L
M= <K+01>M} (2.3)
i (K+1)A

where n is the number of connections multiplexed in the virtual path, K is the buffer
size in cells, M is the peak rate in cells per second, A is the average rate in cells per
second, and C' is the number of cells that can be transmitted over the virtual path
in one second. If € is lower than €4;, then the VBR circuit is admitted. Otherwise

it is rejected.

At the end of each measurement period, the connection blocking probability,

b, is measured. Each VP bandwidth is then adjusted based on the following formula:

ra, b > oy,
AOét+1 = (24)
—1a, b < bop;
where
b— by
= 1 o 2.
r max(O, 1—b>’ (2.5)

bopj is the maximum desired blocking probability, and a; is the VP bandwidth de-
mand for the last measurement period. This process repeats at the end of every

measurement period.

2.3.2.2  Advantages and Disadvantages. — This algorithm is very robust
because it makes very few assumptions about the underlying traffic. Thus, it can

support almost any type of connection [Shi98|. Second, the bandwidth demand
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estimate is adaptive, meaning that long-term traffic patterns are factored in making

the model more reliable.

It has three disadvantages, one of which is very significant. First, the model
requires that all circuits have some sort of quality of service guarantee either CBR or
VBR. This is not an insurmountable problem, however, because even data networks
can be modeled as a VBR circuit by assigning a minimum acceptable bandwidth
to the data circuit. This minimum bandwidth effectively translates to a quality
of service guarantee. The second disadvantage is that the calculations needed for
this algorithm are complex. Therefore, an implementation would likely require some
special purpose or dedicated hardware. Finally, many of the values used as input to
these calculations either require further calculation or information that might not
be available in a non-ATM environment. Consequently, it would be difficult to port

this algorithm to a TDM platform.

2.3.83  Instantaneous Virtual Path Utilization Measurement. Shiomoto,
Chaki, and Yamanaka propose to allocate bandwidth dynamically using a measure-

ment of instantaneous virtual path utilization [SCY98].

2.3.8.1 Algorithm Overview.  The instantaneous virtual path utiliza-

tion is defined as

plt) = > P40 26)

=1

where R;(t) is the peak rate of the Ith circuit at time ¢, and C' is the channel capac-
ity. In order to compute this instantaneous utilization, the number of cells arriving
during one cell transmission period, A, are counted. This number is sent through an
exponential averager to determine the instantaneous virtual path utilization. Thus,

the instantaneous utilization can be rewritten as
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p(t) =an(t)+ (1 —a)p(t —A),0<a<1 (2.7)

where n(t) is the number of cells that arrived in the last A seconds, p(t-A) is the
last computed utilization, and « is a weighting factor. This value will be discussed

in more detail in the next section.

The utilization is tracked for a monitoring period, 7;,,. The maximum utiliza-
tion value observed during T}, pmaz, serves as the basis for the admission criteria.

The admission criteria is then given as

R
Tl = 2.8
o <l-»r (2.8)

where R is the peak rate of a new circuit requesting bandwidth. If the new circuit

is accepted, the computed virtual path utilization is updated as follows:

R
Prnew = Pmax + 5 (29)

If the request is rejected, then p,,q, remains the basis for admission of new circuits.

2.3.3.2 Weighting Factor a.  The value of o determines whether the
current measurement or past measurements is more significant. As a approaches
1, current measurements become more significant. Conversely, as a approaches 0,
the amalgamation of past measurements becomes more significant. Because of the
bursty nature of most circuits, it would typically be better to make « closer to 0.
For example, simulation results from Shiomoto, et al. indicate that an « of 4.156E-3
will produce a very accurate representation of the system’s instantaneous utilization
for a virtual circuit with a peak rate of 10 Mbps [SCY98]. In general, o can be
determined by
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where ¢ is the cell loss rate, K = cos(2m foA), fo is the circuit’s peak cell rate, and

A is the time necessary to transmit a single cell on the aggregate link.

2.3.3.3 Monitoring Period T,,.  The monitoring period should be suf-
ficiently long to keep the cell loss rate below its target value. According to [SCY98],
this value will be on the order of 100 seconds. If necessary, this period can be reduced
but will result in sacrificing approximately 20% of the assignable channel capacity.

For a more detailed explanation of T, selection, refer to [SCY98].

2.8.8.4 Advantages and Disadvantages. This algorithm has several
strengths. First, the algorithm is very simple. Once the maximum virtual path
utilization is obtained for the monitoring period, the admission control need only
compare the requested peak rate of the new circuit to the residual bandwidth. If
this value is less, then the circuit is accepted; otherwise it is rejected. Second, because
the algorithm relies on a simple cell count to calculate the instantaneous utilization,
it can be completely implemented in software. Therefore, it is possible to port this
algorithm to multiple platforms including TDM. In fact, implementation costs would
be low if the multiplexer already has the capability to count incoming frames and
to perform floating point operations. Further, because the algorithm is simple, the

admission decision is fast, thus minimizing cell delay due to an admission decision.

A couple of disadvantages exist, however. First, the main reason that the al-
gorithm is so easy to implement in hardware is that it assumes homogeneous circuits
with homogeneous peak cell rates. This assumption obviously does not hold in prac-
tice. Therefore, either a would need to be dynamically adjustable, or multiple filters
would be required — one for each circuit. While this problem is not insurmountable,

it will raise the implementation cost. Second, the algorithm assumes that circuits
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are dynamically connected and disconnected, thus creating a dynamic amount of
available bandwidth. However, in a military communications network, many cir-
cuits, such as data circuits, are persistent. Therefore, it would be advantageous to
adjust previously allocated bandwidth dynamically. This problem is also fairly easy
to overcome. As long as the circuit’s current peak rate is known, only one additional
computation would be required. In order to determine admission suitability, the old
bandwidth would have to be subtracted off from p,,,, before the new peak rate could

be compared to the residual bandwidth.

2.3.4 VP Bandwidth Control. Saito presents an algorithm [Sai97] very
similar to that developed by [SCY98]. However, Saito’s is much simpler and can be

completely implemented in software.

2.3.4.1 Algorithm QOverview. The virtual path bandwidth in use is
approximated by counting the number of cells arriving during a measurement period.
Let the channel capacity be divided into n levels. A particular bandwidth falls into
a level 7 such that x; 1 < z(t) < x;, where x;_; and x; are defined constants. Let
z(t) be the measured bandwidth in use at time ¢, such that z(¢) is in level i. The

measured bandwidth in use is derived using Equation 2.11, where

_ 424n(t)
=

z(t) (2.11)

where n(t) is the number of cells counted during the measurement period, Tp,. The
scalar, 424, represents the number of bits in one ATM cell.

Further, let

y(t)i) = z(t) — z(t — 1) (2.12)
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Thus y(t]i) is the difference in the current and previous bandwidth in use for level i.

Define

yi = max (y(t])) (2.13)

as the maximum difference observed during the previous measurement periods. The

virtual path bandwidth in use during the next update interval is then given by

T mod (t) = l’(t) + Y; (214)

and is an estimate of the bandwidth needed during the next update interval. This
estimate is sufficient provided that the value of y; is no greater than the value of y;

during the last update interval.

2.83.4.2 Advantages and Disadvantages. This algorithm’s primary
strength is its simplicity. It relies on a mere count of the arriving cells during
a measurement period. This algorithm could also be completely implemented in
software. In fact, implementation costs would be low assuming that the multiplexer
already has the capability to count incoming frames. Consequently, it could be easily
ported to a non-ATM platform such as the IDNX with little other than a software

upgrade.

The algorithm’s primary strength is also its primary weakness, however. Be-
cause it is possible for the amount of variation in the next measurement period to
exceed that of the previous period, then any quality of service-guaranteed circuits
could suffer until the system adapts. According to Saito’s test bed measurement re-
sults, however, this problem occurs infrequently and the system adapts quickly. For
example, this problem occurred only once in a four-day test and the system recov-
ered by the next measurement period [Sai97]. The difference between this algorithm

and the Shiomoto algorithm is that this one relies only on two measurements —
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the current and previous measurements. The Shiomoto algorithm uses exponential
averaging to account for all previous measurements as well as the current measure-
ment. Therefore, the measured bandwidth in use might be less accurate than using

the Shiomoto algorithm.

2.4 IDNX Operation

2.4.1 IDNX Virtual Circuit Switching.  NET’s Promina 800 series platform
is a state-of-the-art resource manager [NET98] used by the Air Force as well as other
DoD organizations. It includes the Integrated Digital Network Exchange (IDNX),
which acts as a gateway communications multiplexer at both fixed and deployed
sites. Its capabilities include time-division multiplexing (TDM), routing, switching,

and network management functions for all classes of traffic [Gum96].

The IDNX can accept any combination of CBR, VBR, and ABR connections
based on the node’s card complement. Each of these connections can be viewed
as a virtual circuit and are multiplexed using Time-Space-Time (TST) switching

[NET96b]. The TST switching technique is depicted in Figure 2.2 below.
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Figure 2.2.  Time-Space-Time Switching

Using TST switching, data from each circuit is transported to the space switch via

the data bus using TDM. The space switch then routes the frame to the appropriate
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outbound link and assigns it a time slot. If a single outbound link is used, then the
space switch becomes a degenerate case in which all inbound frames are routed to

the same outbound link.

2.4.2  Framing and QOverhead.  The TST switching function takes place on
a trunking module — the heart of the multiplexer. Its purpose is to take the data
arriving off the IDNX’s internal data bus and repackage it more efficiently on the
outgoing aggregate link. The data is repackaged into a framing format defined by
the type of trunk module used. The Air Force’s standard trunk module employed
in its tactical networks is the SA-TRK module, which uses a proprietary framing
format. The frame includes two types of overhead, Signaling Channel Link Protocol

(SCLP) and standard framing overhead [NET96c¢].

The SCLP is used for inter-nodal communications. For instance, SCLP is used
extensively for call setup and teardown as well as dynamic routing functions. SCLP
overhead is user-selectable on the SA-TRK module at levels 8, 16, and 64 kbps.
However, because SCLP overhead is used extensively for rerouting calls in the event

of a trunk failure, choosing a small value may cause performance problems.

Because the IDNX uses a unique framing format, a separate framing channel
is needed to properly reconstruct the data at the receiving end. On the SA-TRK

module, the size of this overhead ranges from 4 to 12 kbps.

2.4.83 Connection Routing and Processing. Each circuit the IDNX multi-
plexes consists of one or more connections. In the case of a data circuit, the entire
circuit can typically be viewed as a single permanent connection. By contrast, voice
circuits are typically comprised of several sub-connections that are set up and torn
down dynamically. Each of these sub-connections rides on top of a dedicated voice
circuit, however. Setting up a connection in the IDNX consists of connection rout-
ing and connection processing [NET96b]. At connection setup time, the connection

routing function determines the path from source to destination based upon link
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congestion and user-specified link preferences. Once the path is determined, if the
receiving node is capable of accepting the connection, a virtual circuit is established

and remains until a disconnect request is made by either end.

2.4.4  Bandwidth Allocation and Reservation.  The IDNX’s primary band-
width allocation scheme is static allocation via TDM. Under static allocation, band-
width is allocated to each circuit at the time the circuit is established. However, the
IDNX also has a limited dynamic bandwidth allocation strategy called bandwidth
reservation [NET96a, NET96b]. These strategies have two significant limitations.

First, bandwidth can only be reserved for intra-domain connections. Promina
networks are divided into domains of up to 250 nodes [NET96a]. This can be done for
a variety of purposes such as decentralizing network management. If a connection’s
destination node is assigned to a different domain, bandwidth cannot be reserved on
that connection. Fortunately, this is less of a problem for tactical networks because
for satellite connections the destination node is at the Standardized Tactical Entry
Point (STEP), the satellite terminal’s reachback facility. The STEP is the deployed

site’s entry point into the Defense Information Infrastructure.

Second, and more significant, is that bandwidth can only be reserved on new
connections; the IDNX cannot adjust the bandwidths of established connections
[NET96a]. Because many circuits, such as data circuits, are permanent their band-
width can not be adjusted. Thus, any potential performance gain using bandwidth

reservation on non-permanent circuits would be insignificant.

2.4.5 ATM on the IDNX. NET has also introduced an ATM capability for
the Promina — the CellXpress module, which allows the Promina to function as an
access device to an ATM network. The module converts out-going data into ATM
cells and forwards the cells on to their destination. This capability certainly pro-
vides more flexibility to the Promina since it could then interface to either an IDNX

network or an ATM network as needed. However, there are several disadvantages
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hindering the Air Force’s wholesale integration. First, while the Air Force is gradu-
ally converting its backbone to ATM, it will still be about three to five years before
this capability is widely available [DAF00]. Second, the CellXpress Module only
supports Permanent Virtual Circuits. Therefore, Switched Virtual Circuits such as
VTC circuits that are only established as needed would not be supported. Finally,
the CellXpress module only interfaces with Packet Exchange-compatible modules

[NET00], which the Air Force does not currently use.

2.5 Chapter Summary

Traditional telecommunications networks have employed conventional circuit
switching, which provides a dedicated circuit for the duration of the connection.
Virtual circuit switching is a method of providing a circuit-switching interface on
a packet-switched network. It breaks messages up into packets and routes them
across the network over a predetermined path. Rather than each virtual circuit
being dedicated to the user for the duration of the connection, however, packets are

statistically multiplexed onto the outgoing link.

ATM is a high-speed networking technology that employs virtual circuit switch-
ing and is capable of integrating voice, video, and data services on the same network.
In order to provide users with a quality of service comparable to that of conventional
circuit switching, however, bandwidth has traditionally been allocated statically.
Several dynamic bandwidth allocation algorithms have been proposed, though, in
order to more efficiently utilize available bandwidth. Four of these algorithms were

presented and analyzed in this chapter.

Finally, the Promina is a resource manager employed by the Air Force and other
DoD agencies. Like ATM, it is capable of integrating voice, video, and data services
on the outgoing link of its IDNX using virtual circuit switching and a proprietary
frame format. It has a limited dynamic bandwidth allocation capability. The next

chapter provides the methodology used to test the suitability of porting one of the
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aforementioned dynamic bandwidth allocation algorithms proposed for ATM to a

TDM platform such as the IDNX.
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III. Methodology

This chapter describes the methodology used to test the system. It first defines
the system boundaries and services. The metrics collected, parameters and factors
considered, and workload submitted are discussed next. Finally, the experimental

design is described.

3.1 System Boundaries

The system under test (SUT) is the time-division multiplexer, including the
incoming user circuits and outgoing aggregate link. Details about the operation of
each circuit coming into the multiplexer will not be considered. Instead, circuits will
be seen as simply a “class” of traffic and will be assumed to arrive in a common
framing format. The aggregate link will be used to determine the utilization of
the outgoing link and as a “finish line” for the frame to calculate queuing delay.
Consequently, whether frames leaving the multiplexer are delivered successfully or

not is not measured — only that frames were sent.

The component under test (CUT) is the bandwidth manager inside the multi-
plexer. For the baseline system, this is represented as an empty box with zero delay.
For the dynamic allocation system, the CUT is the set of components added to the
standard multiplexer that dynamically allocate bandwidth to the circuits. Figure 3.1
depicts the system to be tested.

3.2 System Services

In its simplest form, the SUT takes defined user circuits, such as a voice circuit,
LAN circuit, and VTC circuit, multiplexes them together, and forwards them to
their destination via a virtual circuit at a specified rate. Using Dynamic Bandwidth
Allocation (DBA), the same service is performed, but the rate at which frames are

forwarded is updated periodically based on demand — an additional service.
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Figure 3.1.  System Under Test

The system’s potential outcomes include:

e Frame Outcomes

— A frame traverses the system successfully
— A frame is dropped due to buffer overrun
— A frame is dropped for some other reason

e DBA Outcomes

— The circuit with the highest utilization is given an increased bandwidth
allocation by the bandwidth manager (sufficient residual bandwidth exists

to reallocate)
— The circuit with the highest utilization is denied a bandwidth increase

— A circuit’s request for increased bandwidth is denied by the bandwidth

manager even though enough bandwidth is available
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3.3 Performance Metrics

This research shows whether DBA will more efficiently utilize the total band-
width allocated to a communications site. Consequently, the primary metric is uti-
lization on the aggregate link. Additionally, even though delay can be tolerated by
data traffic, excessive delay will result in poor quality in voice or video traffic on
the receiving end. Therefore, queuing delay is also measured. In this document,
queuing delay is defined as the time from which a frame arrives at the multiplexer
and inserted into the input buffer to the time that the frame is extracted from the
buffer. It does not include time necessary to service the frame. These two metrics

are the only metrics considered.

3.4 Parameters

The term “parameter” refers to anything that can affect system performance

[Jai9l]. The following paragraphs describe the system and workload parameters.

3.4.1 System Parameters. A system parameter is something inherent in the
system that affects performance. Typically, system parameters can vary from system
to system, but are fixed within a given system [Jai91]. The following paragraphs

describe the system parameters for the system identified in Section 3.1.

3.4.1.1  Bandwidth Allocation Granularity. Each circuit is allocated
a specific bandwidth. However, the allocation cannot be completely arbitrary. All
multiplexers have a granularity, or fixed increment, at which bandwidth can be al-
located. For example, the multiplexer might require individual circuit bandwidths
be allocated in increments of 32 kbps. In addition to restrictions imposed on the
granularity of bandwidth allocated to individual circuits, there are usually similar
restrictions on the aggregate link, but they are typically larger. Due to necessary
overhead for particular circuits, the total bandwidth required for each circuit may

not fall exactly on a granularity boundary. Consequently, there may be residual
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bandwidth in a circuit that is unusable because it falls below the allocation granu-
larity. In a multiplexer employing DBA, this can obviously limit utilization increases.
From a theoretical standpoint, if the multiplexer could allocate bandwidth in granu-
larities of bits per second, then utilization increases would be much larger than with

granularities of 32 kbps.

3.4.1.2  Maximum Supported Aggregate Bandwidth.  Each multiplexer
has a maximum speed with which it can send frames to their destination. Addi-
tionally, the aggregate allocation is the sum of the individual circuit allocations.
Therefore, the sum of these allocations cannot exceed the multiplexer’s maximum
supported bandwidth. This parameter can affect performance if the multiplexer is
supporting a large number of circuits requiring high bandwidths. Either the multi-
plexer would not be able to support the number of desired circuits, or bandwidth for
some or all circuits would suffer. Typically, this is rarely a problem. Assuming that
the user has a multiplexer sized appropriate to his mission, most modern multiplex-
ers support maximum aggregate bandwidths far beyond their needs. This is even
less of a problem in tactical networks since bandwidth allocations over a satellite are

much smaller than typical multiplexer capacities.

3.4.1.8  Multiplexing Speed. Multiplexers have latencies associated
with them — the time from which a frame enters the multiplexer to the time it leaves
the multiplexer on its way to its destination. This delay is due mostly to the length
of time cells must wait in the input queue, but the time it takes a cell to physically
propagate through the multiplexer’s circuitry and the time it takes the bandwidth
manager to make a decision (see below) are also included. This parameter can affect
performance of time-sensitive traffic (e.g., voice, video), potentially resulting in the

multiplexer dropping frames if the time is excessive.
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3.4.1.4  Bandwidth Management Speed. If a multiplexer employs
DBA, then there is some time associated with deciding whether to reallocate band-
width or not. Excessive delay in this area can result in either unacceptable loss or
delay, depending upon the implementation. As mentioned in Section 3.3, though,
there are a few problems with modeling this parameter. First, some bandwidth man-
agers are so integrated into the functionality of the multiplexer that it is difficult or
impossible to separate what delay is caused by the bandwidth manager versus the
overall delay of the multiplexer. Second, some bandwidth managers are invoked at
regular intervals while others are invoked based on a circuit’s request. Therefore, it
would be difficult to compare the delay caused by the bandwidth manager. Since
bandwidth managers must minimize the reallocation decision to prevent excessive
delay, this value should be small compared to queuing delay [SCY98, Shi98]. This

study assumes a negligible delay due to the reallocation decision.

3.4.1.5 Input Queue Size.  The number of frames in the input queue
awaiting service can also affect performance. Obviously, the more frames awaiting
service there are the longer it will take to be served. This can present a problem
regardless of the multiplexer’s implementation. From a theoretical perspective, even
if the queue was infinite and the arrival rate was higher than the service rate for a
sustained period of time a delay would result. Conversely, if the queue size were fixed
such that the largest number of frames in the queue was small enough to prevent
noticeable delay or loss, then newly arriving frames could be dropped when the
queue filled up. Generally speaking, however, multiplexers are designed so that this

problem is minimized.

3.4.1.6 Reallocation Methods. There are two basic methods for re-
allocating bandwidth dynamically — each of which produces different results and
side effects. The first method is incremental reallocation. Incremental reallocation

steps a circuit’s bandwidth up or down in increments of the system’s granularity
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or the circuit’s minimum allocation size, whichever is greater. For instance, if the
system allocates bandwidth in blocks of 8 kbps, when bandwidth is reallocated to
other circuits, it is allocated in increments of 8 kbps. In the case of a voice circuit,
however, in which a call must be established at, say, 32 kbps, bandwidth is real-
located in increments of 32 kbps even though the system’s granularity was 8 kbps.
This method prevents drastic drops in a circuit’s allocation for only a single period
of low utilization. However, the expected utilization gain using DBA would be much

lower than using wholesale reallocation.

In wholesale reallocation, all available bandwidth is reallocated to the most
utilized circuit, perhaps up to a specified maximum. For instance, if a circuit is
allocated 32 kbps and fully utilized, and another circuit has 16 kbps of unused
bandwidth, the entire 16 kbps can be allocated to the first circuit at once. Conversely
to incremental reallocation, the expected utilization gain would be much larger with
wholesale allocation. Similarly, drastic drops in a circuit’s allocation for only a
short period of low utilization could cause some performance degradation due to

deallocation and subsequent reallocation.

3.4.1.7 Monitoring Period Length.  In a DBA algorithm that uses a
monitoring period to monitor system utilization, such as that suggested in [SCY98],
the monitoring period length can affect queuing delay. For example, suppose that the
monitoring period is long to obtain a more accurate picture of the system utilization
over time. Bandwidth is only adjusted at the end of a monitoring period, so queue
size could increase significantly if a very lightly loaded circuit suddenly becomes

heavily loaded. Larger queue sizes translate directly into longer queuing delays.

3.4.1.8 Length of Time-Out Period Prior to Reset. ~ When allocating
bandwidth dynamically, it occasionally becomes necessary to reset the bandwidth
allocations to their original setting. Such is the case when all circuits are at 100%

utilization but their bandwidths are not at their originally assigned peak rates. Thus
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a reset is needed in order to prevent input queues from overflowing due to a higher
arrival rate than service rate. However, deallocating bandwidth to a circuit instan-
taneously could mean buffer overflow for that circuit and/or lost frames. A time-out
period may be employed during which the circuit being deallocated is notified to
reduce its frame generation rate. At the end of that period, the reset would oc-
cur. However, adding a time-out period prolongs the time before bandwidth can
be adjusted to appropriate levels resulting in larger queue sizes and longer queuing

delays.

3.4.1.9 Frame Size.  For a fixed transmission rate, frame size affects
average queue size and delay. For example, at a given transmission rate a 512-byte
frame spends approximately ten times longer in service than a 53-byte frame. Longer
service times translate into longer waiting times (i.e., queuing delays). Thus, smaller
frame sizes tend to produce shorter queuing delays while larger frame sizes tend to

produce longer queuing delays.

3.4.2 Workload Parameters. A workload parameter is a characteristic
of user demands on the system that affects performance. Workload parameters
vary from installation to installation and from user to user [Jai91]. The following

paragraphs describe the workload parameters for the system.

3.4.2.1 Offered Load from User Circuits. The rate at which frames
arrive at the multiplexer from the user circuits can have a significant impact on the
aggregate utilization. For instance, due to the bursty nature of data traffic, the per-
formance of the bandwidth manager will have little effect on the aggregate utilization
of data circuits. If some of the data circuits are inactive, it will be impossible to
achieve 100% utilization. Similarly, if all of the user circuits are constant-use full-
motion video circuits, then the aggregate bandwidth will always be at or near 100%.

As with the data circuit scenario, though, the overall aggregate utilization had little
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to do with the bandwidth manager and more to do with the type of traffic on and
utilization of the user circuits. These two scenarios are extreme cases, but the point
is made. The real impact of the bandwidth manager is made when utilization of user

circuits is random and the bandwidth manager is juggling different classes of traffic.

3.4.2.2  Distribution of Traffic Classes. Consider the scenarios out-
lined in the preceding paragraph. If all circuits are data circuits (i.e., ABR traffic),
then queuing delay will tend to be low. Because of the bursty nature of data traf-
fic, statistically, the probability that the input queue will fill is low and delivery is
guaranteed. If all circuits contain CBR traffic, though, the queuing delay could be
much higher since the multiplexer must deal with a constant stream of cells. Thus,
the service rate would have to be greater than or equal to the arrival rate in this
situation. Consequently, the distribution of traffic classes across the user circuits can

affect the multiplexer’s queuing delay.

3.5 Factors

Factors are a subset of the parameters and are those parameters that are
varied in the experiments [Jai91]. The remaining parameters remain constant. The

following paragraphs list the factors for this study and the values that each take on.
3.5.1 System Factors.

3.5.1.1 Bandwidth Allocation Granularity. The size of the chunks
that the multiplexer can allocate to circuits impact the bandwidth manager’s flexibil-
ity to dynamically allocate bandwidth and, thus, aggregate utilization. The smaller
the granularity of allocation, the greater the aggregate utilization should be. The

levels chosen for this study are as follows:

e 8 kbps

e 32 kbps
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e 64 kbps

The first two levels represent typical granularities of multiplexers and are far enough
apart to show whether this factor does, in fact, affect aggregate utilization. The
last is a more extreme case to determine how significantly granularity can actually

impact aggregate utilization.

3.5.1.2  Length of Monitoring Period.  Like the length of the time-out
period, the length of the monitoring period prior to reallocation can affect queuing
delay. However, the magnitude of the effect is not known. Therefore, the following

levels were chosen:

e 5.0 seconds
e 10.0 seconds
e 50.0 seconds

The first two levels should show the effect of a small difference in monitoring period,
while the last should show the effect of a long monitoring period. These levels
were chosen much smaller than that recommended in [SCY98] based on results from

system pilot runs.

3.5.2 Workload Factor — Offered Load from User Clircuits. The inter-
arrival time from the circuits entering the multiplexer can have a significant impact
on the aggregate utilization. If the inter-arrival time is large on all of the user circuits,
then the aggregate utilization will be low. The converse is also true. This study shows
that aggregate utilization can be increased if unused bandwidth is available to other

circuits currently in use. The levels to be used in the study are as follows:

e System underload
e Data overload

e Voice overload
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e Voice and data overload

The system underload workload is defined as one in which all circuits submit a very
low offered load. The three types of overload conditions are defined such that one
or more circuits submit a high offered load and the remaining circuits submit a very
low offered load. For example, the data overload workload consists of a high offered
load submitted by the data circuits and the lower underload workload submitted
by the voice and video circuits. The DBA algorithm should not affect utilization
much in the underload condition, but could make a significant difference during the
various overload conditions. The chosen levels provide an appropriate exercise of the
system under the various conditions. Additionally, once results have been obtained
using these offered loads, the SBA system and best DBA configuration will submit a
set of extreme offered loads in order to compare performance with the more realistic

offered loads.

3.6  FEvaluation Technique

Simulation is the primary evaluation technique. Models were generated and
simulated using OPNET Modeler 8.0 — a robust and powerful network modeling
package [OPNO1]. Additionally, because the static allocation model conforms to
classical Time-Division Multiplexing and the dynamic model can be broken down
into a series of static allocations, theoretical queuing models were used to validate

the results of the simulations.

3.7 Workload

In order to fully evaluate the effects of the various factors on the aggregate
utilization and queuing delay, separate workloads were created for every combination
of workload factors given above. The following paragraphs give the application

services and associated parameter values.
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3.7.1 Offered Load.

3.7.1.1 Data Circuits.

Data Circuits are modeled using a series of

ON/OFF sources, one for each application service. On and off periods are exponen-

tially distributed with mean outcomes based on loading level. Data circuit loading

levels are defined in Tables 3.1 and 3.2. In these tables, the inter-arrival and inter-

request time parameters define the off period. The size parameter determines the

on period, based on the circuit’s assigned data rate. For example, an 8 kB trans-

action would take 2 seconds to transmit on a circuit having a 32768 bps line speed.

The loading levels were chosen to represent realistic size and inter-request times for

common data applications under moderate and heavy loading.

Table 3.1.

Underload Definition for Data Circuits

Data Application Parameters Mean Values
Web browsing Page inter-arrival time 5 sec
Size 32 kB
E-mail Send/Receive inter-arrival time b sec
Size 16 kB
FTP sessions (file download) | Inter-request time 30 sec
Size 128 kB
Database access Inter-arrival time D sec
Size 8 kB
Offered Load Normalized to Circuit Data Rate 46.5%
Table 3.2.  Overload Definition for Data Circuits
Data Application Parameters Mean Values
Web browsing Page inter-arrival time 0.5 sec
Size 64 kB
E-mail Send/Receive inter-arrival time 1 sec
Size 64 kB
FTP sessions (file download) | Inter-request time 30 sec
Size 1024 kB
Database access Inter-arrival time 0.5 sec
Size 32 kB
Offered Load Normalized to Circuit Data Rate 93.7%
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3.7.1.2 Voice Circuits. Voice circuit loading is represented by the
number of possible simultaneous conversations that can be in progress. Each con-
versation uses 32768 bps of bandwidth, so the number of simultaneous conversations
for an underload workload is 4, and for an overload workload, 8. Talk spurts and
silence periods are represented as ON/OFF sources with exponentially-distributed
periods [CPR96]. Tables 3.3 and 3.4 define the loading levels for the voice circuit.
Therefore, if the number of simultaneous conversations is at the maximum of 8, the

highest offered load on this circuit will be 42.6% as shown in Table 3.4.

Table 3.3.  Underload Definition for Voice Circuit

Parameter Mean Value
Mean silence length 1.35 sec
Mean talk spurt 1 sec

Switched voice circuit data rate 131072 bps
Offered Load Normalized to 21.3%
Circuit Data Rate

Table 3.4.  Overload Definition for Voice Circuit

Parameter Mean Value
Mean silence length 1.35 sec
Mean talk spurt 1 sec

Switched voice circuit data rate 262144 bps
Offered Load Normalized to 42.6%
Circuit Data Rate

3.7.1.3 Video Circuits.  Call inter-arrival times and mean call lengths
are represented as ON/OFF sources with exponentially-distributed periods. The
video circuit’s offered load under all loading conditions are defined in Table 3.5. For
simulation efficiency, the mean call length and inter-arrival time are much shorter

than that specified in Chapter 1, but the normalized offered load of 7.7% is the same.

3.7.2  Distribution of Traffic Classes.  Traffic classes are modeled differently

depending on the class of traffic. Data traffic inter-arrival rate is modeled using an
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Table 3.5.  Workload Definition for Video Circuit

Parameter Mean Value
Call inter-arrival time 1 hour
Mean call length 5 min
Video circuit data rate 262144 bps
Offered Load Normalized to 7.7%
Circuit Data Rate

exponential inter-arrival distribution. Voice and video traffic use a constant arrival
rate. The parameters vary according to the inter-arrival configurations specified

above.

3.8 FExperimental Design

3.8.1 Type. Correlation among selected factors was not readily known or
apparent. Therefore, a full factorial design was used. One DBA algorithm was im-
plemented — Instantaneous VP Utilization Measurement [SCY98|. This algorithm
was selected because of its simplicity — calculating instantaneous utilization via a
frame count — the reallocation decision should be fast, resulting in negligible in-
creases in queuing delay. Furthermore, because the algorithm can be completely
implemented in software, it lends itself to other platforms, including TDM. The In-
telligent Multiplexing algorithm [Hoe94] was not chosen because it requires that the
multiplexer distinguish between traffic classes. Many TDM platforms do not sup-
port this. Calculation complexity precluded selection of the Adaptive Bandwidth
Demand Estimation algorithm [Shi98]. Such complexity might result in excessive
time for a reallocation decision. The VP Bandwidth Control algorithm [Sai97] is
very similar to the selected algorithm. However, the VP Bandwidth Control algo-
rithm relies on only the current and previous measurement; the selected algorithm
relies on the current measurement and all past measurements. Therefore, though
the two algorithms are very similar, the selected algorithm should perform better.

The selected algorithm’s performance was compared with a static allocation method.

3-13



This results in 40 experiments without regard for replications. The response vari-
ables are aggregate utilization and queuing delay. Refer to Section 3.3 for detailed

information.

3.8.2  Replications. The central hypothesis of this study is that dynamic
bandwidth allocation on a time-division multiplexer can achieve higher utilization on
its aggregate link than static allocation, without adversely affecting queuing delay.
The data should show with 90% confidence that the DBA algorithm is better than
the static allocation method. Specifically, the DBA system utilizations should be
statistically higher than the static system. Conversely, the DBA system’s queuing
delays should be either statistically equivalent or only slightly higher.

The number of observations taken per configuration to achieve a 90% confi-
dence depends upon the outcome variance. The utilization variance was quite low
since time-division multiplexers are designed such that a particular offered load pro-
duces an equivalent aggregate utilization. Therefore, the number of replications
needed was low. Assuming the number of experiments run was five, and the stan-
dard deviations are both two, the difference between the utilizations only need be
greater than 2.29% to be statistically different at 90% confidence. The queuing delay
variance should also be low, so a similar derivation can be made for it. Of course,
if the data variance turns out to be higher than assumed, then more experiments
need to be run to achieve the same 90% confidence. Similarly, if the difference in
utilization (or queuing delay) is less (or more) than 2.29%, then more experiments
will need to be run in order to achieve the same 90% confidence. The total number

of experiments to be run is 200.

3.8.83  FExperimental Error. The predictor models for the performance of
each system are the means of the two metrics collected — aggregate utilization and

queuing delay. This model is based on several assumptions [Jai91]:
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e Model errors are statistically independent
e Errors are normally distributed with zero mean
e Error standard deviation is constant

Consequently, for models to be valid, these assumptions must be verified. Therefore,
each assumption was verified using techniques discussed in [Jai9l]. Had one or
more of these assumptions not held, then more system analysis would be needed to

determine what other parameters needed to be modeled.

3.9  Chapter Summary

This chapter described the bounds of the system under test including services
provided and possible responses. It also enumerated the parameters associated with
the system and the workload to be submitted. From that list of parameters, alloca-
tion granularity, monitoring period, and offered load were the chosen factors. The
performance metrics chosen to measure the effect of these factors were aggregate uti-
lization and queuing delay. Finally, a full factorial experimental design was chosen

using simulation as an evaluation technique, resulting in a total of 40 simulations.
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IV. Results and Analysis

This chapter presents the results from simulations described in Chapter 3. First, an
overview of the system design and configuration is given. The simulation results are

then presented with pertinent analysis of those results.

4.1 System Design

The dynamic bandwidth allocation (DBA) model implemented is an enhance-
ment of that developed by Shiomoto, et al. [SCY98]. Their research assumes ho-
mogeneous switched ATM circuits. This study modifies that model to support het-
erogeneous permanent circuits in a TDM environment. Because the system accepts
heterogeneous circuits, each circuit’s instantaneous utilization is calculated sepa-

rately. Instantaneous utilization is calculated using

pi = aini(t) + (1 — ) pi(t — A) (4.1)

21— K)+ /41— K)? +8(s' —1) (1 - K)

o 4.2
i 2(e—1 — 1) (42)
slotFreg;
K= 2r = 4.
o8 ( 7TTOISCLZSZOL‘S) (43)

where n;(t) is the number of frames arriving on circuit ¢ during the last time slot,
pi(t-A) is the last computed utilization for circuit ¢, o; is the weighting factor of the

ith circuit, and € is the objective frame loss rate.

Two changes are made to Shiomoto’s equations for calculating instantaneous
utilization and the weighting factor, « (2.7) and (2.10), respectively. First, the
instantaneous utilization is determined for each circuit. Second, the peak frame rate

is changed to a measure of the number of time slots per second currently assigned
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to the circuit (slotFregq;). Similarly, the aggregate link transmission time is changed
to the total number of time slots per second (TotalSlots). The algorithm is also
modified to support permanent circuits rather than switched circuits to support
tactical military communications networks. To support permanent circuits, residual
bandwidth is allocated to the circuit with the highest demand rather than using the

residual bandwidth as the basis for an admission decision.

Figure 4.1 shows the DBA state-transition diagram for the algorithm devel-
oped. After initialization, the first time slot begins service in the svc_start state.
The process then transitions to the idle state. If an arrival occurs, an interrupt is
generated, forcing the process to the arrival state. This state places the arriving
frame in the appropriate circuit’s input buffer, then transitions the system back to
the idle state. At the end of each time slot, an interrupt is generated forcing the
system to the svc_compl state, which calculates the queuing delay. The process then
transitions to the upd_lambda state, which calculates the instantaneous utilization
of each circuit. Next, the process returns to the svc_start state to begin servicing
another frame and finally back to the idle state. At the end of the monitoring period,
another interrupt is generated. This interrupt forces the system to the update_BW
state. This state reallocates all unused time slots (down to a specified minimum)
from the circuit with the lowest utilization to the one with the highest utilization.
Finally, in the event that all circuits are utilizing all of their time slots, but those
slot assignments are not the initially-assigned rates, an interrupt for the reset state

is generated. This state resets the time slot allocations to the original assignments.

4.2 System Configuration

Figure 4.2 depicts the configuration of the system under test. The system
consisted of four user circuits — a voice circuit, a video circuit, and two data cir-
cuits (labeled NIPRNET and SIPRNET). Based on typical data rates allocated to
deployed sites, these circuits were assigned data rates of 262144 bps, 262144 bps,
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Figure 4.1. Dynamic Bandwidth Allocation State Transition Diagram

131072 bps, and 131072 bps, respectively. The aggregate bandwidth was 786432
bps. The model also assumed a fixed frame size of 4096 bits, a minimum circuit data
rate of 8192 bps (32768 bps for the voice circuit), and a maximum frame loss rate of

1E-4.

The interarrival times for all workloads submitted to the static model and
the All Circuits Underload workload submitted to the dynamic model remained the
same; they did not change during the course of the simulation. To test the effective-
ness of the DBA algorithm, however, these times were reduced on the three overload
workload conditions submitted to the dynamic model. For example, if a circuit was
using all of its allocation and was subsequently granted a greater allocation, the
inter-arrival time was decreased to take full advantage of the new allocation. Had
this not been done, no change would have been seen in the system utilization thus

creating an inaccurate picture of the effectiveness of the algorithm. However, this
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Figure 4.2.  System Under Test

change was not made to the System Underload workload submitted to the dynamic

model because this scenario was not meant to stress the system.

4.3  Model Verification and Validation

The validation process ensures the created system or derived model accurately
models some known system such as a theoretical model. The verification process
ensures the derived model is implemented correctly [Jai9l]. For example, for a
simulation model, validation ensures the algorithm correctly models the system and

verification ensures the model is defect-free.

To evaluate the model’s behavior sufficiently, several scenarios were simulated
on both the static and dynamic models. Additionally, workloads and system pa-
rameters were chosen such that the theoretical analysis was simplified. First, the

number of circuits was varied between one, two, and five to verify the model could
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operate correctly under a varying number of inputs, including the degenerate case
of one. Second, the ON/OFF periods were equal and constant. Figure 4.3 shows
the workload submitted to the two-circuit configuration using the static allocation
method. As the figure shows, Circuit 0 was set to start transmission first; Circuit
1 then began transmitting at the same data rate 600 seconds later. Both sources
then ceased transmission simultaneously. This setup allowed easy validation that
the instantaneous queuing delays for each circuit and aggregate utilization were as
expected. In this configuration, one would expect the instantaneous utilization to be
50% when only one circuit was active and 100% when both were active. Figure 4.4
confirms these results. Figure 4.5 shows that the queuing delay for both circuits
is 437.5 ms, which also matches the theoretical model. In all configurations, the
utilization and queuing delay results matched that of the theoretical model. Refer
to Appendix A for a more detailed analysis of the static model’s verification and

validation.

Figure 4.6 depicts an overload-type workload submitted to the two-circuit con-
figuration using the dynamic model. Initially, the workloads submitted were the
same for both circuits — 16384 bps each. However, because Circuit 0 is currently
the only one transmitting, it is able to take advantage of part of Circuit 1’s unused
bandwidth. The bandwidth manager allocates all of Circuit 1’s unused bandwidth
down to an 8192 bps threshold. This gives Circuit 0 a new bandwidth of 24576
bps, which it takes advantage of. Circuit 0’s bandwidth then decreases to the origi-
nally assigned data rate 600 seconds later when Circuit 1 begins transmitting. Once
again, this setup allowed easy validation that the instantaneous queuing delays for
each circuit and aggregate utilization were as expected. It also validated that the
DBA algorithm was functioning properly. In this configuration, one would expect
the instantaneous utilization to be 75% when only one circuit was active and 100%
when both were active. Figure 4.7 confirms these results. Just like the static model,

the simulation results from every configuration unanimously matched that of the
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Figure 4.6.  Verification and Validation Workload Submission for the Dynamic
Model
theoretical model for utilization. Theoretical modeling indicates that the queuing
delay for Circuit 0 should be 354 ms when it is the only circuit active. When both
circuits are active, queuing delays should be 437.5 ms — the same as in the static al-
location model. In practice, however, this is not possible since the theoretical model
assumes that the DBA algorithm’s monitoring period is zero. If a circuit becomes
active during the monitoring period, however, queue sizes and, thus, queuing delays
will increase linearly. Therefore, as Figure 4.8 indicates, observed queuing delays
matched the theoretical model when one circuit was active and were much higher
than the theoretical model when both circuits were active. Refer to Appendix A for

a more detailed analysis of the system’s verification and validation.
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Figure 4.7.  Utilization for Two-Circuit Configuration Using the Dynamic Model

Finally, both models were tested again using the same setup as before with the
exception of the ON/OFF period distributions. These periods’ distributions were
changed from constant to exponential to see if the results were similar. In all cases,
the workloads produced similar utilizations. Queuing delays on the DBA system
were more extreme than that experienced using the constant distribution but this
was expected. Since one circuit would tend to be active more than the others and
all would remain active together for a period, the system needed time to adjust the
bandwidth accordingly. If all circuits were transmitting at their originally-assigned
peak rates, however, there would be no way for the other circuits to reduce the frame
backlog which had developed while the algorithm was adjusting. This issue will be

discussed later in this chapter.

4.4 Static Allocation vs. Dynamic Allocation — First Iteration

4.4.1 Utilization. Results were obtained comparing the static system to
the dynamic system using the DBA algorithm outlined in Section 4.1 (referred to
as DBA-1). Figure 4.9 compares the mean utilizations of the DBA-1 system to the

static system. The DBA-1 utilizations represent the mean across both factors for a

4-9



12000

3000 ~

f000 4

Queuing Delay (ms)

3000 4

D T T T T T T T
0 1000 2000 3000 4000 5000 6000 7000 000

Time (s)

20000

15000 A

10000 4

5000 1

Queuing Delay (ms)

U T T T T T T T
0 1go0o0 2000 3000 4000 5000 @000 7000 8OO0

Time (s)

Figure 4.8.  Queuing Delay for Two-Circuit Configuration Using the Dynamic
Model

4-10



&0.00

50.00

40.00 4

O Static Utilization
| DBA-1 Litilization

30.00

Utilization (%)

20.00

10.00 4

0.o0

System Underoad voice Cverload Data Owerload whice & Data
Overoad

Workload

Figure 4.9.  Utilization: Static Allocation vs. DBA-1

particular offered load. Every DBA-1 configuration produced statistically significant
utilization gains over the static system at 90% confidence. Refer to Table 4.1 for
the confidence intervals on the utilization gains. The smallest average gain observed
was 6.24% with the System Underload workload. This gain indicates that even
in light loading, the system is still able to optimize the available bandwidth. The
largest average gain observed was 18.48% with the Data Overload workload. The
system performed better with the Data Overload workload than the Voice and Data
Overload workload because the bandwidth manager was able to optimize bandwidth
allocation for the data circuits with only two circuits heavily loaded. However, with
the Voice and Data Overload workload, three of the four circuits were heavily loaded
causing the bandwidth manager to juggle between the three circuits competing for
additional bandwidth. Nevertheless, the bandwidth manager was able to increase
aggregate utilization under all four workloads by allowing circuits with a high de-
mand to claim unused bandwidth from circuits with a lower demand. This effect
enhances system performance so long as delay does not increase beyond acceptable

limits for real-time traffic.
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Table 4.1.  Utilization Gain 90% Confidence Intervals

Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: €4 kbps

Monitoring Monitoring [Menitoring |Menitoering |Menitoring [Menitoring |Menitoring |Monitoring |Monitoring

Workload  |Period (§)  |Period (10) |Period (50) |Period (5} |Period(10) |Period {50) |Period(5) |Period {10) |Period (50}
Svstermn Underoad 493 5.05 4.96 4.93 4.93 498 4.98 4.98 4.98
¥ 7.54 .28 7.52 .84 7.5 F:83 7.2 .54 7.0
19.43 18.88 17.35 19.44 1845 17.61 17.23 16.14 1546
jaeHEnb 2071 19.47 19.27 21.06 19.68 19.27 18.72 17.66 16.86
] B.89 778 7.55 9.07 40 7.02 747 B6.73 5.87
vaice Qv o 947 8.7 7.95 10.61 9.02 773 8.12 7.93 7.38
“oice & Data 10.34 9.73 10.80 10.38 9.75 11.05 9.03 8.67 9.73
Crer oad 1116 1016 1176 11.85 10.79 11.81 1077 1021 10 86

Workload accounted for 99.16% of the observed variation in the data. There
was some observed variation attributable to the monitoring period and allocation
granularity factors, but statistically this variation was negligible. The unexplained
variation accounted for 0.37% of the observed variation. Therefore, it was concluded
that neither the monitoring period nor the allocation granularity had an effect on
the DBA-1 system’s utilization. This was expected since a time-division multiplexer
is designed to produce the same level of output as it is offered so long as the input

buffers don’t overflow.

4.4.2  Queuing Delay.

4.4.2.1 Data Circuits.  As Figures 4.10 through 4.13 and 4.14 through
4.17 show, both the NIPRNET and SIPRNET circuits produced statistically lower
queuing delays on the DBA-1 system for all but the Voice Overload workload. Queu-
ing delay was also 11 ms higher than the static system on the SIPRNET circuit under
the System Underload condition (Figure 4.14), with a 50.0 second monitoring period
and 8192 bps allocation granularity. The data circuits performed well on three of the
four loading levels because the bandwidth manager was able to effectively optimize
bandwidth while keeping queuing delays low because of the low loading on the video
circuit. As shown in Figures 4.11 and 4.15, however, queuing delays were higher
than the static system in the Voice Overload condition. This is because the voice

circuit was more heavily loaded. This means lower queuing delays based on higher
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Figure 4.11. NIPRNET Circuit Queuing Delay — Voice Overload

average bandwidths for the voice circuit at the expense of queuing delays for other

circuits.

Queuing delay tended to increase as monitoring period increased. This was
true on all but the Voice and Data Overload workload. Queuing delay decreased on
this loading level because the system was more stable with three of the four circuits
heavily loaded. Furthermore, the heavy loading on the data circuits also contribute
to greater stability for these circuits. Therefore, the bandwidth manager was able

to optimize bandwidth and queuing delay much better as the system made fewer
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reallocations. Queuing delay increased dramatically with monitoring period when
using an 8192 bps allocation granularity. The reason for this increase is unknown.
However, because of excessive video circuit queuing delays (see Section 4.4.2.3), a
change to the DBA-1 algorithm is required in any case. This queuing delay increase

was not observed in subsequent versions of the algorithm.

The best overall data circuit queuing delays were observed using a 65536 bps
allocation granularity and 5.0 sec monitoring period. In this configuration, the NIPR-
NET circuit produced average queuing delays up to 122.8 ms lower than the static
system. Similarly, the SIPRNET circuit produced average queuing delays up to 125.7
ms lower than the static system. The highest queuing delays observed in this con-
figuration were on the Voice Overload workload. However, average queuing delays
observed at this loading level were only 2.3 ms higher than the static system on the
NIPRNET circuit and 2.0 ms higher on the SIPRNET circuit. Clearly, in this config-
uration, the DBA-1 system produces lower queuing delays on average than the static
system. The reasons for the lower queuing delays observed on this configuration are

discussed in Section 4.4.2.5.

4.4.2.2  Voice Circuit. As Figure 4.19 shows, queuing delays were
consistently statistically lower than the static system with the Voice Overload work-
load. Only one configuration under this loading condition produced an average
queuing delay above the 309.1 ms average queuing delay of the static system. This
configuration used a 65536 bps allocation granularity and 50.0 sec monitoring period
and was an average of 18.9 ms greater than the static system. The lowest average
queuing delay observed with this loading level was 222.7 ms using an 8192 bps allo-
cation granularity and a 5.0 second monitoring period. Figure 4.18 shows that the
two higher allocation granularities, combined with the two lower monitoring peri-
ods, produced average queuing delays slightly lower than the static system’s 260.3
ms average with the System Underload workload. The best average queuing delay

observed in this loading level was 253.1 ms, using a 65536 bps allocation granular-

4-16



340

w

]

=]
L

E 300 4
E —e— Static
E’a - —=— 8 kbps
E —&— 32 kbps
& —<— 64 kbps

2y +— —

240 i : i . .

0 10 20 0 40 50

Monitoring Period (s)

Figure 4.18.  Voice Circuit Queuing Delay — System Underload

335

(] &)
& 5
L

*

>

Queuing Delay (ms)

[
5]
sl

210

0 10 20 30 40 a0

Monitoring Period (s}

Figure 4.19.  Voice Circuit Queuing Delay — Voice Overload

ity and a 10.0 second monitoring period. The other two loading levels shown in
Figures 4.20 and 4.21 resulted in average queuing delays exclusively higher than the

static system, regardless of configuration.

Queuing delay generally increased as the monitoring period increased. This re-
sult was expected, however, since longer monitoring periods imply a slower response
to workload dynamics. Conversely, queuing delay generally decreased as allocation
granularity increased. This was also expected since fewer reallocations would con-

tribute to a more stable system and, thus, lower queuing delays. The exception
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to this was with the Voice Overload workload. In this case, the voice circuit was
the only heavily loaded circuit. Therefore, the bandwidth manager could keep voice

circuit queuing delay down by quickly responding to voice circuit demands.

The best overall voice circuit queuing delays were observed with a 65536 bps
allocation granularity and a 5.0 second monitoring period. In this configuration, the
voice circuit produced average queuing delays as much as 65.9 ms lower than the
static system. The highest queuing delays observed in this configuration were with
the Data Overload workload. Average queuing delays at this level, however, were
significantly higher than the static system — an average of 69.8 ms higher. Although
voice circuit queuing delays were generally close to those of the static system, delays
this high could be considered excessive for real-time traffic. This issue is addressed

in greater detail in Section 4.6.

4.4.2.8  Video Clircuit. The video circuit produced average queu-
ing delays statistically equivalent to the static system in only 5 of 36 configura-
tions. Three of the five configurations were using the System Underload workload
(Figure 4.22). Four of the five configurations used a 5.0 second monitoring period.
As Figure 4.24 shows, with a 5.0 second monitoring period in the Data Overload,
the 8192 bps allocation granularity produced an average queuing delay 9.0 ms higher
than the static system; with the 32768 bps allocation granularity, queuing delays were
an average of 14.8 ms higher than the static system. All other video circuit queuing
delays were quite high. Even with a 5.0 second monitoring period, the best video
circuit queuing delay observed with the Voice Overload workload was 679.9 ms as
shown in Figure 4.23. Queuing delays were even higher with the Voice and Data
Overload workload (Figure 4.25). The lowest queuing delay observed at this loading
level was 864.4 ms. Average queuing delays for configurations with a 50.0 second
monitoring period were no less than 833.8 ms and were as high as 5.482 sec. The
effects of long monitoring periods were clearly seen on the video circuit. Because

the video circuit was very lightly loaded but required a very high bandwidth, the
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Figure 4.23.  Video Circuit Queuing Delay — Voice Overload

dynamic system generally had trouble adjusting quickly enough to keep queuing de-
lays down. Therefore, as with the voice circuit, video circuit queuing delays were

generally unacceptable for real-time traffic.

4.4.2.4  Allocation of Variation. Tables 4.2 through 4.5 show the
allocation of variation for each of the four circuits. Workload was a large contributor
to the observed variation for all circuits. It accounted for 81.44% and 81.28% of

the variation in the two respective data circuits, 43.68% in the voice circuit and
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23.68% in the video circuit. Clearly how heavily each circuit is loaded will affect the
circuits’ queuing delays. If one circuit is more heavily loaded than the others, then
the bandwidth manager is generally able to reallocate more bandwidth to it, keeping
queuing delays down. Thus, queuing delays tend to be lower for that circuit when it
is the sole heavily loaded circuit. Queuing delay tended to be higher than the static
system on the Voice and Data Overload workload because the bandwidth manager
was continuously reallocating between the three heavily loaded circuits. This could
result in excessive jitter on voice and video circuits and should be examined more

closely in future research.

Table 4.2.  Voice Circuit Allocation of Variation using the DBA-1 Algorithm
Var Due to
Var Due to | Workload & Var Due to
Var Due to | Monitoring Allocation Workload & Var Due to | Var Due to

Workload Period Granularity |Monitoring Period| All Factors Error
43.68% 29.75% 4.61% 14.70% 2.68% 1.88%

Table 4.3.  Video Circuit Allocation of Variation using the DBA-1 Algorithm
Var Due to
Var Due to | Workload &
Var Due to | Monitoring Monitoring
Workload Period Period Var Due to Error
23.68% 53.49% 11.40% 5.96%

Monitoring Period accounted for 29.75% of the variation in the voice circuit
and 53.49% of the variation on the video circuit. This factor had little effect on
the data circuits because the data traffic had similar characteristics regardless of the
length of the period of observation (i.e., monitoring period). The reason the video

circuit was affected much more is that its mean off period was long compared to

Table 4.4. NIPRNET Circuit Allocation of Variation using the DBA-1 Algorithm

Var Due to
Var Due to Allocation
Var Due to | Workload & Var Due to Granularity &
VVar Due to | Allocation Allocation Workload & Monitoring |Var Due to All| Var Due
Workload | Granularity | Granularity |Monitoring Period Period Factors to Error
81.44% 3.19% 5.06% 3.06% 1.99% 2.13% 1.65%
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Table 4.5.  SIPRNET Circuit Allocation of Variation using the DBA-1 Algorithm
Var Due to
VarDue to | Workload & Var Due to
Var Due to | Allocation Allocation Workload & Var Due to
Workload | Granularity | Granularity |Monitoring Period Error
81.28% 3.19% 4.86% 2.77% 2.60%

the data circuits. Therefore, the video circuit’s bandwidth was reduced considerably
while inactive. When it became active, however, its input buffer size would grow
until the monitoring period expired prior to reallocation. The result of such little
activity on the video circuit was an implicit prioritization of other circuits above the
video circuit. This is because the video circuit required such a large number of time
slots to operate with minimal delay. However, these time slots were rarely available
because they were allocated to other circuits with a higher demand. This problem
is addressed again in Section 4.5. The voice circuit was affected by the monitoring
period because its utilization never got above 43% (i.e., 1 sec on out of every 2.35
sec). Therefore the bandwidth manager reduced the voice circuit’s service rate to
match its measured utilization. The arrival rate never decreased, however, causing
the input buffer size to grow during on periods. This resulted in the appearance
of a higher utilization, which caused an oscillation back to a higher service rate.
When the monitoring period was higher, the voice circuit had to wait longer for the

adjustment to take place, resulting in higher average queuing delays.

4.4.2.5 DBest Configuration. The 65536 bps allocation granularity
and 5.0 sec monitoring period resulted in the best overall configuration for queuing
delay. The 65536 bps granularity performed better because reallocations were not
made as often. This resulted in larger granularities needed for a reallocation. This

in turn meant the system did not have to adjust as often which resulted in fewer

times that the input buffers filled up due to a reallocation.

The 5.0 second monitoring period gave the best performance because the sys-

tem could react quickly to a circuit needing more bandwidth. The 10.0 and 50.0
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second monitoring periods caused input buffer sizes to increase considerably while

the system waited to determine which circuits to allocate bandwidth between.

4.4.3  Choice of Distribution for Data Clircuits. Classical modeling of
network traffic has used the exponential distribution to model inter-arrival times
[Jai9l, SAH94|. Recent research has shown, however, that data traffic does not fit
this model well because it is more bursty by nature [LTW94, PaF95, CrB97]. A traf-
fic model based on the Pareto distribution seems to model data traffic more closely.
Therefore, some simulations were done using the Pareto distribution with a shape
parameter of ¢ = 1.6 in place of the exponential distribution. Simulation results
indicate that for the configuration with an 8192 bps allocation granularity and 5.0
second monitoring period, the queuing delay difference between the two distributions
is less than 6.5 ms at 90% confidence (see Figure 4.26). This difference is negligible,
however, since average queuing delays were in excess of 370 ms. Utilizations were
also very close. For example, the model using the exponential distribution had an
average utilization of 47.57% with the above configuration on the heaviest loading
level, compared to 49.30% from the model using the Pareto distribution. Therefore,
since the aggregate utilization and data circuit queuing delays match very closely, it
was concluded that the exponential distribution produces similar results to that of

the Pareto distribution for the metrics collected in this study.

4.4.4  Qverall Assessment of the DBA-1 Algorithm. Clearly the DBA-1
algorithm provided higher utilizations than the static allocation method under all
loading conditions. Unfortunately, these gains came at the expense of queuing delay.
Queuing delays reached up to 864 ms on the video circuit using the best configuration,

indicating that this solution is unacceptable for real-time traffic.
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Figure 4.26. Data Circuit Queuing Delays: Exponential vs. Pareto Distribution

4.5 DBA with CBR Clircuit Priority — Second Iteration

Because the pure DBA-1 algorithm failed to produce acceptable queuing delay
results, especially for the video circuit, the algorithm was modified to give priority
to the video circuit (referred to as DBA-2). Figure 4.27 shows the state transition
diagram for the modified algorithm. This model is the same as that shown in Fig-
ure 4.1 with the following additions. In the arrival state, every arriving frame is
examined to determine which circuit it arrived from. Once an arriving video frame
was detected, the system checked to ensure the video circuit was assigned enough
time slots to correspond to its peak rate. If the video circuit needed an additional
allocation of time slots, an interrupt was generated. This interrupt sent the system
to the reset_priority state, which systematically removed unused time slots from each
circuit based on current measured utilization levels. If enough time slots could not
be found to reallocate to the video circuit, the system entered the reset_full state,

which set each circuit’s time slot allocations back to the originally-assigned levels.

4.5.1 Queuing Delay. Simulations were run for the configuration using a

65536 bps allocation granularity and 5.0 second monitoring period since this was the
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Figure 4.27.  DBA with CBR Priority State Transition Diagram

best overall configuration observed with the DBA-1 algorithm. The dynamic system
performed much better with the CBR priority feature added. The voice and data
circuits even had slightly lower average queuing delays, but overall this difference
was negligible. The video circuit, however, had much lower queuing delays — in
some cases, less than half of that observed using the DBA-1 algorithm. Figure 4.28
compares the average video circuit queuing delays of the two DBA versions and the
static allocation method for each loading level in the above configuration. The CBR
priority feature decreases the queuing delay difference considerably for all workloads.
In this configuration, the maximum mean difference observed between the DBA-2
algorithm and the static algorithm was 137 ms, a 74.08% decrease from the DBA-1
algorithm. Every circuit was able to experience a queuing delay decrease due to the
bandwidth manager’s increased capability to manage the time slots available to each
circuit. Giving priority to the CBR circuit ensures that the necessary time slots are

available as soon as possible. In addition, the bandwidth manager can also continue
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to provide more time slots to the other circuits while the video circuit is inactive,

thus reducing overall queuing delays.

4.5.2  Utilization.  Aggregate utilization was only negligibly lower using the
CBR priority addition. Figure 4.29 shows the utilizations for each of the algorithms.
The largest observed difference in mean utilization between the DBA-1 algorithm and
the DBA-2 algorithm was 0.55%. Therefore, this addition improved queuing delay
without adversely affecting the utilization gains of the algorithm or their statistical
significance. This was not unexpected, however. Since the offered load was the same
for both with and without the CBR priority feature, it is expected that the aggregate
utilization would be about the same. Refer to Appendix B for Utilization Confidence

Intervals.

4.5.8  Qverall Assessment of the DBA-2 Algorithm. The improved algo-
rithm retained the utilization gains achieved under the DBA-1 algorithm. Further-
more, queuing delays decreased across the board — in some cases up to 74% — and

the voice and data circuits produced queuing delays at or below that of the static
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model for the best configuration. However, video circuit queuing delays were still
139 ms greater under the best DBA factor combination than the static model —
a 41% difference. Consequently, queuing delays are still unacceptable despite the
utilization gains achieved with the DBA-2 algorithm.

4.6 Static and Dynamic Allocation with Work Conservation

Up to this point, the DBA algorithm’s performance has been compared to
that of the static model, which represents static assignment TDM. Static assignment
TDM, though, does not lend itself well to supporting real-time traffic. For example,
video circuit queuing delays observed using the static model average 1/3 of a second.
This is because the best case occurs when frames arrive at the beginning of a circuit’s
allocation (resulting in a zero waiting time) and the worst case occurs when frames
arrive immediately following a circuit’s allocation (resulting in a 2/3 second waiting
time). Furthermore, if a particular circuit has no frames to transmit during its

allocation, then those slots go unused.

The ITU’s 1996 Recommendation, G.114, states that most users can tolerate
a total end-to-end delay for two-way voice traffic between 300 and 800 ms [ITU96].
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We will assume the same standard for 2-way video traffic as well. While some users
may find an 800 ms delay acceptable, the ITU’s recommendation states that an 800
ms delay could result in noticeable delay for some users. Noticeable delays such
as this are common for tactical military networks, however. The 300-800 ms delay
figure includes not only the initial queuing delay, but also queuing delays at each hop
along the way to the destination and transmission delays. Consider also that tactical
military communications networks often tie into the global communications network
through a satellite connection, which adds an additional 250 ms to the transmission
time. It is clear that a large queuing delay such as the average 1/3 of a second seen

under the static model could easily result in end-to-end delays nearing or exceeding

800 ms.

4.6.1 Static Allocation with Work Conservation. Work conservation en-
sures that every available time slot is filled as long as at least one circuit has a frame
waiting. This concept was incorporated into the static allocation algorithm in order
to reduce the queuing delays experienced by the strict static allocation method. The
new algorithm worked in the same manner as the original method with one excep-
tion: if a circuit’s input buffer becomes empty during its time slot allocation, the
other circuits’ input buffers are polled, in turn. The first input buffer found with a
waiting frame is inserted into the time slot. The only way that a time slot would
go empty then, is if all input buffers are empty. For example, if Circuit 1 is inactive
during its time slot allocation, then Circuit 2’s input buffer will be examined for a
waiting frame. If one exists, it is inserted into the time slot; if not, Circuit 3’s input

buffer is examined, and so on.

4.6.1.1 Utilization.  Utilization was unchanged from that of the strict
static model. This was expected since the offered loads were the same between the
two systems. The same number of frames were being submitted for a particular

offered load. The only difference is that they were serviced in a more efficient manner,
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Underload
thus reducing queuing delay. The number of empty time slots per cycle, however,

remained the same.

4.6.1.2  Queuing Delay. Queuing delay was reduced by as much as
two orders of magnitude with the implementation of the work conservation feature.
Figures 4.30 through 4.33 show the difference under each of the loading levels. The
video circuit experienced the lowest queuing delays. The highest average video cir-
cuit queuing delay observed was 5.8 ms, down from 335.7 ms. The voice circuit
experienced the highest average queuing delays, ranging from 19.3 ms on the System

Underload (Figure 4.30) to 23.9 ms on the Voice and Data Overload (Figure 4.33).

The reason for the higher queuing delay observed on the voice circuit is due to
the work conservation algorithm’s implementation. The algorithm looks to the next
circuit in sequence to fill a potentially-unused time slot. Therefore, the NIPRNET
circuit had “first priority” on all unused time slots of the rarely-active video circuit.
Because the voice circuit fell immediately before the video circuit, sequentially, it
had “last priority.” Of course, the voice circuit had first priority on the SIPRNET

circuit but the amount of unused time slots were much less than from the video
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and Data Overload
circuit. There are two alternatives to eliminating this problem. The first is to ensure
that all circuits are prioritized based on bandwidth and delay requirements. For
example, if the video circuit has the highest priority and the voice circuit has the
second highest priority, then the voice circuit should be given priority on any of
the video circuit’s unused time slots. The second alternative is to randomly select
which circuit will have “first priority” upon encountering a potentially-unused time
slot. Whether this issue is mitigated or not, however, the algorithm’s ability to fill
potentially-unused time slots clearly has a tremendous impact on the queuing delay

experienced by arriving frames.

4.6.2  Dynamic Allocation with Work Conservation — Third Iteration.  The
work conservation feature was also incorporated into the DBA-2 algorithm (referred
to as DBA-3) and compared against the new static system as a baseline. Simulations
were then run to determine if the effects on queuing delay were as dramatic for the

DBA system as the static system.
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4.6.2.1 Utilization.  Utilization was very close to that observed using
the DBA-1 algorithm. The largest mean difference observed was 0.55%, which is
only a 1.8% change from the original value. Therefore, the statistically significant
utilization gains achieved with the DBA-1 algorithm were not affected by the addition
of the work conservation feature. The highest average utilization gains over the static
system were again using the 32768 bps granularity and 5.0 sec monitoring period
configuration — the same as with the DBA-1 algorithm. The configuration resulting
in the lowest utilization gains also matched that observed using the DBA-1 algorithm.
These results further indicate that the introduction of the work conservation feature

had no effect on aggregate utilization.

The allocation of variation nearly matched that seen with the DBA-1 algo-
rithm. Workload accounted for 99.3% of the variation observed in the data, while
monitoring period and allocation granularity had a negligible effect. The unexplained
variation accounted for 0.30%. This result indicates first that offered load is almost
solely responsible for the utilization performance of the system. It also indicates,
however, that, for a given workload, the DBA algorithm can increase utilization

approximately the same irrespective of allocation granularity or monitoring period.

4.6.2.2  Queuing Delay. With the work conservation feature, the
DBA-3 algorithm performed well across all configurations and offered loads. The
following sections analyze the queuing delays observed for each of the circuit types,
in turn. The DBA-3 results are then examined to determine which configuration

performed the best.

4.6.2.2.1 Video Circuat. With the inclusion of both the CBR
priority and work conservation features, the video circuit had outstanding queuing
delay results compared to previous results. All configurations produced statistically
equivalent or better queuing delays on the Data Overload as shown in Figure 4.36.

Similarly, as shown in Figure 4.34, all but two configurations produced statistically
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equivalent or better queuing delays on the System Underload. The two that were
statistically different employed 5.0 second monitoring periods and 32768 and 65536
bps allocation granularities and resulted in mean differences no greater than 0.56
and 0.70 ms, respectively, at 90% confidence. One reason for the good performance
on these two workloads, however, deals with the sequencing of the circuits as ex-
plained in Section 4.6.1.2. The voice circuit is only lightly loaded in both of these
configurations allowing the video circuit more opportunities to fill the voice circuit’s
unused time slots as necessary. Queuing delays were higher on the Voice Overload
and Voice and Data Overload levels as shown in Figures 4.35 and 4.37, respectively.
Average video circuit queuing delays on the static system were 5.03 ms and 5.77 ms
on these two respective loading levels. The DBA system produced higher queuing
delays but were much closer to the static system than the queuing delay differences
observed without the inclusion of the work conservation feature. With the Voice
Overload workload shown in Figure 4.35, the largest mean difference observed was
2.17 ms, using an 8192 bps allocation granularity and 5.0 second monitoring period.
Queuing delay differences were slightly higher on the Voice and Data Overload level
(Figure 4.37), but the largest mean difference observed was only 4.92 ms, again using
an 8192 bps allocation granularity and 5.0 second monitoring period. Compared to
the maximum delay for real-time traffic discussed in Section 4.6, several DBA-3 sys-
tem configurations would perform acceptably despite the slight increases in queuing

delays.

In general, configurations using a 10.0 second monitoring period had lower
queuing delays. Because of the long inactive periods on the video circuit, longer
monitoring periods did not allow the system to adjust to circuit activations as quickly
as lower monitoring periods. Shorter monitoring periods resulted in a large number

of reallocations likely causing excessive system jitter.

4.6.2.2.2 Data Circuits. The data circuits also performed well

with the added features. However, all configurations and workload combinations
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resulted in statistically higher queuing delays over the static system. Refer to Ap-
pendix B for 90% confidence intervals. Despite this short-coming, both data circuits
performed acceptably under all configurations. Average queuing delays were only
slightly higher than the static system with the System Underload workload. As
shown in Figures 4.38 and 4.42, the highest average queuing delays observed in this
loading level were 3.36 ms on the NIPRNET circuit and 3.51 ms on the SIPRNET cir-
cuit, respectively, using an 8192 bps allocation granularity and 5.0 second monitoring
period. This compares with the static system’s 3.01 and 3.15 ms averages. Average
NIPRNET circuit queuing delays were still less than 5.0 ms in the Data Overload
condition; as Figure 4.40 shows, the highest average queuing delay observed was
4.92 ms using an 8192 bps allocation granularity and 5.0 second monitoring period.
Average queuing delays on the remaining loading levels were higher as shown in
Figures 4.39, 4.41, and 4.43-4.45. Average NIPRNET circuit queuing delays were
lower than SIPRNET delays. Configurations with a 65536 bps allocation granularity
had average queuing delays less than 10.0 ms for all loading levels and monitoring
periods. The largest average queuing delay observed on the NIPRNET circuit was
12.30 ms, shown in Figure 4.39, using an 8192 bps allocation granularity and 5.0
second monitoring period. Average SIPRNET circuit queuing delays were as high
as 21.63 ms on the Voice and Data Overload (Figure 4.45), again using an 8192 bps
allocation granularity and 5.0 second monitoring period. This compares to a 5.91
ms average queuing delay on the static system. Delays this high are still acceptable,
however, since data traffic is not held to the same end-to-end delay standard as real-
time traffic. Furthermore, the highest offered load on the SIPRNET circuit in the
worst DBA-3 configuration still resulted in a 94.6% drop in queuing delay from the

static assignment TDM model.

Data circuit queuing delays tended to decrease as monitoring period increased,
but only slightly. Because the characteristics of the data traffic were the same over

any period of observation, observed queuing delays were similar for a given allocation
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granularity irrespective of the length of the monitoring period. However, the longer
monitoring period resulted in fewer reallocations. This contributed to a more stable
system and, thus, lower queuing delays. Queuing delays were also lower when using
the 65536 bps allocation granularity. This result is also due to the stability of
the system created by the less frequent reallocations. The other two allocation
granularities tended to produce nearly identical results. This is mainly due to the
way allocations (and deallocations) were made to/from the voice circuit. A phone
call was defined to require 32768 bps of bandwidth. Therefore, bandwidth had to
be allocated to/from the voice circuit in granularities of this size regardless of the
bandwidth manager’s specified allocation granularity. This resulted in roughly the
same number of reallocations with the 8192 bps granularity as with the 32768 bps

granularity.

4.6.2.2.3 Voice Circuit. Queuing delays for the voice circuit
were much improved over that of previous models but higher than those observed on
the other circuits. As with the data circuits, though, all configuration and workload
combinations resulted in statistically higher queuing delays. Refer to Appendix B
for the 90% confidence intervals. Average DBA-3 queuing delays were lowest on the
System Underload workload as expected. Figure 4.46 shows that average voice circuit
queuing delays on the DBA-3 system at this loading level ranged from 23.10 ms
with a 65536 bps allocation granularity and 50.0 second monitoring period to 33.32
ms with an 8192 bps allocation granularity and 5.0 second monitoring period. By
comparison, average voice circuit queuing delays on the static system were 19.33 ms
at this loading level. Average queuing delays were much higher on the Data Overload
and Voice and Data Overload workloads as Figures 4.48 and 4.49 show. The lowest
average queuing delay observed on these workloads was 37.43 ms, using a 65536
bps allocation granularity and 50.0 second monitoring period. The highest average
queuing delay observed on these workloads was 61.60 ms using a 32768 bps allocation

granularity and 50.0 second monitoring period. While these queuing delays appear
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high, the reason for them lies once again in the circuit sequencing issue discussed in
Section 4.6.1.2. That section also discusses two ways to alleviate the problem, each of
which is a viable solution. Overall, the work conservation feature resulted in much
lower queuing delays for the voice circuit. Using the worst DBA-3 configuration
and the highest offered load, queuing delays were still 80.1% lower than that of the
static assignment TDM model. Furthermore, the best DBA-3 configuration could
still result in acceptable end-to-end delays based on the recommendation of [ITU96]

even with the circuit sequencing problem.

Average queuing delay trends based on allocation granularity were similar to
that observed on the data circuits. The rationale for these results is the same (cf.,
Section 4.6.2.2.2) since queuing delays are affected by the allocations made to/from
the voice circuit. Additionally, queuing delay tended to decrease as monitoring period
increased because the fewer reallocations produced a more stable environment for
the voice circuit. With the Voice and Data Overload workload, however, queuing
delay increased as monitoring period increased. This is most likely because of the
lack of responsiveness to voice circuit demands at such high loading and infrequent

update intervals. Average queuing delays are much lower at the 5.0 and 10.0 second
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monitoring periods indicating a better system responsiveness at this higher loading

level.

4.6.2.2.4 Allocation of Variation. Workload was the single
biggest contributor to the observed queuing delay variation in all four circuits, rang-
ing from 96.97% on the video circuit down to 86.14% on the voice circuit as shown
in Tables 4.6 through 4.9. This result is not surprising. With the work conservation
feature employed, the number of potentially empty time slots that can be filled by

other circuits goes down as the offered load to each circuit increases resulting in

higher queuing delays.

Table 4.6.  Voice Circuit Allocation of Variation using the DBA-3 Algorithm
Var Due to Var Due to
VarDueto | VarDueto | Workload & | Workload &
Var Due to Allocation Monitoring Allocation Monitoring Var Due to
Workload Granularity Period Granularity Period Error
86.14% 6.67% 0.57% 1.61% 4.63% 0.29%

Each circuit was only minimally affected by allocation granularity. The voice
circuit was affected the most with an observed variation of 6.67%. The reason for the

higher variation on the voice circuit is most likely because the voice circuit must be
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Table 4.7.  Video Circuit Allocation of Variation using the DBA-3 Algorithm
Var Due to | Var Due to
Workload Error
96.97% 2.16%
Table 4.8. NIPRNET Circuit Allocation of Variation using the DBA-3 Algorithm
Var Due to
Var Due to Var Dueto | Workload &
Var Due to Allocation Monitoring Allocation Var Due to
Workload Granularity Period Granularity Error
94.28% 2.76% 0.39% 1.78% 0.38%

allocated in chunks of at least 32768 bps — the necessary bandwidth for one phone
call. Consequently, an 8192 bps allocation granularity did not benefit the voice
circuit like it did the other circuits resulting in higher queuing delays. Allocation
granularity only accounted for 2.76% and 2.90% of the observed variation on the two
respective data circuits and a statistically negligible amount on the video circuit.

These results indicate that, regardless of the DBA-3 configuration, queuing delay on
these circuits is affected very little by anything other than the offered load.

The voice circuit was also affected by the combination of workload and moni-
toring period. The observed variation for this combination was 4.63%. When moni-
toring period was long on all but the highest loading condition, it provided the voice
circuit a more stable environment since bandwidth reallocations weren’t occurring
as frequently. On the highest loading condition, the voice and data circuits were
both heavily loaded, which meant that the system wasn’t responding fast enough

to system dynamics with a 50.0 second monitoring period. However, monitoring

Table 4.9. SIPRNET Circuit Allocation of Variation using the DBA-3 Algorithm
Var Due to Var Due to
VarDueto | VarDueto | Workload & | Workload &
VarDueto | Allocation Monitoring Allocation Monitoring Var Due to
Workload | Granularity Period Granularity Period Error
94.54% 2.90% 0.48% 1.57% 0.37% 0.05%
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period did not account for much variation on its own — only 0.57% due to the cir-
cuit sequencing issue discussed in Section 4.6.1.2. As the workload increased, the
sequencing issue affected the number of “extra” time slots, which combined with the
stability provided by longer monitoring periods to produce this noticeable variation

in the data.

Monitoring period had a negligible effect on the observed variation of each cir-
cuit. In all but the video circuit’s case, the monitoring period explained only slightly
more of the variation than the unexplained. The monitoring period’s effect on the
video circuit was less than that of the unexplained variation. These results indicate
that since queuing delays have been judged acceptable under the DBA-3 algorithm,
any monitoring period between 5.0 and 50.0 seconds will result in acceptable queuing

delays for the system.

4.6.2.2.5 Best Configuration. The 65536 bps allocation granu-
larity and the 10.0 second monitoring period resulted in the lowest queuing delays
for the DBA-3 system. Figures 4.50 through 4.53 compare the queuing delays ex-
perienced by each circuit under each loading level for both the static and dynamic
allocation methods. The 65536 bps allocation granularity produced the lowest queu-
ing delays for the same reason as with the DBA-1 algorithm. The larger granularity
resulted in fewer reallocations which resulted in fewer input buffer backups. Refer to
Section 4.4.2.5 for more detail. The 10.0 second monitoring period performed bet-
ter than the 5.0 and 50.0 second periods for opposite reasons. It performed better
than the 50.0 second monitoring period because the 50.0 second period could not
react fast enough to the dynamics of the system. The 50.0 second period reacted
much slower to a sudden increase in workload for a particular circuit, which caused
increased queuing delays. The 5.0 second period, on the other hand, resulted in too
many reallocations. Therefore the system could not stabilize as much as with the
10.0 second monitoring period. This result is different from that using the DBA-1

algorithm, which produced the lowest queuing delays with the 5.0 second monitoring
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period. The reason is due to the addition of the work conservation feature. Using

the DBA-1 algorithm, it was important for the system to reallocate as often as pos-

sible to prevent input buffer back-up. With the work conservation feature employed,

however, the system could almost always draw from potentially unused time slots to

help keep queuing delay low. Therefore, the bandwidth manager does not have to

reallocate as often resulting in a more stable system.

4.6.2.2.6 Data Traffic Analysis. The use of the exponential
distribution to model inter-arrival times of data frames yields comparable results
for “generic” bursty data models (cf., Section 4.4.3). To analyze data traffic per-
formance more completely, however, performance must be judged across a range of
burstiness “shapes”. This is easily done using the Pareto distribution. Therefore, the
NIPRNET and SIPRNET circuits submitted offered loads with Pareto inter-arrivals
and shape parameter values between 1.1 and 1.9. This range was chosen because
the variance for the Pareto distribution is infinite between 1.0 and 2.0 [Jai9l]. As
Figures 4.54 and 4.55 show, observed mean queuing delays on all workloads are close

to that observed using exponential inter-arrivals with the exception of parameter
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value of 1.1. The largest mean difference observed on shape values other than 1.1

was 1.38 ms on the NIPRNET circuit and 8.94 ms on the SIPRNET circuit with a

Voice and Data Overload workload.

The higher queuing delays observed using a shape value of 1.1 are caused by
the much wider variation of inter-arrival times at this value. Higher variation in the
inter-arrival times results in more adjustments by the bandwidth manager, which
results in higher queuing delays due to increased jitter. Although the mean queuing
delays are higher for this shape value, queuing delays were still reasonable for data
traffic. The largest mean queuing delay observed at 90% confidence was 16.21 ms
on the NIPRNET circuit and 33.03 ms on the SIPRNET circuit with a Voice and
Data Overload workload. This compares to mean queuing delays of 8.89 ms and
16.21 ms on the two respective data circuits using exponential inter-arrivals. Refer

to Appendix B for observed values and confidence intervals.

4.6.3  Overall Assessment of the DBA-3 Algorithm.  Classic queuing theory
states that utilization and delay are opposing metrics [Jai91l, SAH94]. In other words,

at some point one metric must be sacrificed to produce significantly better results
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in the other. Unfortunately, utilization is usually sacrificed to keep delay low to
allow networks to support real-time traffic such as voice or video. Such is the case
with dynamic bandwidth allocation. Therefore, the best overall configuration of the
DBA-3 algorithm consists of the 65536 bps allocation granularity and 10.0 second
monitoring period. This configuration was chosen over the 32768 bps granularity
and 5.0 second monitoring period because average utilization across all workloads

was only 1.5% lower and queuing delay was the lowest of all configurations.

Under the chosen configuration and all submitted workloads, queuing delay
was low enough to meet the accepted delay requirement for real-time traffic and uti-
lization was increased significantly over that of the static model. Therefore the static
and dynamic systems were then subjected to approximately 70%, 85%, and 99% of
capacity offered loads to determine how they performed under extreme conditions.
In all cases, both systems’ aggregate utilizations were only negligibly different from

that submitted to it.

Queuing delays increased dramatically starting at the 70% loading level for
both systems as shown in Figures 4.56 through 4.59. The queuing delay increases
much faster in the dynamic system because the algorithm is still adjusting the band-
width where possible, but minor changes in circuit activity have much more drastic
effects at higher loading levels. The queuing delay increase tapers off after the 85%
level (and in some cases decreases) because the system is much closer to being on

continuously (i.e., having very few time slots available for reallocation).

The system can still operate at this level, however, assuming no other conges-
tion is encountered on the path from source to destination. Except for the voice
circuit, the worst average queuing delay observed using DBA-3 was 106.9 ms on
the SIPRNET circuit at 99% loading, shown in Figure 4.59. If other nodes are ex-
periencing similar congestion, however, real-time traffic would probably experience
unacceptable delay. Figure 4.56 shows that the sequencing problem created delays as

large as 384 ms on the voice circuit. However, implementing one of the two solutions
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described in Section 4.6.1.2 should mitigate this excessive queuing delay, bringing it
to an acceptable level. Furthermore, extreme loading conditions such as these should
rarely occur. The Voice and Data Overload represented heavy loading of voice and
data circuits but extremely low loading of the video circuit. This assumes that a
video teleconferencing circuit is rarely used more than an hour per day in a tactical
military environment. This usage level must reverse itself (i.e., rarely inactive for
more than an hour per day) in order for near capacity loading levels to be observed.
Second, the offered load on the voice circuit ceases to represent normal voice com-
munication as observed in [CPR96] above the 70% loading level. Therefore it is
reasonable to assume that extreme loading conditions such as these could only oc-
cur for a short period of time, which should only minimally disrupt communications
traffic by increasing delay. Under the chosen configuration, then, the DBA algorithm
with CBR priority and work conservation (DBA-3) keeps queuing delay sufficiently

low while significantly increasing aggregate utilization.

4.7  Chapter Summary

This chapter described the implementation of the dynamic bandwidth alloca-
tion (DBA) algorithm in a TDM system. It further provided the DBA simulation
results and compared DBA performance to the static allocation method. The DBA-1
algorithm did significantly increase utilization compared to the static system, but
queuing delay was too excessive to support real-time traffic under moderate to high
loading conditions. A CBR priority feature was then added to the algorithm (DBA-2)
to lower queuing delays on the video circuit. While the queuing delays did decrease,
it was determined that even static allocation queuing delays would be too excessive
for real-time traffic when considering end-to-end delay. Therefore a work conserva-
tion feature was added (DBA-3) to both the static and dynamic allocation methods.
This resulted in much lower queuing delays for both systems without decreasing the

utilization gains achieved by the DBA-1 algorithm. Queuing delays for the DBA-3
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algorithm were consistently higher than that of the static system but still produced
results capable of supporting real-time traffic even under extreme workloads. The fi-
nal conclusion is that the DBA-3 system achieves higher utilizations under all offered

loads while keeping queuing delay sufficiently low.
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V. Conclusions and Recommendations

This chapter summarizes the research presented in the first four chapters. First, an
overview of the problem is presented. Then, the algorithm is described including a
summary of previous research and the modifications yielding an improved solution.
Conclusions are drawn based on results of the experiments. Finally, the chapter

concludes with recommendations for future research.

5.1 The Problem

Military communications networks typically employ a gateway multiplexer to
aggregate all communications traffic onto a single link. These multiplexers typically
allocate bandwidth statically using TDM. When a high-bandwidth circuit, e.g., a
VTC circuit, is relatively inactive, a considerable portion of the bandwidth is wasted.
Dynamic bandwidth allocation reclaims unused bandwidth from circuits with low
utilization and reallocates it to a circuit with high utilization without adversely

affecting queuing delay.

5.2 Results

The proposed DBA algorithm produced outstanding results. Average utiliza-
tion gains were as high as 19.95% and most configurations produced queuing delays
acceptable for real-time traffic despite the 50% increase over static system queuing
delays. In order to meet acceptable delay requirements described in [ITU96], two
important features were incorporated into the DBA algorithm. First, because of the
low loading levels and high bandwidth requirements, the algorithm immediately al-
locates the necessary number of time slots to the video circuit upon arrival of a video
frame. Second, because static assignment TDM results in many unused time slots
which cause high queuing delays, a work conservation feature is incorporated. This

feature allows waiting frames from other circuits to be inserted in empty time slots.
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The combination of these features was shown to drastically reduce queuing delays.
In fact, queuing delays were up to two orders of magnitude lower than with the DBA
algorithm without these two features. However, the voice and data circuits’ queuing
delays were statistically higher than the static system under all configurations and
loading levels. The video circuit’s queuing delays were only statistically higher on
the Voice Overload and Voice and Data Overload workloads. Because the DBA algo-
rithm’s work conservation feature decreased queuing delays so dramatically, however,
end-to-end delays would still be acceptable using the DBA algorithm. The system
was also tested under extreme loading conditions. While queuing delay results were
not impressive, end-to-end delay would probably still be within accepted limits. Uti-
lization was unhindered by the introduction of the work conservation feature because

only empty time slots were reallocated to other circuits.

Based on simulation results, the system performed best with a 65536 bps al-
location granularity and 10.0 second monitoring period. This configuration mini-
mized queuing delays while still achieving high utilization gains. Monitoring periods
shorter than 10.0 seconds caused too many reallocations and created jitter. For pe-
riods longer than 10.0 seconds, the algorithm reacted too slowly to system dynamics
causing excessive buffer sizes and queuing delays. Allocation granularity should be
high to minimize the number of reallocations. Fewer reallocations result in more
system stability, smaller buffer sizes, and lower queuing delays. Utilization was con-
sistent under all configurations since monitoring period and allocation granularity

account for less than 1% of the observed variation.

5.3 Conclusions

By including the CBR priority and work conservation features, the proposed
DBA algorithm outperforms the static allocation model in all cases. By using DBA,
tactical military communications networks can bring information to the warfighter

more efficiently and in a shorter time in spite of small satellite bandwidths allocated
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to deployed sites. The proposed algorithm delivers acceptable queuing delays inde-
pendent of the traffic characteristics. Real-time applications such as voice or video
perform well enough to meet accepted end-to-end delay standards and data applica-
tions suffer reasonable queuing delays independent of the burstiness of arrivals. The
proposed DBA algorithm now supports heterogeneous permanent circuits on a TDM
platform — the typical model for the military’s tactical communications networks.
Furthermore, the algorithm can be completely implemented in software with little
or no additional hardware significantly reducing implementation costs. The algo-
rithm is general enough to be applied to multiple TDM platforms, including NET’s
Promina — the military’s primary gateway multiplexer. Additionally, the algorithm
is robust enough to function at any speed making it a viable option for high-speed
multiplexers. The proposed DBA algorithm is a powerful tool for optimizing use of

available communications network resources.

5.4  Recommendations

Although the developed DBA algorithm is robust and powerful, it is not with-
out limitations or questions to be answered. First, and most important, it is unknown
how much delay is caused by the algorithm’s calculations. The simulation tool used,
OPNET Modeler [OPNO1], uses state-transition diagrams to describe a process or
model. All processing done during the entrance/exit to/from a state occurs while the
simulation clock is stopped. It is unlikely that the instantaneous utilization calcu-

lations and subsequent reallocations cause undue delay, but this assumption should

be verified.

Second, the circuit sequencing issue described in Section 4.6.1.2 should be re-
solved. Two solutions were presented — prioritizing the circuits so that real-time
traffic has a higher priority on unused time slots and randomly selecting a circuit to
fill an unused time slot. It was shown in Chapter 4 that the system produced accept-

able delays, but resolving the circuit sequencing issue should reduce queuing delays,
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yielding even better performance. It is also unknown which proposed solution would
work best. For instance, if there were multiple voice circuits, the proposed circuit
prioritization might not provide optimal results. Conversely, randomly choosing a
circuit to fill an unused time slot might result in excessive delay due to processing

overhead.

Third, since military communications networks’ gateway multiplexer function
is performed by NET’s Promina, a more accurate model of this system is needed.
Currently available literature on the Promina leaves many questions unanswered.
For example, the framing format and size are unknown which affects the service rate
of the system. The frame’s header format is also unknown which means that it is
unknown whether each frame carries a circuit identifier. If it does not, then this DBA
algorithm may not be feasible for this platform without a fundamental modification
to the system. Input buffer sizes are also unknown, which affect both queuing delay
and frame loss rate. These issues would need to be addressed before judgment can

be made on the viability of porting this algorithm to this platform at a low cost.

Finally, the system boundary for this study contained only a single multiplexer.
Thus delivery rates, coordination of bandwidth reallocation between adjacent nodes,
and end-to-end delay were not addressed. Further research should be done to de-
termine whether end-to-end delay in a communications network including a satellite

connection is acceptable while employing this DBA algorithm.

5.5 Chapter Summary

This chapter summarized the research into dynamic bandwidth allocation in
a TDM environment. Based on the results of the study, it was concluded that this
algorithm can greatly optimize the use of limited bandwidth for a low upgrade cost.
Recommendations for future work were also provided, which, if explored, would

produce an algorithm more powerful and robust than this one has already proven to

be.
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Appendiz A. Model Verification and Validation
A.1  Time-Division Multiplexing Scheme

Time-Division Multiplexing (TDM) is a method of aggregating information
from one or more user circuits onto a single aggregate link. Using TDM, each circuit
is allocated a specific amount of the aggregate link’s bandwidth and each circuit’s
allocation is divided into one or more time slots. When a circuit’s assigned time slot
occurs, the multiplexer forwards a packet if one is available and goes empty if not.
In the model employed in this study, each time slot was capable of servicing one
4096-bit packet and each circuit’s time slots were allocated contiguously (i.e., all of

Circuit 0’s time slots occur, then all of Circuit 1’s, etc.).

A.2 Static Allocation Validation

A.2.1 1 Circuit.

A.2.1.1 Workload and Utilization. The circuit was configured with
the parameter values given in Table A.1. As Figure A.1 shows, with only one circuit,
instantaneous utilization was at 100% during the ON period and 0% during the OFF

period, as expected.

A.2.1.2 Queuing Delay. A synchronous time-division multiplexer

with 1 Circuit acts like a D/D/1 queue with an arrival rate of A\ = 16384 bps = 4

Table A.1.  Single Circuit Parameter Values

Parameter Value

Circuit Type ON/OFF Source
ON Period Distribution | Constant

ON Period Duration 1800 sec

OFF Period Distribution | Constant
OFF Period Duration 1800 sec
Data Rate 16384 bps
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Figure A.1.  Single Circuit Utilization — Static Allocation Method

pps and a service rate of u = 16384 bps = 4 pps. This yields an expected utilization
of

p="=2—1 (A1)

where p is the utilization. The expected number in service, ng,., is

B(nye) = p=1. (A.2)

Because of the synchronous nature of the system, a new packet arrives as one finishes
service. Therefore, E(n,) = 0 and E(w) = 0, where E(n,) is the expected number in
the queue, and E(w) is the expected waiting time. The expected service time, E(s),

and time in system, E(r), are

E(s) = 1o 0.25 sec (A.3)
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Table A.2.  Two-Circuit Configuration Parameter Values
Circuit 0 Circuit 1

Parameter Value Parameter Value
Circuit Type ON/OFF Source | Circuit Type ON/OFF Source
ON Period Distribution | Constant ON Period Distribution | Constant
ON Period Duration 2400 sec ON Period Duration 1800 sec
OFF Period Distribution | Constant OFF Period Distribution | Constant
OFF Period Duration 1200 sec OFF Period Duration 1800 sec
Data Rate 16384 bps Data Rate 16384 bps

E(r) = E(w)+ E(s) =0+ 0.25 = 0.25 sec for 1 circuit (A4)

This result matches exactly the results obtained via simulation (see Figure A.2).

A.2.2 2 Circuits.

A.2.2.1

Workload.

The circuits were configured with the parameter

values given in Table A.2. This resulted in the offered load shown in Figure A.3.
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Figure A.5. Two-Circuit Configuration Time Slot Allocation — Static Allocation
Method

A.2.2.2  Utilization. As expected, instantaneous utilization was at

50% when Circuit 0 was the only active circuit, 100% when both circuits were active,

and 0% when neither circuit was active. Figure A.4 confirms these results.

A.2.2.3 Queuing Delay. Figure A.5 depicts the packet arrivals and
time slot allocations for the first and subsequent TDM iterations. It also depicts the
packet servicing of the first TDM iteration. If A = 8 pps and p = 8 pps, then the

expected service time is as shown in Equation A.5.

E(s) = 1 0.125 sec (A.5)
J
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A.2.2.3.1 Packet Arrivals. Each circuit’s arrival rate is 4 pps,
yielding an aggregate arrival rate of 4 * 2 = 8 pps. Packets arrive synchronously and
two will arrive (one from each circuit) every 0.25 sec. Each arriving packet will be
queued up in a subqueue designated for that circuit until it can be serviced. Thus,
two packets arrive at times 0, 0.25, 0.50, 0.75, 1.0, etc. In the diagram above, these
packet arrivals are designated by the convention Pkt Ckt# - Pkt#. For example,
Pkt 0-1 represents the first packet arriving on Circuit 0 in a particular iteration,
whether t = 0.0 or t = 1.0. Thus, the fifth packet to arrive from t = 0.0 will also be
designated as Pkt 0-1.

A.2.2.3.2 Packet Servicing. Each circuit’s data rate is 16384
bps or 4 pps. Therefore each circuit will be allotted four time slots per second.
These are allocated contiguously, as shown in Figure A.5. At t = 0, Pkt 0-1, which
has just arrived, can be serviced immediately. This results in a waiting time of 0 sec.
Since the service time is 0.125 sec, the total time in system for Pkt 0-1is 0 + 0.125
= 0.125 sec. At t = 0.125, Circuit 0 has no packets queued up so the time slot goes
empty. At t = 0.25, Pkt 0-2, which has just arrived, can be serviced immediately.
Like Pkt 0-1, this results in a total time in system of 0.125 sec. At t = 0.375, Circuit

0 has no packets queued up so the time slot goes empty.

Time t = 0.5 starts Circuit 1’s time slot allocations. Circuit 1 has three packets
queued up at this point (Pkts 1-1, 1-2, and the just-arrived 1-3). Pkt 1-1 is serviced
at this time since it is at the head of the queue. This results in a waiting time of
0.125 sec * 4 time slots = 0.5 sec and a service time of 0.125 sec. The resulting total
time in system is 0.625 sec. At t = 0.625, Pkt 1-2 is serviced. It’s waiting time is
0.125 sec * 3 time slots = 0.375 sec. This results in a total time in system of 0.5 sec.
At t = 0.75, Pkt 1-3 is serviced. Its waiting time is 0.125 sec * 2 time slots = 0.25
sec. The total time in system is 0.375. Finally, Pkt 1-4 is serviced at t = 0.875. Its

waiting time is 0.125 sec * 1 time slot and its total time in system is 0.25 sec.
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Table A.3.

Two-Circuit Configuration Parameter Values

Circuit 0 Circuits 1-4

Parameter Value Parameter Value
Circuit Type ON/OFF Source | Circuit Type ON/OFF Source
ON Period Distribution | Constant ON Period Distribution | Constant
ON Period Duration 2400 sec ON Period Duration 1800 sec
OFF Period Distribution | Constant OFF Period Distribution | Constant
OFF Period Duration 1200 sec OFF Period Duration 1800 sec
Data Rate 16384 bps Data Rate 16384 bps

At this point, the first iteration of time slots has passed. However, Pkts 0-3

and 0-4 have not been serviced. On the next iteration, these packets will be serviced
at times 1.0 and 1.125, respectively. Their waiting times are 0.5 sec and 0.375 sec,
respectively, resulting in total times in system of 0.625 and 0.5 sec. At t = 0.25, Pkt
0-1 is serviced, followed by Pkt 0-2 at t = 0.375. Their subsequent waiting times
are 0.25 and 0.125 sec, with total times in service of 0.375 and 0.25 sec, respectively.
Pkts 1-1 through 1-4 will be serviced in the same time slots as the last iteration
and will have the same total times in system. The average total time in system for
Circuits 0 and 1 is the average of each circuit and each packet’s delays over time.
For the two-circuit configuration, each circuit’s average time in system is 0.4375 sec.

This result matches exactly the results obtained via simulation as shown in Figure

AL6.

A.2.3 &5 Circuits.

A.2.3.1 Workload.

The circuits were configured with the parameter

values given in Table A.3. This resulted in the offered load shown in Figure A.7.

A.2.3.2  Utilization. As expected, instantaneous utilization was at
20% when Circuit 0 was the only active circuit, 100% when all circuits were active,

and 0% when zero circuits were active. Figure A.8 confirms these results.
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Figure A.9. Five-Circuit Configuration Time Slot Allocation — Static Allocation
Method

A.2.3.3 Queuing Delay. Figure A.9 shows the packet arrivals and

time slot allocations for the first and subsequent TDM iterations. It also depicts the

packet servicing of the first TDM iteration. If A = 20 pps and p = 20 pps, then the

expected service time is as shown in Equation A.6.

1
E(s) = p = 0.05 sec (A.6)

A.2.3.8.1 Packet Arrivals. Each circuit’s arrival rate is 4 pps,
yielding an aggregate arrival rate of 4 * 5 = 20 pps. Packets arrive synchronously
and five will arrive (one from each circuit) every 0.25 sec. Like the two-circuit con-
figuration, each arriving packet will be queued up in its respective circuit’s subqueue

until it can be serviced. Thus, five packets arrive at times 0, 0.25, 0.50, 0.75, 1.0,
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etc. In the diagram above, packet arrivals are designated by the same convention as

that given Section A.2.2.3.1 (i.e. Pkt Ckt#-Pkt#).

A.2.8.3.2 Packet Servicing. Like the two circuit-configuration,
each circuit is allotted 4 pps, yielding four contiguous time slots per second, as shown
in the diagram above. At t = 0, Pkt 0-1, which has just arrived, can be serviced
immediately. This results in a waiting time of 0 sec. Since the service time is 0.05
sec, the total time in system for Pkt 0-1 is 0 + 0.05 = 0.05 sec. At times 0.05, 0.10,
and 0.15, Circuit 0 has no packets queued up so the remaining three time slots go

empty.

Time t = 0.20 starts Circuit 1’s time slot allocations. Circuit 1 has one packet
queued up at this point (Pkt 1-1). It is serviced at this time. This results in a
waiting time of 0.05 sec * 4 time slots = 0.20 sec and a service time of 0.05 sec. The
resulting total time in system is 0.25 sec. At t = 0.25, the just-arrived Pkt 1-2 can
be serviced immediately, resulting in a zero wait time and a total time in system of
0.05 sec. At times 0.30 and 0.35, there are no packets queued up for Circuit 1 so the

remaining two time slots go empty.

Time t = 0.40 starts Circuit 2’s time slot allocations. Circuit 2 has two packets
queued up at this point (Pkts 2-1 and 2-2). These two packets are serviced in turn,
resulting in respective waiting times of 0.40 sec and 0.20 sec and respective total
times in system of 0.45 sec and 0.25 sec. At t = 0.50, the just-arrived Pkt 2-3 is
serviced yielding a total time in system of 0.05 sec. Circuit 2’s final time slot goes

empty because the queue has been emptied.

At t = 0.60, Circuit 3’s time slot allocations start. Circuit 3 has three packets
queued up at this time and they are serviced in turn. Their respective waiting times
are 0.60 sec, 0.45 sec, and 0.20 sec. The total times in system are 0.65 sec, 0.50
sec, and 0.25 sec, respectively. At t = 0.75, the just-arrived Pkt 3-4 can be serviced

immediately, resulting in a total time in system of 0.05 sec.
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Circuit 4’s time slots begin at t = 0.80. At this point, there are four packets
queued up, so each of them are serviced in turn. This results in waiting times of
0.80 sec, 0.60 sec, 0.40 sec, and 0.20 sec, respectively, and total times in system of

0.85 sec, 0.65 sec, 0.45 sec, and 0.25 sec, respectively.

At this point, the first iteration of time slots has passed. However, Circuit 0
now has three packets queued up, Circuit 1 has two, and Circuit 2 has one. On the
next iteration, Circuit 0’s three queued-up packets (Pkts 0-2, 0-3, and 0-4) will be
serviced at times 1.0, 1.05, and 1.10. Their waiting times are 0.75 sec, 0.55 sec, and
0.35 sec, respectively, resulting in total times in system of 0.80 sec, 0.60 sec, and 0.40
sec. At time 0.15, Pkt 0-1 is serviced. Its subsequent waiting time is 0.15 sec with a
total time in system of 0.20 sec. Pkts 1-3 and 1-4 will be serviced at times 0.20 and
0.25. These packets will have waiting times of 0.70 sec and 0.50 sec, respectively,
and total times in system of 0.75 sec and 0.55 sec. Pkt 2-4 will be serviced at t =
0.40. Its waiting time is 0.65 sec and its total time in system is 0.70 sec. Pkts 2-1
through 2-3 will be serviced next. Their waiting times are 0.45 sec, 0.20 sec, and
0.05 sec, with total times in system of 0.50 sec, 0.25 sec, and 0.10 sec. Pkts 4-1
through 4-4 will be serviced in the same time slots as the last iteration and will have
the same total times in system. The average total time in system for each circuit is
the average of each circuit and each packet’s delays over time. For the five-circuit
configuration, Circuit 0 through 4’s respective average times in system are 0.50 sec,
0.45 sec, 0.40 sec, 0.35 sec, and 0.55 sec. This result matches exactly the results

obtained via simulation as shown in Figure A.10.

A.8  Dynamic Bandwidth Allocation Validation

A.8.1 1 Circuit.

A.8.1.1 Workload and Utilization. The circuit was configured with

the same parameter values as the one-circuit configuration of the static system.

A-12



000

750 -
500 -
] T r r

o 2000 4000 B000 £000
Time (s}

CGueuing Delay
{ms)

000

7a0

w00

250
i]

Gueuing Delay
{ms)

o 2000 4000 B000 £000
Time (s}
= 1000
= _
. 750
£ 50 — Circuit 2
5 250 IV
S 0 ; : .
0 2000 4000 B000 £000
Time (s}

00n

-
n
=

Queuing Delay
(ms)

A S

=

0 2000 4000 BO00 000
Time (s}
£ 1000
E 750 4
S [—Circut 4
_ — Circuit 4
> 500
§ 260
[=E]
5. 0 . ; .
= 0 2000 4000 G000 000
Time (s}

Figure A.10.  Five-Circuit Configuration Queuing Delay — Static Allocation
Method

A-13



120

100 4

80 -

60

Utilization (%)

40

20 4

1] 1000 2000 3000 4000 5000 g000 7000 8000

Time (s)

Figure A.11.  Single Circuit Utilization — DBA Method

These values were given in Table A.1. As Figure A.11 shows, with only one circuit,

instantaneous utilization was at 100% during the ON period and 0% during the OFF

period, as expected.

A.3.1.2 Queuing Delay. Since only one circuit is connected to the
mux, the system should perform exactly as the static allocation model does. Refer
Section A.2.1.2 above for detailed analysis. Simulation results for this configuration

match exactly that of the static allocation model (see Figure A.12).

A.3.2 2 Clircuits.

A.3.2.1 Workload and Utilization.  The circuits were configured with
the same parameter values as the two-circuit configuration of the static system (see

Table A.2). Additionally, the following assumptions were used to validate the model

against the theoretical model:

e Reallocation occurs instantaneously (i.e. whenever bandwidth becomes avail-

able, it is allocated instantly). Monitoring Period is of length zero.
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Figure A.12.  Single Circuit Queuing Delay — DBA Method

e Minimum Bandwidth Level: 8192 bps

The resulting offered load and utilization are shown in Figures A.13 and A.14.
At t = 0, the instantaneous utilization is 0%, as expected. At t = 1200, the instanta-
neous utilization is initially 50% because Circuit 0 is allocated half of the bandwidth.
Immediately, Circuit 0 is allocated all but 8192 bps of Circuit 1’s bandwidth, result-
ing in a new data rate of 24576 bps for Circuit 0. Instantaneous utilization at this
point becomes 75% since Circuit 0 takes advantage of the increased bandwidth and
Circuit 1 is still idle. At t = 1800, Circuit 1 becomes active and instantaneous uti-
lization increases to 100%. Immediately, Circuit 0 reduces its bandwidth and data
rate from 24576 bps to 16384 bps while Circuit 1 increases its bandwidth from 8192
bps to 16384 bps. Instantaneous utilization remains at 100% until the off period at
t = 3600.

A.3.2.2 Queuing Delay. Using the workload described above with
dynamic allocation, there are four possible states the system could be in, which could
affect queuing delay. Three of these will be discussed in turn. The fourth occurs

when neither circuit is transmitting, resulting in a zero queuing delay.
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Figure A.15. Two-Circuit Configuration Time Slot Allocation — DBA Method

Circuit 0 On, Circuit 1 Off, Before Reallocation: When Circuit 0 initially be-
comes active, the bandwidth allocations are at the originally assigned levels. There-
fore, the expected total time in system will be the same as that shown under the
static model: 0.4375 sec. Note that Circuit 1’s queuing delay should be zero since
it is inactive at that time. It should also be noted that, under the assumption of
instantaneous reallocation, this delay level would not be seen since the reallocation

would occur as soon as this condition occurred.

Circuit 0 On, Circuit 1 Off, After Reallocation: Figure A.15 depicts the packet
arrivals and time slot allocations for the first and subsequent TDM iterations in this
configuration. It also depicts the packet servicing of the first TDM iteration. Once
bandwidth is reallocated to 24576 bps and 8192 bps for Circuit 0 and 1, respectively,
the time slot allocations will be as shown in the figure. If A = 6 pps and u = 8 pps,

then the expected service time is as shown in Equation A.7.

1
E(s) = — =0.125 sec (A7)
1
A.8.2.2.1 Packet Arrivals. Circuit 0’s arrival rate is 6 pps;

Circuit 1 is idle. Therefore, the aggregate arrival rate is 6 pps. Packets arrive
synchronously and one will arrive every 1/6 of a second. Each arriving packet will
be queued up in Circuit 0’s subqueue until it can be serviced. In the diagram
above, these packet arrivals are designated by the convention Pkt Ckt# - Pkt#.

For example, Pkt 0-1 represents the first packet arriving on Circuit 0 in a particular
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iteration, whether t = 0.0 or t = 1.0. Thus, the seventh packet to arrive from t =

0.0 will also be designated as Pkt 0-1.

A.8.2.2.2 Packet Servicing. Circuit 0’s data rate under this
configuration is 24576 bps or 6 pps. Therefore, it will be allotted six time slots per
second. These are allocated contiguously, as shown in the diagram. At t = 0, Pkt
0-1, which has just arrived, can be serviced immediately. This results in a waiting
time of zero sec. Since the service time is 0.125 sec, the total time in system for Pkt
0-1is 0 + 0.125 = 0.125 sec. At t = 0.125, there are no packets in the queue, so
the slot goes empty. At t = 0.25, the recently-arrived Pkt 0-2 can be serviced. It’s
waiting time is 0.0833 sec yielding a total time in system of 0.0833 sec + 0.125 sec
= 0.2083 sec. Pkt 0-3 is serviced at t = 0.375. Its waiting time and total time in
system are 0.0417 sec and 0.1667 sec, respectively. At t = 0.5, the just-arrived Pkt
0-4 is serviced. Since its waiting time is zero, its total time in system is 0.125 sec.
The time slot at t = 0.625 goes empty because there are no more packets queued
up. Finally, the time slots at times 0.75 and 0.875 go empty because Circuit 1 is

mactive.

At this point, the first iteration of time slots has passed. However, Pkts 0-5
and 0-6 have not been serviced. On the next iteration, these packets will be serviced
at times 1.0 and 1.125, respectively. Their waiting times are 0.3333 sec and 0.2917
sec, respectively. The resulting total times in system are 0.4583 and 0.4167 sec,
respectively. Pkts 0-1 through 0-4 will then be serviced in the next four time slots.

The average total time in system for each packet will be 0.354 sec.

Circuit 0 On, Circuit 1 On, After Reallocation: At t = 1800, Circuit 1
becomes active and begins transmitting at 16384 bps. Circuit 1 will only be able
to transmit half of the arriving packets during each second, however, since its slot
allocation has been cut in half. Therefore, queuing delay will increase without bound

as long as its assigned bandwidth is only 8192 bps. Since the theoretical model
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assumes instantaneous reallocation, though, this problem will never occur. Steady

state queuing delays will be 0.4375 sec, the same as with the static allocation model.

A.3.2.3 Effect of Monitoring Period. =~ The theoretical model assumes
that the monitoring period has been reduced to zero. Thus the queue is always
servicing packets at the same rate they arrive. However, this assumption does not
hold in practice. The monitoring period allows time to determine a more accurate
measure of the instantaneous utilization. If bandwidth needs to be adjusted to
allow circuits to reclaim bandwidth that was originally allocated to them, however,
the queue size will increase linearly until the circuit’s bandwidth is restored to its
requested peak rate. Therefore, as Figure A.16 shows, observed queuing delays were

much higher than that determined in the previous section.

A.3.3 5 Circuits.

A.3.3.1 Workload and Utilization. — The circuits were configured with
the same parameter values as the five-circuit configuration of the static system (see
Table A.3). Additionally, the same assumptions were used to validate the model
against the theoretical model as were given in Section A.3.2.1. The resulting offered
load and utilization are shown in Figures A.17 and A.18. At t = 0, the instantaneous
utilization is 0%, as expected. At t = 1200, the instantaneous utilization is initially
20% because Circuit 0 is allocated one-fifth of the bandwidth. Immediately, Circuit
0 is allocated all but 8192 bps of each of the remaining circuits’ bandwidth, up to
twice its originally assigned bandwidth. This results in a new data rate of 32768 bps
for Circuit 0. Utilization at this point becomes 40% since Circuit 0 takes advantage
of the increased bandwidth and Circuits 1-4 are still idle. At t = 1800, Circuits
1-4 become active and instantaneous utilization increases to 100%. Immediately,

Circuit 0 reduces its bandwidth and data rate from 32768 bps to 16384 bps while
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the remaining circuits reset their bandwidths to 16384 bps. Instantaneous utilization

remains at 100% until the off period at t = 3600.

A.3.3.2 Queuing Delay. Using the workload described above with
dynamic allocation, there are four possible states the system could be in, which could
affect queuing delay. Three of these will be discussed in turn. The fourth occurs

when neither circuit is transmitting, resulting in a zero queuing delay.

Circuit 0 On, Circuits 1-4 Off, Before Reallocation: When Circuit 0 ini-
tially becomes active, the bandwidth allocations are at the originally assigned levels.
Therefore, the expected queuing delay will be the same as that shown under the
static model: 0.5 sec. Note that the remaining circuits’ queuing delays should be
zero since they are inactive at that time. It should also be noted that, under the

assumption of instantaneous reallocation, this delay level would not be seen.

Circuit 0 On, Circuits 1-4 Off, After Reallocation: Figure A.19 depicts the
packet arrivals and time slot allocations for the first and subsequent TDM iterations
in this configuration. It also depicts the packet servicing of the first TDM iteration.
Once bandwidth is reallocated to 32768 bps for Circuit 0 and 8192 bps for Circuits
1 and 2, the time slot allocations will be as shown in the figure. If A = 8 pps and pu

= 20 pps, then the expected service time is as shown in Equation A.8.

1
E(s) = p = 0.05 sec (A.8)

A.8.3.2.1 Packet Arrivals. Circuit 0’s arrival rate is 8 pps; Cir-
cuits 1-4 are idle. Therefore, the aggregate arrival rate is 8 pps. Packets arrive syn-
chronously and one will arrive every 0.125 sec. Each arriving packet will be queued
up in Circuit 0’s subqueue until it can be serviced. In the diagram above, packet

arrivals are designated by the same convention as that given in Section A.3.2.2.1 (i.e.

Pkt Ckt#-Pkt#).
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A.3.3.2.2 Packet Servicing. Circuit 0’s data rate under this
configuration is 32768 bps or 8 pps. Therefore, it will be allotted eight time slots
per second. These are allocated contiguously as shown in the diagram above. At t
= 0, Pkt 0-1, which has just arrived, can be serviced immediately. This results in a
waiting time of zero seconds and a total time in system of 0 sec + 0.05 sec = 0.05 sec.
The time slots at times 0.05 and 0.10 go empty because there are no new packets
queued up. However, Pkt 0-2 is serviced at t = 0.15. Its waiting time is 0.025 sec
yielding a total time in system of 0.075 sec. The time slot at t = 0.20 goes empty
since no new packets have arrived. At t = 0.25, Pkt 0-3, which has just arrived can
be serviced immediately. Therefore, its total time in system is 0.05 sec. No more
packets are serviced during this iteration because Circuit 0 has no new packets arrive

prior to the passing of its time slots and Circuits 1-4 are idle.

At this point, Pkts 0-4 through 0-8 are queued up and are serviced in the first
four time slots of the next iteration. The waiting times experienced by these packets
are 0.625 sec, 0.550 sec, 0.475 sec, 0.400 sec, and 0.325 sec, respectively. This results
in total times in system of 0.675 sec, 0.600 sec, 0.525 sec, 0.450 sec, and 0.375 sec
for the five packets. Pkts 0-1 through 0-3 will be serviced in Circuit 0’s last three

time slots. The average total time in system for each packet will be 0.4125 sec.

Circuit 0 On, Circuits 1-4 On, After Reallocation: At t = 1800, the remaining
circuits become active and begin transmitting at 16384 bps. Circuits 1 and 2 will
only be able to transmit half of the arriving packets during each second, however,
since their slot allocations have been cut in half. Therefore, queuing delay will
increase without bound as long as its assigned bandwidth is only 8192 bps. Since
the theoretical model assumes instantaneous reallocation, though, this problem will

never occur.

A.8.3.3 Effect of Monitoring Period. =~ The theoretical model assumes

that the monitoring period has been reduced to zero. Thus the queue is always
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Table A.4.  Seed Independence Results — Static Allocation Method, 1 Circuit

Queuing Delay
Utilization (%) (ms)
Seed 128 53.27 130.12
Seed 129 4717 124 .58
Seed 130 50.53 119.46
Mean 50.32 124.72
Variance 9.35 28.47

Table A.5.  Seed Independence Results — Static Allocation Method, 2 Circuits

Utilization (% ) Queuing Delay (ms)
| Circuit 0 Circuit 1
Seed 128 51.63 272.21 289.36
Seed 129 49.47 267.83 311.34
Seed 130 54.97 272.05 319.06
Mean 52.02 270.69 306.59
Variance 7.67 6.18 237.56

servicing packets at the same rate they arrive. However, this assumption does not
hold in practice. The monitoring period allows time to determine a more accurate
measure of the instantaneous utilization. If bandwidth needs to be adjusted to allow
circuits to reclaim bandwidth that was originally allocated to them, the queue size
will increase linearly until the circuit’s bandwidth is restored to its requested peak
rate. Therefore, as Figure A.20 shows, observed queuing delays were much higher

than that determined in the previous section.

A.4  Seed Independence

Up to this point, the models have been tested with constant-valued ON and
OFF periods. Since the exponential distribution would be used in the actual tests,
however, the static and dynamic models were also subjected to the same tests as
before. This time, however, the mean ON and OFF periods were exponentially dis-
tributed and three different random seeds were used. The objective was to determine
whether the results obtained across varying random seeds were similar. Tables A.4-
A.9 provide the utilization and queuing delay values obtained through simulation as

well as the mean and variance of the data for both models.
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Table A.6.

Seed Independence Results — Static Allocation Method, 5 Circuits

Utilization (%) Queuing Delay (ms)
Circuit0 Circuit 1 Circuit2 Circuit 3 Circuitd
Seed 128 52 89 402 66 44517 413.13 438,79 437 .81
Seed 129 46.51 399 78 437.35 422 46 42173 417 61
Seed 130 48.27 401.04 42719 475 35 416.55 42430
Mean 49,22 401.18 43857 422.31 425,58 426 .58
Variance 10.86 2.09 81.26 9.69 130.21 105.86
Table A.7. Seed Independence Results — DBA Method, 1 Circuit
Queuing Delay
Utilization (%) {ms)
Seed 128 53.27 130.12
Seed 129 4717 124.58
Seed 130 50.53 119.46
Mean 50.32 124.72
Variance 9.35 28.47
Table A.8.  Seed Independence Results — DBA Method, 2 Circuits
Utilization (%) Queuing Delay (s)
Circuit 0 Circuit 1
Seed 128 65.81 0.518 108.075
Seed 129 65.65 0.568 105.660
Seed 130 66.65 0.579 123.418
Mean 66.04 0.555 112.384
Variance 0.29 0.001 92,765
Table A.9.  Seed Independence Results — DBA Method, 5 Circuits
Utilization (%) Queuing Delay (s)
-~ Circuit0 Circuit1 Circuit 2 Circuit3 Circuit 4
Seed 128 £0.82 19,44 130.69 112,32 132 85 05 53
Seed 129 57 51 2369 105.69 109 67 8311 101 .68
Seed 130 £278 24 81 123.04 141.32 120 66 110.65
Mean 60.37 22.65 119.81 121.10 115.54 102.66
Variance 7.09 8.02 164.03 308.36 414.49 57.13
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Appendiz B. Statistical Data

Table B.1.  Utilization Data — Static Assignment TDM

System Voice Voice & Data
Underload |Data Overload| Overload Overload
Seed 128 13.21 29.57 20.29 36.78
Seed 129 13.23 29.46 20.35 36.57
Seed 130 13.34 29.58 20.41 36.51
Seed 131 13.32 29.59 20.44 36.51
Seed 132 13.16 29.47 20.35 36.57
Column Mean 13.25 29.53 20.37 36.59

Table B.2.  Voice Circuit Queuing Delay Data — Static Assignment TDM

System Voice Voice & Data
Underoad Data Overload Overload Overload

Seed 128 260.23 260.45 309.01 309.23
Seed 129 260.33 260.05 309.39 309.27
Seed 130 260.41 260.62 308.91 309.46
Seed 131 260.07 260.06 309.26 309.31
Seed 132 260.46 260.46 309.15 309.48
Column Mean 260.30 260.33 309.15 309.35

Table B.3.  Video Circuit Queuing Delay Data — Static Assignment TDM

System Voice Voice & Data
Underload Data Owerload| Overload Overload
Seed 128 336.13 334.66 336.48 332.79
Seed 129 335.23 336.04 335.02 335,22
Seed 130 335.01 335.79 334.57 336.26
Seed 131 335.98 334.48 336.45 335,78
Seed 132 332.59 334.88 336.00 336.14
Column Mean 334.99 335.17 335.70 335.24
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Table B.4. NIPRNET Circuit Queuing Delay Data — Static Assignment TDM

System Data Voice Voice & Data

Underload Overload Overload Overload
Seed 128 374.06 399.09 373.76 399.27
Seed 129 374 .46 399.28 373.70 399.09
Seed 130 373.47 399.19 373.79 399.00
Seed 131 373.44 399.16 373.39 399.02
Seed 132 373.03 399.09 373.78 399.20
Column Mean 373.69 399.16 373.68 399.12

Table B.5.  SIPRNET Circuit Queuing Delay Data — Static Assignment TDM

All Circuits Voice Voice & Data

Underload Data Owerload| Oweroad Owerload
Seed 128 373.60 398.95 373.62 399.07
Seed 129 373.38 399.41 373.65 399.32
Seed 130 373.99 399.08 373.81 399.01
Seed 131 373.69 399.42 373.75 399.38
Seed 132 373.48 399.15 373.73 399.12
Column Mean 373.63 399.20 373.71 399.18

Table B.6.  Utilization Data — DBA-1

Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 84 kbps
Monitering  |[Monitering |Monitering |Monitoring |Monitoring  |Monitoring |Monitoring (Menitoring  |Menitoring
Offered Load |Period (5) Period (10) |Period (50} |Period (5) |Period (10) |Period(50) |Period(5) |Period {10} |Period {(50)

19.50 19.97 19.49 19.50 19.50 1943 19.50 19.50 19.49

2112 20.85 21.12 2112 2112 2112 2112 212 2112

Systemn Underoad 17 .96 17.92 17.34 17.96 17.96 17.98 17.96 17.96 17.96

18.99 18.96 18.59 18.599 18.60 18.52 18.60 18.60 18.60

20.37 19.30 20.34 2037 2037 2037 20.37 20.37 20.37

49.30 48.65 45.83 50.11 47.91 47.18 4777 46.18 45.29

48.93 49.12 47.03 50.54 48.58 47.33 48 66 45.93 46.63

Data Overload 50.20 45.43 45.85 50.18 45.29 45.85 A7 17 46 .45 45.91

4918 458.87 439.08 48.43 4868 49.08 47.31 45 87 45.92

041 45.45 4744 45,66 49.54 47 44 46 .63 4778 44.70

2999 28.32 28.32 29.93 28.91 2731 27.80 2748 27.80

2943 28.98 28.03 30.03 28.82 2RO 2882 2677 2780

v/ oice Cheroad 200 27.85 28.24 3014 2723 27.35 27.79 27.82 27.96

29 54 20.09 28.24 29.38 28.81 28.20 28.30 27 .58 274

2033 2870 2780 31.81 2943 2784 284 28.54 2674

4732 47.06 48.61 45.85 4641 4861 46.28 45.03 45.39

] A7 B4 Aa5.37 4739 A47.90 46.23 47.85 A6.95 46.16 46.99
“oice & Data

Ovirivad 4774 45.57 47.58 47.06 46.72 47.88 45.07 44 539 47.18

46 .67 45.23 45.32 45.03 47.55 458.32 4738 46 .86 46.78

4731 4545 47 44 47.91 47.12 47 44 47.15 45.39 46.41

Table B.7.  Utilization Means — DBA-1

Allocation Granularity: § khps Allocation Gramularity: 32 kbps Allecation Granularity: 64 kbps
Ik ing Monitoring  (Moniteri Monitoring  (Monitering  |Menitoring  |Monitoring itoring  [Monitoring Row Row
Offered Load  |Period (5) Period (10} |Period (50) [Period {5) Period {10} |Period (50} [Period (5} Period {10} |Period {50) Row Sum Mean Effect
System Undedoad) g 4 19.40 19.49 1951 1951 1951 19,51 1951 1951 175.47 1950 | 1625
Petaietose 4960 4571 47,84 4978 4559 a7 a7 47 51 4643 4569 43213 4501 | 1226
aice S 2955 26,60 2612 3021 2650 2774 2617 770 2735 255,02 2845 | 7.30
“oice & Data
Crerioad 4734 1654 47,67 4755 1847 4801 46.49 4603 1675 42343 | a7ps | 1130
Column Sum 146.00 T43.25 14333 T47.05 143 55 14323 141 67 13967 138.30 1287 05
Column Mean 3650 3581 35.83 76 35.89 3551 3542 3492 3482 35.15
Column Effest 07s 0.06 008 1.01 014 0.06 033 083 093
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Table B.8.  Utilization Standard Deviations — DBA-1
Allecation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring  (Menitoring |Menitoring |Menitoring (Monitoring |Menitoring |Menitering |Moenitering |Menitoring
Offered Load |Period (5)  |Period {10) |Period (50) |Period (5} |Period (10} |Period (50) |Period (5) |Period {10} |Period (50)
Systemnoenoad) a3 1.108 1.284 1.284 1.282 1.282 1.282 1.282 1.282
ReaCEae 0.664 0.284 1.042 0818 0.603 0.906 0.761 0.771 0.730
MOLEIENErbgY 0275 0.515 0.211 0.788 0.524 0.394 0.344 0.647 0412
Yoice & Data
Oreroad 0419 0.319 0.559 0.539 0.465 0.456 0.905 0.811 0.341
Table B.9.  Utilization Difference Data — DBA-1
Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring  |Monitoring |Monitoring |Monitoring |Moenitoring |Monitoring [Monitoring |Monitoring |Monitoring
Offered Load |Period (5) Period (10) [Period {(50) |Period (5) Period (10} [Period (50) |[Period {5) Period (10) |Period (50)
6.28 5.76 5.28 5.28 6.28 6.28 .28 5.28 6.28
7.89 765 7.89 7.89 7.89 7.89 7.89 7.89 7.89
System Underoad 462 457 4.60 4652 4.62 4.62 462 4.62 4.62
528 565 528 527 528 528 528 5.28 528
721 5.13 718 7:21 7.21 720 721 7.2 7.21
19.73 19.08 17.26 2054 15.34 17.61 15.20 16.55 1572
19.47 19.66 17.57 21.08 19.13 17.87 19.20 1648 17.18
Diata Onerload 20.63 18.86 19.27 2060 18,72 19.27 17.59 16.87 16.34
19.58 19.28 159.48 18.84 19.07 19.48 17.73 16.29 16.34
20.9%4 19.01 17.97 2018 20.08 1797 17.16 18.28 15.23
9.70 5.03 5.03 9.69 8.62 7.02 781 7.18 7.21
9.02 8.63 7.68 9.69 8.18 765 8.17 6.42 745
Yoice Chwverload 8.94 744 7.83 9.73 5.82 5.4 7.38 7.4 715
9.20 865 7.80 8.94 8.37 7.6 7.88 7.45 6.70
898 843 748 1116 908 748 806 8.189 £.39
10.84 10.28 11.83 1009 9.63 11.83 9.20 9.25 9.61
\oice & Data 11.07 951 10.82 11.33 9.96 11.28 9.98 9.98 1042
Overload 11.24 10.06 11.08 10.36 10.21 11.34 8.26 g8.18 10.65
10.16 972 11.80 11.91 11.04 11.80 10.87 1038 10.27
10.74 9.88 10.87 11.34 10,595 10.87 10.59 9.82 9.84
Table B.10.  Utilization Difference Means — DBA-1
Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring  |Menitoring |Menitoring |Monitoring |Menitoring |Menitering |Menitoring |Monitoring | Monitoring
Offered Load |Period (5) Period (10) [Period {50) |Period (5) Period (10} [Period (50) [Period {5) Period (10) |Period (50)
systembnoetuad) s 615 6.24 £.26 6.26 626 6.26 6.26 6.26
Balathenneg 20.07 19.18 158.31 20.25 19.06 18.44 17.98 16.90 16.16
DI Ernad 9.18 8.24 7.76 5.84 8.21 737 7.30 7.33 6.93
voice & Data
Oreroad 10.79 995 11.28 1097 1028 1143 990 944 1016
Table B.11.  Utilization Difference Standard Deviations — DBA-1
Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring Monitoring |Menitoring (Monitering |Monitering |Monitoring (Monitoring |Monitering |Monitering
Offered Load |[Period (5) Period (10} |Period {50) |Peried(5) |Period (10) |Period (50) |Period(5) |Period (10) |Period (50)
StBUBHEnOa)| ey 1.156 1.343 1.344 1.342 1.342 1.3:42 1.342 1,34
e 0.669 0.310 1.006 0.848 0.643 0.867 0.780 0.798 0.735
Vaite ooz 0.308 0.512 0.213 0.809 0.850 0.371 0.342 0.634 0.427
Yoice & Data
Ornverload 0.428 0.223 0.4595 0.612 0.541 0.399 0.916 0.503 0.425
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Table B.12.  Utilization Difference 90% Confidence Intervals — DBA-1
Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: &4 kbps
Monitoring  (Meonitoring |Monitoring (Monitoring |Menitoring |Menitoring |Menitoring |Monitoring  (Menitoring
Offered Load |Period (5) Period {10} |Period (50) |Period (5) Period (10} [Period (50} |Period{(5) Period (10} |Period (50)
4.58 5.05 4.96 4.98 4.98 4.98 4.98 4.58 4.58
SRR e — 725 752 754 7.54 7.53 7.5 754 754
19.43 18.88 17.35 1944 1845 17 .61 17.23 16.14 15.46
— 10,71 19.47 19.27 2106 19.68 19.27 18.72 17.66 16.86
e Ovarlna 5.89 778 7.55 9.07 740 7.02 747 5.73 547
947 B.73 756 1061 9.02 773 8.12 7.93 7.39
voice & Data 10.34 9.73 10.80 10.38 9.76 11.05 9.03 867 9.75
Oneroad 11.16 10.16 11.76 1188 10.79 11.81 10.77 10.21 10.56
Table B.13.  Utilization Main Effects — DBA-1
Variable
Factor Designation Level 1 Level 2 Level 3 Level 4
Workload A -16.25 12.26 -7.30 11.30
Allocation
Granularity B 0.30 0.40 -0.70 N/A
Monitoring Period C 0.48 -0.21 -0.26 N/A
Table B.14.  Utilization Second Order Interaction Effects — DBA-1
Allocation Monitoring
Granularity (B} Workoad (&) Period (C} Workload (A)
Data Voice Voice Data Data Voice Voice Data
Underload Overload Overload Overload Underload Overload Overload Overload
S Khps -0.32 0.41 0.0z -0.10 5s -0.468 0.47 0.39 -0.40
32 kbps -0.39 0.37 -0.01 0.03 10s 0149 011 0.06 -0.36
64 khps 0.71 -0.77 -0.01 0.07 50s 0.27 -0.58 -0.45 0.76
Monitoring
Period (C) Allocation Granularity (B)
8 khps 32 kbps 64 khps
5s -0.02 013 -0.11
108 -0.02 -0.05 0.08
50s 0.05 -0.08 003
Table B.15.  Utilization Third Order Interaction Effects — DBA-1
Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring  |Monitoring |Meonitoring |Monitoring [Monitoring |[Monitoring |[Monitoring (Monitering [Monitering
Offered Load  [Period (5) Period (10) |Period (30) |Period (5) Period (10) |Period (50) |Period (5) Period (10) |Period {50)
Systembnderond] s -0.02 -0.03 0,15 0.08 0.07 0.10 0.05 -0.04
DistaOvarinad 0.04 0.12 008 0.08 0.03 0.12 0.13 0.08 0.04
e OEHRg 005 0.02 0.03 0.3 0.06 031 0.3 0.04 0.23
Yoice & Data
Overload 0.04 -0.12 0.08 -0.14 0.01 0.12 0.10 0.10 -0.20
Table B.16.  Utilization Analysis of Variance — DBA-1
55Y 550 55A 558 55C 55AB SSAC S5BC SSABC 55T 55E |
| 257095.27 230068.50 26G00.94 44.25 20.43 2513 .67 1.00 3.32 2702678 10003 |
War Dueto
War Due to WarDue to Allacation
YarDue to | YarDueto | Workload & | Workload & |Granularity &
“War Due to Alloc ation M onitaring Alloc ation hdanitaring Monitoring [War Dueto Alll “ar Due to
Workload Granularity P eriod G ranularity Period P eriod Factors Etrar
99.16% 0.16% 0.08% 0.09% 012% 0.00% 0.01% 0.37%
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Table B.17.

Voice Circuit Queuing Delay Data — DBA-1

Allocation Granularity: 8 khps Allocation Granularity: 32 kbps Allocation Granularity: 64 khps
Monitoring |Monitoring  [Monitoring _|Monitoring |Monitoring |Monitoring _|Monitoring |Wonitoring | ing
Offered Load Period (3) Period {(10) |Period {(50) [Period {5) Period {(10) |Period (50) |Period {3) Period {10) |Period {50)
31718 27476 266.44 26027 261.33 25775 25574 25282 260.21
317.10 283.82 388.41 26520 2253 300.68 2570 256,63 27438
System Underload 296.73 27536 413.35 25122 252.40 307.61 251.66 260.54 259.26
306.94 27510 28269 254 31 25493 264.84 25298 250.78 256.88
32575 PR 268.44 26095 263.14 267 B1 25676 264,48 26216
362 54 39478 B95 76 37104 392 61 FRO13 33052 337 97 448 .43
358.97 407 14 B65.17 7957 397 .43 732.94 3372 335812 429.52
Data Overload 37037 39482 73173 38120 393.08 73173 330.60 341.90 41513
365.56 401.67 7B7.90 36203 39164 767.90 327.62 33714 44291
37913 401.31 657.26 36711 413.01 BE7.26 329.94 343.27 460.49
224 .47 22617 346.75 22833 23164 264.65 240.72 252.80 329.21
22147 229.06 270.62 22818 23116 32839 24393 260.76 331.51
“oice Overload 221.20 227 04 284.00 227 224 52 309 26 242 51 264 34 32076
224.07 226.54 261.73 22697 2377 313 243851 249.31 351.591
22251 220.84 202.26 23617 23067 32238 2453 260.73 307.41
31266 353.66 521.34 3524 351.98 521.34 316.95 364.86 £76.93
316.82 345.88 563.43 31578 346.20 578.36 323.90 358.89 B04.23
“oice & Data Overload 314.10 354.85 57760 30977 356.35 B515.85 313.34 346.09 566.75
307.94 343.96 591.65 31888 350.09 £91.65 324 45 36219 55212
3153 35316 55395 321 .06 36085 553 .96 326 82 36661 48,75
Table B.18.  Voice Circuit Queuing Delay Means — DBA-1
Allocation 8 kbhps All ocati i 32 kbps Allocation Gi 64 kbps
tori itori ) il itorl ol Monitoring itorl itoril g Row Row
Offered Load Period (5)  [Period (10} |Period (50} |Period (5} |Period (10) |Period {50) |Period {5} |Period {10} |Period (50) Row Sum Mean Effect
=vstem Underoad 274 7736 32387 253,49 5887 27970 25481 25305 26258 243147 | 27572 | 7586
pate Qierosd 38811 0994 71036 37219 ;7 .55 71593 330,05 339 68 438,30 407421 | 45269 | 10132
akeDwerand 2075 2773 291 07 2251 2985 307.20 24320 25359 IB/OB 233306 | 25023 | 9214
voeea Datr Ovlond | mmar 360 30 55259 31614 64 59 59284 37109 35973 56876 376072 | #1786 | A48
Column Sum 1217 97 1255.3 1207 90 117633 1241 27 189572 114319 1206.05 1595.71 12640.47
Column Mean 304 43 383 47695 294,08 30,32 47393 26730 301 51 30895 35137
Columin Effest 268.74 FEOB 44122 258,33 T4 57 43818 251.55 26576 36418
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Table B.19.  Voice Circuit Queuing Delay Standard Deviations — DBA-1
Allocation Granularity: 8 khps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbhps
Monitering  [Monitoring |Monitoring |Monitoring |[Monitoring |Monitoring |Monitoring [Monitoring | Monitoring
Offered Load Period (5) Period (10) |Period (50) |Period (5) Period (10) |Period (50) |Period (5} Period (10) |Period (50)
Siratem:Uiiderdat 11.159 2.801 71.140 5.490 4873 22736 2.482 2569 5.066
DiataiDvaoad 9547 5234 39.580 8155 Bo21 42 356 1518 2721 17 502
aleaiierlont 1.485 1,626 33.283 3759 3.069 25,054 1.715 4431 16.145
voce&laEeioal | gumg 4997 25636 4260 5.901 28.341 5.685 8.164 22.367
Table B.20.  Voice Circuit Queuing Delay Difference Data — DBA-1
Allocation Granularity: 8 khps Allocation Granularity: 32 khps Allocation Granularity: 64 khps
Monitoring |Monitoring |Monitoring |Monitoring |Monitoring |Monitoring |Monitoring |Monitoring | Monitoring
Offered Load Period (3) Period {10) |Period {50) [Period {5) Period {(10) |Period (50) |Period {3) Period {10} _|Pericod {50}
56.95 1452 5.20 0.04 1.09 240 -4.49 741 0.0z
56,77 23.49 128.08 157 220 40,35 242 370 14.05
System Underload 36.32 1495 15297 919 801 7.0 875 987 115
4537 15.03 2262 -5.26 514 477 7.09 -9.30 -3.19
B5.29 17.29 7.98 0.49 258 7.14 471 597 1.70
102.00 13433 436,31 110,58 132.15 399 57 70.08 7752 187.98
58.91 147.09 408.11 119.52 137.38 472.59 7166 78.07 169.47
Data Overload 118.75 134.19 47111 120,57 132.46 47111 £9.95 81.28 154.51
105.50 141,61 507.84 101.97 131.58 507,84 B7.57 77.00 182,85
118.66 140.85 47579 106,54 152.54 47679 B9.48 5251 20003
4.54 2.4 774 0.8 7737 4436 68.29 5521 20.20
-87.92 -80.33 3877 81.21 78.24 18.99 -65.41 58,63 2211
Waice Overload 7.7 a1.87 2491 81.00 8439 035 6B.40 5457 1185
-85.19 5273 47 54 5229 77.49 205 65,76 59,95 4224
8664 -78.31 -1B.89 72.98 7B.48 13.23 -63.85 -45.42 .74
3.43 44,43 31211 B.01 1278 31211 772 5563 267 71
755 BE1 259 15 £.49 36.93 259.09 143 4967 294 95
Voice & Data Overload 454 45,39 268.14 031 46.39 309.42 3.88 3663 257.29
.36 34,65 26234 9.56 49.78 282,34 1514 5208 24281
583 43.68 244.45 11.59 51.37 244.48 17.34 57.14 239.27
Table B.21.  Voice Circuit Queuing Delay Difference Means — DBA-1

Allocation Granularity: 8 khps

Allocation Granularity: 32 kbps

Allocation Granularity: 64 kbhps

M ing |M ing (M ing |M ing (M iing  [M ing [Monitoring M ing (M ing
Offered Load Period (5) Pariod (10} |Period (50) |Period (5) Period (10)  |[Period (50) |Period {5} Period (10} |Period {50)
S stemndencan 52.44 17.08 B3.57 -1.81 143 18.40 -5.43 725 2.28
DataiQyarload 108.78 139,61 450,03 111.86 137.22 456 56 B9.75 79.35 178.97
jaisesieoas -B6.40 -81.42 -18.07 7963 79.20 195 -65.94 55,56 1893
e um 4095 273.24 B.79 4554 253.49 11.74 50.38 26041

Table B.22.  Voice Circuit Queuing Delay Difference Standard Deviations — DBA-
Allocation Granularity: § kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps

M ing |M ing  |M ing (M ing (M ing (M ing |Monitoring |M ing  |M ing

Offered Load Period (5) Period (10) |Period (30) |Period (5) Period {10) |Period (50) |[Period {5) Period {10) |Period {50}
By etemiUndei et 11.126 3.757 71.085 5.469 2834 22 56 2.462 2515 B.819
DataiDyzoad 9352 5.447 39.598 5.080 B.874 42,504 1.471 2540 17.524
joieasdiatioat 1502 1547 33.392 3767 2944 24.944 1615 4504 16.067
Voiges Diataeriond 3377 1947 25716 4284 5.825 28,380 5.584 5.204 72.434
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Table B.23.  Voice Circuit Queuing Delay Difference 90% Confidence Intervals —
DBA-1
Allocation Granularity: 8 khps Allocation Granularity: 32 kbps Allocation Granularity: 64 khps
Monitering [Monitoring [Monitoring |Menitoring |[Monitoring  [Monitering  [Monitoring [Monitoring [Monitoring
Offered Load Period (5) Period (10) |Period (50) |Period (5) Period (10) |Period (50) |Period (5} Period (10) |Period (50)
System Underload 41.83 13.47 -4.21 -7.02 -6.04 -2.21 -7.54 -9.65 -4.23
63.05 2064 131.35 3.40 3.17 41.01 -3.14 -4.65 8.78
Data Overload 99.87 134.42 412,28 104.15 128.76 41513 BB.35 76.93 162.26
117.70 144.81 487.79 119.56 145 68 496.19 71158 81.77 195.68
\aice Overload -67.83 -52.89 -49.91 -83.23 -52.00 -25.73 -67.45 -59.85 3.61
-84.97 -79.94 13.76 -76.04 76.39 21.83 -64.40 -51.26 34.25
\/oice & Data Overload 0.80 3623 24872 2.7 39.99 256.43 6.32 42.56 239.02
7.24 45 67 297.76 10.88 51.10 310.55 17.16 56.20 281.80
Table B.24.  Voice Circuit Queuing Delay Main Effects — DBA-1
Variable
Factor Designation Level 1 Level 2 Level 3 Level 4
Workload A -75.66 101.32 -92.14 66.48
Allocation Granularity B 13.73 8.07 -21.80 N/A
Monitoring Period C -56.08 -42.82 98.90 N/A

Table B.25.  Voice Circuit Queuing Delay Second Order Interaction Effects —
Allocation Monitoring
Granularity B) Workload (&) Period (C) Workload {A)
Data Voice VoiceData Data Voice Voice/Data
Undedoad Overoad Overoad Overoad Underoad Overload Overload Overdoad
8 kbps 151 26.72 2577 -16.18 58 57 -39.48 2867 -44.1
32 kbps -18.10 34.48 -11.75 -4 G4 10s 3019 -30.81 20.65 -20.06
64 khps 2.89 -51.21 37.92 20.50 50 s -55.91 70.29 4935 54.97
Monitoring Period (C) Allocation Granularity (B)
3 kbps 32 khps 64 kbps
5s 452 9.28 13.80
10s -845 £.31 14.75
50 s 1287 15.58 -28.56
Table B.26.  Voice Circuit Queuing Delay Third Order Interaction Effects — DBA-
Allocation Granularity: 8 khps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbhps
Monit. illg Maonit. ing Maonit 'ing Monit: 'illg Monit. 'illg Maonit. il]g Monit. 'i“ﬂ Monit 'illg Monit. 'ing
Offered Load Period (5) Period (10) |Period {(50) [Period {5) Period {10) |Period (H0) [Period (5) Period {10} _|Period {50}
system Lhderioag 12.98 523 575 2.45 1211 4.5 15.43 589 21.32
Bataerioad 2394 112 3506 1822 778 BT 218 28.87 7103
roieeiiieriad 7.50 1113 1863 1065 285 13.49 1814 13.98 212
oice s Dateverioad 3.46 .21 867 512 279 79 558 500 17.58
Table B.27.  Voice Circuit Queuing Delay Analysis of Variance — DBA-1
[ 55Y 550 584 | SSB 55C | S§8AB [ 8SAC | SSBC [ SSABC | 58T SSE |
I 25200708.88 | 2722348850 | 130045090 | 4371213 | £85A53.15 | 13714000 | 437536.86 | 3704628 | 7979618 | 2677219.37 | 5567286 |
War Dueto
WarDueto | War Dueto Allocation
“ar Due to “arDueto | Workload & | Workload & | Granularty &
War Due to Allacation Il onitaring Allocation M onitoring Monitoring  [var Due to ANl WarDueto
‘W orkload Granularity Feriod Granularity Feriod Feriod Faciors Errar
43 BE% 1.47% 26.75% 4.61% 14.70% 1.24% 2.68% 188%
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Table B.28.  Video Circuit Queuing Delay Data — DBA-1
Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitaring Monitering |Monitoring |Monitoring |Monitoring |Monitoring |Monitoring  |Manitoring |Monitering
Offered Load Period {5} Period {10} |Period {50} |Period (5) Period {10} |Period {50) [Period (5} |Period (10) |Period {50}
303.35 368.64 1995 46 266.16 34203 1808.90 280.00 35797 1B655.04
25259 73N 1676.96 279.69 2713 837.97 27825 305.32 58517
Systern Underload 305.42 a07.61 2558.22 306.18 306.70 778.61 27323 421.92 280.49
260.09 326.16 1665.95 255.40 34555 193263 27285 325.86 1010.54
348.36 460.55 2257 51 300.79 368.93 1525 66 28576 36017 B37.73
28067 296.54 2404.90 289.55 5539.11 332647 27522 33479 2033.98
335.83 424,20 2718.66 307.85 4158.29 1296.22 28349 321.61 1033.00
Data Overload 343 A8 440 30 257979 35000 R31 47 257879 2BB73 44674 94083
31009 49934 2106524 429 55 B17.29 210624 25590 BO7 72 1603.77
450.82 704.80 1930.49 333.04 331.15 1930.49 261.40 294.11 1331.51
78B.72 1437.83 4268.26 816.70 1195.587 305397 78B.72 8858.30 3904.58
74502 1099.44 57339 101935 141743 £940.87 74502 949,52 3416.93
“oice Cverload 514.10 1606.58 5125.98 127474 2671.39 B5189.54 514.10 1177.93 2651.19
72931 1749.26 5785.14 115811 2104.97 3687.30 72931 1407.10 3509.14
52455 1622.87 £508.93 928.68 1230.65 4359.33 52455 1568.52 2062.87
81432 1259.66 4926.38 142017 1460.59 492638 52041 1071.02 4893.39
969.26 1347 47 4420.79 1079.90 1494.14 S42227 81405 1352.29 414535
“oice & Data Overload 93991 1345.05 4653.65 811.71 1822.71 4765.02 768.94 1536.73 4124 69
89239 1355.69 504773 993.28 1793.21 504773 1031.08 644 66 5639.69
761.05 1981.72 5419.18 801.83 2549.83 541918 1087.34 952,77 482617
Table B.29.  Video Circuit Queuing Delay Means — DBA-1
Allocaton Gi § khps Allocation 32 Wps Allocati 64 kbps
i i ] i il i i il i il Row Row
Offered Load __|Period {5) Petiod (10) |Period(50) |Period (5) _|Period (10) |Period (50) |Period (5} _|Period (1) |Period 50} | RowSum | Mean | Effect
stemLince oed 2939 407 37 2031.42 261 64 FXird 1436.76 7a02 354,25 3378 24403 | Ga37a | GET.74
pichtielbd: 3442 47310 2347.82 350.00 517 45 2247 44 774 400,99 1380 62 B4am | 9wl | 653m
Volee it oad 670.04 1m320 | 548244 G952 | 17200 sm6.20 £79.94 1827 | Mossd | 2014245 | 227138 | esass
o= 2 Data nbcan a75.m 1a5702 | 48935 12138 | 182410 511612 64,36 111150 | 473586 | 2190017 | 243335 | 85182
Column Sum 215350 4156 | 1479523 | 20a254 | 439243 | 1a6dA2 | 210006 WESO1 | 10621 | 5633508
Column Mean 548.3 56040 663,51 67314 108811 345563 52502 766,25 2517.05 1581.53
Column Effect s12.62 g24 64 3653.06 63730 1062.36 342088 43926 7305 248130
Table B.30.  Video Circuit Queuing Delay Standard Deviations — DBA-1
Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring Monitoring  |Monitoring  |Monitoring  |Monitoring (Monitoring |Monitoring |Monitoring  |Monitoring
Offered Load Period {5} Period {10} |Period {50} |Period (5) Period {10) |Period {50} |Period {5) |Period {10} |Period {50}
Ryreamedaeiioed 38,851 74495 383.058 21799 0279 575,048 5329 44238 527,277
Betatyzead B4.493 149.085 326,955 53.422 134 764 757.972 14742 129362 444,266
piSiesERala 107 881 251,422 B41.756 181.477 B44.070 | 1449586 | 107.891 291,148 740,248
“oice & Data Overload
56.699 295408 351.511 252692 435.365 295 605 192.783 347 697 645173
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Table B.31.  Video Circuit Queuing Delay Difference Data — DBA-1
Allocation Granularity: 8 kbps Allocation Granularity: 32 khps Allocation Granularity: 64 kbps
Monitoring Monitoring [Monitoring |[Monitoring [Monitoring [Monitoring |[Monitoring  Monitoring Moenitoring
Offered Load Period {5) Period {10} [Period (50} [Period {5) Period {10} |Period (50} [Period {5) Period {10} Period {50)
-32.78 32.51 1659.33 -£9.97 5.90 147277 -56.13 21.84 1318.91
-02.64 30.18 1341.73 -55.54 -64.09 50275 -56.90 -29.91 24594
Systern Underload -28.89 172.80 222320 -25.54 -28.31 443.60 H1.79 §6.90 -54.43
-75.89 -9.82 1333.00 -80.58 957 1596.65 H3.13 -10.12 674.56
158.78 128.27 1924.92 -31.80 36.35 1493.03 -46.53 27.58 305.14
5399 -37 .82 207024 -45.12 254 45 2950 80 -56.45 012 1699 32
021 88.17 238262 -28.19 8225 960.19 5285 -14.43 701.96
Data Overload 7.89 104.51 2244.00 54.21 29568 2244.00 -69.06 11095 605.04
-24.38 164.86 177077 95.10 28281 177077 -35.58 27324 1269.30
115.94 369.92 1595.61 -1.84 -3.73 1595.61 -73.48 -40.77 996.63
450.23 1101.35 3921.78 480.22 855.08 3617.48 450.23 551.82 3568.10
410.00 764.42 5395.09 604.33 1082.42 6605.65 410.00 B614.51 3081.92
“/oice Cverload 279.53 1272 4791.41 4017 2336.62 4854.97 279.43 G943.36 231662
392.86 1412.82 a443.69 §21.66 1768.52 3350.85 392.86 1070.66 317269
188.55 1286.57 6172.93 592.65 §94.65 4023.33 188.55 1232.52 1726.87
451 .52 92686 4593 59 1087 38 M27.79 45593 59 287 B2 73823 4560 59
B534.04 101226 4085 58 744 B4 1155 93 5087.05 47884 1017.08 351014
“oice & Data Overload B03.65 1008.79 431739 47545 1486.45 4428.78 432,68 1200.47 3788.43
556.62 1019.91 4711.96 B57.51 1457 .43 4711.98 625.30 308.89 5353.91
42491 1645.58 5083.08 465.69 221369 5083.05 751.20 616.63 4458003
Table B.32.  Video Circuit Queuing Delay Difference Means — DBA-1
Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
M ing Monitering |Monitoring [Monitoring  |Monitering  |M ing (M ing |Monitoring M ing
Offered Load Period (5) Period (10) |Period (30) [Period () Period {10} |Period (30} [Period (3) Period {10) |Period {50)
Rysiemetinrldad 4102 7239 1696.44 5334 812 1o T -56.97 19.25 495,80
Patatverioad 9105 137.93 201265 14.83 15229 191227 5743 Ba 52 1054 45
aieesbietoat 344,24 1167.49 5146.74 703.81 1388.30 468050 344,24 862,57 77324
e O 540,15 112268 4556 31 56,14 1488.56 478088 528.13 76,25 440052

Table B.33.  Video Circuit Queuing Delay Difference Standard Deviations — DBA-
Allocation Granularity: § kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 khps

Monitoring Monitoring  |Monitoring  |Monitoring  |Monitoring  [Monitoring |Monitoering  |Monitering  |Monitoring

Offered Load Period {5} Period {10} |Period {50} |Period (5) Pariod {10) _|Period {50} |Period {5) |Period {10} |Period {50)
SyateriUdeiisd 39.912 75.372 383.722 22,846 38,515 575127 B.418 44,531 525,562
DataiCyetoad B4.431 149,196 326.400 58.560 134,589 758.294 14.960 120,593 144852
aleaietioad 107,645 251.097 841,813 181,939 B44.512 1450.490 107,645 290,962 739.940
Yoiges Datatverioad 56,367 294.744 361.355 254.081 437.493 295326 191.760 347,504 B45.330

Table B.34.  Video Circuit Queuing Delay Difference 90% Confidence Intervals —
DBA-1
Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
1] ing Monitoring  |Monitoring  |Monitering |Monitering [Monitoring (M ing [Monitoring |M ing
Offered Load Period {3} Period (10) |Period (50) |Period (5) Period {10} |Period (30} |Period (3) Period (10} _|Period {50)
System Underload -79.08 0.52 1330.57 -79.13 -45.13 552.46 -63.09 -23.20 328
-2.97 144 25 2062.30 -31.56 28.90 1651.08 -50.85 61.72 1000.56
Data Overload -52.38 -4.32 1701.44 -41.00 53.68 1189.27 -71.69 -57.74 630.30
7045 28017 2323.86 70.67 310.90 2635.28 -43.16 169.38 1475.60
\aice Overload 241.60 926.08 434411 530.29 773.78 3307.51 241.60 585.15 2067.74
446.87 1406.90 5949.37 877.33 2002.52 B073.45 445.87 113959 3478.74
\oice & Data Overload 45780 84165 4194 71 443.89 1071.73 449930 346.29 444 83 3785.32
B22.49 1403.71 4921 .92 925.40 1905.99 5062 .46 711.96 1107 B9 5015.891




Table B.35.  Video Circuit Queuing Delay Main Effects — DBA-1
Variable
Factor Designation Level 1 Level 2 Level 3 Level 4
Workload A -887.74 -653.93 689.85 851.82
Allocation Granularity B 151.00 161.09 -312.09 N/A
Monitoring Period C -999.35 -639.95 1639.30 N/A

Table B.36.
Allocation
Granularity {B) Workload (A)

Data Voice Voice/Data
Underload Overload | Overload Overload

g khps GE.14 -23.85 132.81 -175.40

32 khps -17312 -50.39 164.10 69,42

G4 Khps 106,99 7394 -296.91 115.98

Monitoring Period (C)

Allocation Granularity (B}

Meonitoring
Period (C) Workload {A)
Data Voice Voice/Data
Underload | Overload Overload Overload
5s 58011 38574 -472.33 -513.62
10s 308.99 176.20 -156.28 -328.90
S0s -8859.10 -571.94 628.51 g42.82

Video Circuit Queuing Delay Second Order Interaction Effects —

8 khps 32 khps 64 kbps
5s -184.80 7013 254.93
10s -13249 -4.57 136.76
50s 31698 7471 -391 B3
Table B.37.  Video Circuit Queuing Delay Third Order Interaction Effects — DBA-
Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 khps
M ing M ing |M fing  [Monitoring |1 ing |M ing (M fing  [Monitoring |M ing
Offered Load Period {5) Period (10) |Period (50) [Period {5} Period {10) |Period {50} [Period {5) Period {10) |Period {50)
Bystemindenssg 7291 -40.40 £3.32 79.27 19.35 £9.91 56,35 59.75 341
Dataiveroad 77.58 13.99 9157 14.55 5252 B7.07 £3.03 |53 24,49
aleatietina 21887 12359 24245 15.34 7177 87.11 234.21 195,36 42957
oie&Data veioad 164.21 150.00 -314.21 -49.38 143.65 -94.28 11483 -293.55 408.48
Table B.38.  Video Circuit Queuing Delay Analysis of Variance — DBA-1
[ 55Y | 550 [ ssa [ ssB [ ssc | ssaB [ SSAC [ S8BC | SSABC | 88T [ sSSE |
| Goomizasnvys | 4802220679 [109774526.21] B7RO070.04 [245732601. 86 3522311.00 | 52366053.19] 7904643 80 | 4843405 30 450380473 06 27386773.28 |
Var Due to
War Dueto | WarDue to Allacation
YarDueto | WarDueto | Workload & | Warkload & | Granularity &
“ar Due to Allocation M onitaring Allac ation Maonitoring Monitoring  |Yar Due to All| War Due to
Wi orkload G ranularity Period Granularity Period Perod Factars Ermt
23.68% 1.91% 53.49% 0.77% 11.40% 1.74% 1.05% 5.96%
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Table B.39. NIPRNET Circuit Queuing Delay Data — DBA-1

Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allecation Granularity: 64 kbhps
Monitering [Monitoring |Monitoring |Monitoring |Monitoring |Monitoring  |Monitering  [Monitering |Menitering
Offered Load Period {3) Period {10) |Period (30} |Period {5} Period (10) |Period (50)  |Period {3) Period {10} |Period (50}

2683.22 306.99 362.40 2B6.98 295.73 305.94 283.29 2687.98 290.00

289.06 31771 426.85 288.12 296.20 308.37 282.48 287.65 288.84

Systemn Underload 279.08 289.10 320.49 2B5.63 268.03 291.38 25233 256.54 288.00
286.87 299.44 361.53 285.81 290.87 297.24 283.14 287.18 288.74

28917 303.20 362.42 2B8.04 296.07 309.47 282.85 2687.13 289.24

27012 271.58 27267 269.46 271.47 271.82 276.67 276.64 260.08

269.34 27285 272.43 269.00 27357 270,79 277.02 27779 282,49

Data Overload 27013 271.04 273.48 269.09 270.04 273.48 27631 2768.14 287.30
268.65 271.03 276.49 266.82 271.80 276.49 275.72 278.51 280.97

269.99 271.18 271.70 269.29 271.79 271.70 275.92 280.55 279.87

413.90 427.05 508.50 352.66 367.14 412.66 376.05 380.73 356.05

410.94 417.54 489.84 385.53 383.18 385.28 375.84 377.29 383.40

Yaoice Ovetload 407 .26 410.71 547.09 383.80 380.57 406.81 375.42 37868 389.56
416.22 426.14 49711 381.81 366.44 356.64 375.69 377.61 390.85

418.85 423.30 500.66 388.19 393.19 403.77 376.88 376.06 3B5.66

371.66 367.05 351.78 370.26 367.58 351.78 373.01 36917 35725

371.21 367.50 392.91 370.67 366.85 353.23 372.53 370.30 389.73

Woice & Data Overload 7282 367.34 362.85 370.48 36746 356.61 7212 368.74 358.40
371.05 367.30 352.73 371.05 367.97 352.73 374.70 369.35 360.54

371.14 367.10 354.80 370.78 367.13 354.80 373.39 369.57 359.03

Table B.40. NIPRNET Circuit Queuing Delay Means — DBA-1

Allocati on Gi larity: 8 kbps Allocation Gi darity: 32 Khps Allocation Granularity: 64 khps
Monitowing  |Monitoring  (Monftoring  (Monitoring  (Monitoring  (Monitoring  [Monitoni Mo nitorl Monitoring Row Row
Offered Load Period (3)  |Period (10} |Period (50) |Period (5)  |Period (10) |Period (50) |Peniod {5} |Period (10} |Period (50) Row Sum Mean Effect
ysten: Ungkd oed 265.45 03,29 370,54 26692 29338 0245 28282 07 36 26896 Fz | 0014 | sEa7
patg Qo 269.65 71 54 27335 26873 7168 7280 276.33 7873 28214 ME4 | 27ame | 6243
[oleeiedoag 1343 42085 50864 384 34 2611 2003 Tt w808 287 11 EEIEE | 405 | BAES
yoceaDanoeiad| s 726 354.95 37069 740 3377 373.15 WIE3 35,99 TE7.3 | 365: | 2885
Colunn Sum 134008 | 136303 1507 43 131068 1318 56 132808 13837 131373 FTA | 12WAT
Column Mean 335.02 076 a7e.ar 32767 32964 3202 327.07 26 45 32330 336,31
Column Effect 29977 05.01 341.12 291 92 29359 2627 29132 23270 23355

Table B.41. NIPRNET Circuit Queuing Delay Standard Deviations — DBA-1

Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allecation Granularity: 64 kbps

M ing |M ing |Menitering |M ing (M ing (M ing M ing (M ing (M ring

Offered Load Period (5) Period (10) |Period (50) |Period {5} Period (10) |Period (50)  |Period {5) Period (10} |Period (50)
Satom;lndsiioad 4313 10,454 .252 1.185 3732 7.845 0.410 0.452 0.733
DataiCiverioad 0643 0.765 1.863 1.084 1.262 2287 0533 1.074 3.086
jaiseaieHoad 4519 B.621 22518 2566 4757 12362 0585 1,758 3083
vorphlemieinad | omm 0153 1521 0.316 0.428 1,568 0.989 0.431 1.257
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Table B.42. NIPRNET Circuit Queuing Delay Difference Data — DBA-1
Allocation Granularity: 8 kbps Allocation Granularity: 32 khps Allocation Granularity: 64 kbps
Monitering  [Monitoring |Monitoring |Monitoring |Monitoring |Monitoring  [Monitering  [Monitering  |Menitering
Offered Load Period {5) Period {10) |Period (50} |Period {5} Period (10) |Period (50)  |Period {5) Period (10} |Period (50)
-90.54 -B67.07 -11.67 -57.09 -78.33 68.12 -80.77 -56.09 -54.07
-85.40 -B6.75 51.39 -86.33 -78.25 -66.09 91.97 -86.81 -85.62
System Underload -94.39 -84.37 -52.97 -87.84 -85.44 -B2.08 91.13 -86.63 85.47
-56.55 74.01 -11.91 -67.64 -52.58 -76.20 -90.31 -56.26 54.70
-83.85 -69.83 9.40 -84.98 -76.96 £3.55 9017 -85.89 £3.78
-128.97 -127.51 -126.42 -129.63 -127.61 -127.57 -122.41 -120.45 -119.01
-129.94 -126.43 -126.85 -130.27 -125.70 -128.48 -122.25 -121.49 -116.79
Data Overload -129.08 -128.14 -125.71 -130.10 -129.15 -125.71 -122.88 -121.05 -111.88
-130.50 -126.13 -122.67 -132.34 -127 .66 -122.67 -123.44 -120.65 -115.19
-128.10 -127.91 -127.38 -129.79 -127.29 -127.38 -123.16 -118.53 -119.22
40.14 53.29 134.75 8.93 13.38 38.80 229 5.98 12.29
37.24 43.54 116.14 11.682 9.45 11.57 214 389 9.69
Yaoice Overload 3346 36.92 173.29 5.71 6.78 330 163 490 1577
42.83 5275 12372 B.42 13.06 13.25 230 422 17.49
45.07 49.52 126.58 14.41 19.41 29.98 3.10 227 11.88
27 .61 32.22 -47.49 -29.01 -31.69 -47.49 26.26 30,10 -42.02
27.68 31.60 -46.18 -28.22 -32.24 -45.687 26.56 26.79 3937
Vaoice & Data Overload 26.47 31.65 -36.15 -28.52 -31.54 -42.38 26.57 29.26 -40.60
27.98 -31.72 -46.30 2797 -31.08 -46.30 24.33 29.65 -38.48
26.06 -32.10 -44.70 -28.42 -32.07 -44.70 25.62 29.64 -40.15

Table B.43.  NIPRNET Circuit Queuing Delay Difference Means — DBA-1
Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allecation Granularity: 64 kbps

M ing |Monitoring [Monitering M ing (M ing (M ing |M ing (M ing [Monitering

Offered Load Period (5) Period (10) |Period (50) |Period (5} Period (10) |Period (50)  |Period {5) Period (10} _|Period (50)
RIEERndeTISed 88.21 70.41 315 -8B.78 -80.31 71.21 90.67 -B6.34 B4.73
Detaiverinay 129,51 127 B2 125,81 130.43 127.48 126.36 12283 120.43 17,02
jsicesOetioad 39,75 47.26 134.96 1086 12.42 25.35 279 439 13.43
YoicekData Overload | ep 3186 -44.16 -28.43 -31.72 45,35 25.97 -29.49 -40.13

Table B.44. NIPRNET Circuit Queuing Delay Difference Standard Deviations —

Allocation Granularity: 8 khps Allocation Granularity: 32 kbhps Allecation Granularity: 64 kbhps

Monitering  [Monitering |Menitoring |Monitoring |Monitoring |Monitering  |Monitering  [Monitering  |Menitering

Offered Load Period (3) Period (10) |Period (30) |Period (3} Period (10) |Period (30)  |Period {3) Period (10) |Period (50)
Fatem:nderoad 4319 10.074 37.960 1.159 3.564 7.707 0725 0.377 0.319
DitaiCverlogd DE78 0715 1.857 1.098 1.228 2294 0.497 1134 3025
(aicesBieioad 4576 5.898 22.447 2.468 4,760 12.247 0.527 1.740 3.149
VocekDataOveroad | pgsp 0.283 4.589 0.386 0.467 1.933 0.9%8 0.490 1.331

Table B.45.

NIPRNET Circuit Queuing Delay Difference 90% Confidence Inter-

vals — DBA-1

Allocation Granularity: 8 kbps

Allecation Granularity: 32 kbps

Allocation Granularity: 64 kbps

Monitoring |Monitering |Monitoring |Monitoring |Monitoring |Monitoring  |Monitoring |Monitoring [Monitoring

Offered Load Period {3} Period (10) |Period (50) |Period {5} Period (10) |Period (30)  |Period {3) Period (10) [Period {50}
System Underload 92.33 -80.01 -39.35 -57.88 -83.71 -78.56 -91.56 -86.70 -85.51
-84.09 -60.80 33.04 B5.67 -76.91 -63.86 -90.18 -85.98 -83.95

Data Overload -130.16 -128.31 -127.58 -131.47 -128.65 -128.55 -123.30 -121.51 -119.90
-128.87 -126.94 -124.04 -129.38 -126.31 -124.18 -122.36 -119.35 -114.13
\aice Overload 3539 40.69 113.55 8.30 7.88 13.67 1.79 2.73 10.42
4411 53.64 156.36 13.01 16.96 37.02 2.79 6.05 16.43
\Vaice & Data Overload -28.22 -32.13 -48.54 -28.80 -32.16 -47.19 -26.92 -29.95 -41.40
-26.98 -31.59 -39.79 -28.06 3127 -43.50 -25.02 -29.02 -38.86
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Table B.46. NIPRNET Circuit Queuing Delay Main Effects — DBA-1
Variable
Factor Designation Level 1 Level 2 Level 3 Level 4
Workload A -36.17 -62.43 69.65 28.95
Allocation Granularity B 14.57 -6.53 -8.04 N/A
Monitoring Period C -6.39 -3.36 9.75 N/A
Table B.47. NIPRNET Circuit Queuing Delay Second Order Interaction Effects
— DBA-1
Allocation Monitoring
Granularity (B} Workload (A) Period (C) Workload (A)
Data Voice Voice Data Data Voice Voice/Data
Underload Overload Overload Overload Underload Overload Owverload Overload
8Hips 16.94 2714 -15.26 5s X 408 832 12.91
32 Kbps 0.66 372 -3.60 5.22 10s 210 3.46 -7.58 6.20
64 kbps 572 13.22 -17.54 1003 50s 10.77 -7.54 15.88 -18.11
MOIII‘OIIII([ Period {C[ Allo cation Gl'alllllﬂl"ﬂ! lﬂi
#kbps 32 khps &4 khps
5s -9.47 428 518
10s 676 323 354
50s 16.24 -1.51 8.72
Table B.48. NIPRNET Circuit Queuing Delay Third Order Interaction Effects —
DBA-1
Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Menitoring Monitoring [Monitoring  |Monitering |Moenitoring  |Monitering  [Monitoring  |Monitering  (Monitoring
Offered Load Period {5} Period {(10) |Period {30) |Period {5} Period {(10) _[Period (50) Period {3) Period {10) _[Period (50}
Systemridenoad 75 426 14.01 3.44 1.3 479 £.32 290 822
DataiOvarload 5.92 B.E9 B 431 272 7.02 561 3,97 9.58
aiceibieiozd -10.06 804 18.10 494 397 -8.92 511 507 1018
aice&iData Cherioad 5.59 B.61 AB.50 407 261 B.69 582 -4.00 5.62

Table B.49. NIPRNET Circuit Queuing Delay Analysis of Variance — DBA-1
[ 557 550 [ ssA | SsB | S5C | SSAB | SSAC | SEBC | SSABC | SST | SSE |
I 20050843.81 20358838.00 | 48020022 | 1917918 | 283724 | 3047253 | 1844806 | 1109560 | 1381929 | 60200581 | @@sare |
War Due to
Var Due to Var Due to Allocation
VarDueto | YarDueto | Warkload & | Workload & | Granulanity &
War Due to Allocation I onitanng Allocation Il onit oring Monitoring  |Yar Due to Alll War Due to
‘VWarkload Granularity Feriod Granularity Period Perod Factars Errar
51.44% 3.19% 1.47% 5.06% 3.06% 1.89% 213% 1.65%
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Table B.50. SIPRNET Circuit Queuing Delay Data — DBA-1

Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring Monitoring |Monitoring |Menitoring |Monitoring |Monitoring |Monitoring |Menitoring |Monitering
Offered Load Period (5) Period (10) |Period (50) [Period {3} Period (10) |Period (30) |Period (3) Period (10) [Period {50}
0.29 0.1 0.42 0.29 0.29 0 0.28 0.29 0.29
0.30 0.32 0.40 0.29 0.30 0 0.28 029 0.29
All Circuits Underload 0.26 0.29 0.36 0.25 0.29 0.31 0.23 029 0.29
0.26 0.3 0.3 0.29 0.29 0.30 0.28 029 0.29
0.30 0.30 0.44 0.29 0.30 03 0.28 0.29 0.29
027 0.27 0.27 0.26 0.27 027 027 0.28 0.28
0.z27 0.27 0.27 0.27 0.27 027 0.z2r 0.25 0.25
Data Overload 0.z27 0.27 0.27 0.27 0.27 027 027 028 0.258
027 0.27 0.27 0.26 0.27 027 027 0.28 0.28
0.27 0.27 0.27 0.27 0.27 0.27 0.27 0.28 0.28
0.43 0.41 0.50 0.39 0.39 0.41 0.358 0.35 0.35
0.42 0.42 0.49 0.33 0.39 0.40 0.35 0.35 0.35
“oice Cverload o4 0.41 0.51 0.38 0.33 0.42 0.33 038 0.39
0.42 0.42 0.50 0.33 0.39 0.43 0.38 033 0.38
0.42 0.42 0.45 0.39 0.39 0.33 0.37 0.35 0.35
0.37 0.36 0.35 0.36 0.36 0.35 0.37 0.37 0.36
0.37 0.36 0.35 0.37 0.36 0.35 0.37 0.37 0.35
“oice & Data Overoad 037 0.36 0.35 0.37 0.37 0.35 0.37 037 0.36
0.37 0.36 0.35 0.36 0.36 0.35 0.37 0.37 0.36
0.37 0.36 0.35 0.37 0.36 0.35 0.37 0.37 0.36
Table B.51.  SIPRNET Circuit Queuing Delay Means — DBA-1
Allocation Granularity: § khps Allocation Granularity: 32 khps Allocation Granularity: &4 kbps
= - e e [ e [T T g e [Ty Row Row
Offered Load Period (5} Period (10) |Period (50) |Period (5} |Period (10} [Period {50} [Period {5} [Period{10) |Period {50} Pow Sum Mean Effect
L 029 030 03 0.2 029 0.3 028 029 023 273 0.3 003
el 027 027 027 0. 027 0z 027 0.28 0% 245 0 | 008
e 042 042 049 0m 038 0 038 038 0.3 365 04 il
[vidice & Dete Cretipad 037 036 035 037 036 035 037 037 ik 325 ik i
Column Sum 1.34 1.36 1.30 1.3 132 1.3 130 1.31 1.31 12.07
Column Mean 0.34 0.34 0.3 0.3 033 0.3 032 0.33 0.5 0.3
Colunn Effect 35.42 35.4 35.38 3543 3542 3542 -35.43 35.42 35.42

Table B.52.  SIPRNET Circuit Queuing Delay Standard Deviations — DBA-1

Allocation Granularity: 8 kbhps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps

Monitoring Monitoring |Monitoring |Monitoring |Monitoring |Monitoring |Monitoring |Monitoring |Monitoring

Offered Load Period {5) Period (10) |Period (50) [Period {35) Period (10) _|Period (30) |Period (3) Period (10) [Period {50}
Biratem:Uridetoad 0.009 0.009 0.053 0.003 0.004 0.004 0.001 0.001 0.000
Dataiustioad 0.001 0.001 0.001 0.000 0.001 0.002 0.001 0.000 0.002
jalcsketiont 0.005 0.008 0.021 0.004 0.005 0.015 0.001 0.002 0.005
voigesisDataerioag 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.003
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Table B.53.

SIPRNET Circuit Queuing Delay Difference Data — DBA-1

Allocation Granularity: 8 kbhps Allocation Granularity: 32 kbps Allocation Granularity: 64 khps
Monitoring Monitoring |Monitoring |Monitoring |Moenitoring [Monitoring |Monitoring [Monitering |Monitoring
Offered Load Period {5} Period {(10) |Period (50) |Period {5} Period {10} _|Period (30) [Period (5) Period (10} [Period {50)
-373H -373.29 -373.17 -373.3 -33H -3F328 -373 -373.31 -3733
-373.08 -373.08 -372.88 -373.09 -373.08 -373.08 -373.09 -373.09 -373.09
Systern Underload -373A -373.70 -37364 -373.7 -373.70 -373 68 -373AN -373.70 -373.70
-373.40 -373.38 -373.38 -373.40 -373.39 -373.39 -373.40 -373.40 -373.40
-373.18 -373.18 -373.04 -373.18 -373.18 -37317 -373.19 -373.19 -373.19
-393.68 -393.68 -393.68 -393.68 -398.68 -393 68 -398.68 -398.67 -398.67
-399.14 -399.14 -399.14 -399.14 -399.14 -399.13 -399.13 -399.13 -399.13
Data Overload -395.81 -3958.81 -3938.81 -395.81 -398.81 -395.81 -3958.81 -393.80 -395.80
-399.15 -399.15 -399.15 -399.15 -399.15 -399.15 -399.15 -399.14 -399.14
-393.88 -393.88 -398.87 -398.88 -398.87 -398.87 -398.87 -398.87 -398.87
-373.19 RCTIC Y| -373M -373.23 -373.23 BCrichey| -37324 S373 -373.23
-373.23 -373.22 -373.16 -373.26 -373.26 -373.28 -3F32T -373.27 -37327
“oice Cverload -373.39 -373.39 -373.30 -373.42 -373.43 -37339 -373.43 -373.43 -373.42
-373.33 -373.33 -373.25 -37337 -373.36 -37333 -373.38 -373a7 -373.38
-373N -373N -373.28 -373.34 -373.34 -37338 -373.36 -373.35 -373.35
-393.70 -398.71 -398.72 -398.71 -398.71 -395.72 -398.70 -398.70 -398.71
-393.95 -395.96 -398.97 -393.95 -393.96 -3953.97 -396.95 -395.95 -395.96
“oice & Data Overload -393.64 -393.64 -393.66 -398.64 -398.64 -398 66 -398.64 -398.64 -398.65
-399.02 -399.02 -399.03 -399.02 -399.02 -399.03 -300.02 -389.02 -389.03
-398.76 -393.78 -398.77 -398.76 -398.76 -398.77 -398.75 -393.76 -398.77
Table B.54.  SIPRNET Circuit Queuing Delay Difference Means — DBA-1
Allocation Granularity: 8 khps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring Monitoring |Monitoring [Monitoring |[Menitoring [Monitoring |[Monitoring [Monitering [Menitering
Offered Load Period {5} Pariod (10) [Period {50} |Period {5}  [Period {10} |Period (50) |Period (5} [Period (10} |Period {50}
BystermLnderad -373.34 BCriche?) a73.24 -373.34 37333 7332 37334 37334 a73.34
Bitatietinad -398.93 -398.93 -398.93 -368.94 -308.93 -398.93 -398.93 -398.02 -398.92
reiseiedinan 37329 a73.29 a73.22 37333 a73; 37330 37334 7333 a73.33
drekDirowi | amm -398.62 -398.83 -398.82 -308.62 -308 83 -398 81 -398.51 -398.42

Table B.55.  SIPRNET Circuit Queuing Delay Difference Standard Deviations —

Allocation Granularity: 8 kbhps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps

Monitoring Monitoring |Monitoring |Monitoring |Monitoring |Monitoring |Monitoring |Monitoring |Monitoring

Offered Load Period {5) Period (10) [Period {50} |Period {5}  [Period (10} |Period (50) |Period (5) [Period (10} |Period (50)
Siratem:Uiderdad 0.244 0.244 0.268 0238 0.239 0.237 0.2% 0.2% 0.2%
BiataOvzrioag 0207 0205 0207 0207 0207 0.207 0207 0208 0205
jicesdketinag 0.082 0.075 0.081 0.078 0.080 0.075 0.077 0.077 0.076
VoideseeDateierload 0164 0164 0163 0163 0.163 0.163 0163 0163 0.165

Table B.56.

SIPRNET Circuit Queuing Delay Difference 90% Confidence Intervals

— DBA-1

Allocation Granularity: 8 kbps

Allocation Granularity: 32 khps

Allocation Granularity: 64 kbps

Monitoring Monitoring |Monitoring |Monitoring |Monitoring [Monitoring [Monitoring [Monitoring [Monitoring
Offered Load Period {5) Period (10} [Period {50} |Period {5) Period {10} [Period (50} |Period (5) Period (10} |Period (50)
System Underload 37357 -373.55 -373.50 -373.57 -373.56 -373.54 37357 -373.568 -373.56
-373.10 -373.09 -372.99 -373.11 -373.10 -373.09 -373.12 37311 -373.11
Data Ovarload -399.13 -399.13 -399.13 -399.13 -398.13 -398.13 -399.12 -399.12 -399.12
-398.74 -398.73 -398.73 -398.74 -398.73 -398.73 -398.73 -398.73 -398.72
S 37337 -373.37 -373.30 -373.40 -373.40 -373.38 37341 3731 -373.40
-373.21 -373.22 -373.14 -373.25 -373.25 -373.23 -373.26 -373.26 -373.26
\/ice & Data Overload -395.97 -398.97 -395.95 -398.97 -398.97 -398.95 -395.97 -395.97 -395.95
-398.66 -398.66 -398.67 -398.66 -398.66 -398.67 -398.66 -398.66 -398.67
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Table B.57.  SIPRNET Circuit Queuing Delay Main Effects — DBA-1

Variable
Factor Designation Level 1 Level 2 Level 3 Level 4
Workload A -0.03 -0.06 0.07 0.03
Allocation Granularity B 0.01 -0.01 -0.01 N/A
Monitoring Period C -0.01 0.00 0.01 N/A

Table B.58.  SIPRNET Circuit Queuing Delay Second Order Interaction Effects —

DBA-1
Allocation Monitoring
Granularity {B) Workoad {A) Period {(C) Worload (R)
Data Voice Voice Data Data Voice VoiceData
Underload Overload Overoad Overload Underoad | Overload Overload Overload
B khps 0.01 -0.0z2 0.0z -0.02 5s -0m 0.00 0.00 0.01
32 kbps 0.00 0.00 -0.01 0.00 10s 0.00 0.00 -0.m 0.0m
G4 khps -0.01 0.01 -0.02 0.01 Ss 0.0 -0.01 0.01 -0.02
Monitoring Period {C) Allocation G larity {B)
8 khps 32 khps 64 khps
5s -0.01 0.00 0.01
10s -0.01 0.00 0.0o
50 s 0.01 -0m -0.01

Table B.59. SIPRNET Circuit Queuing Delay Third Order Interaction Effects —

Allocation Granularity: 8 khps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps

Monitoring Monitoring [Monitoring [Monitoring |[Monitoring |Monitoring [Monitoring [Monitoring  [Monitoring

Offered Load Period {5} Period (10) [Period {50} |Period {5}  [Period (10} |Period (50) |Period (5) [Period (10} |Period (50)
Systemlndeiad 001 001 0.02 0.00 .00 am oot 0.00 001
DiataQyafioad oo 0.0t 002 0.00 .00 oo oo 0.00 0.01
jdicasokatioad 0o 001 0.01 0.00 0.00 00 0.00 0.01 01
YriceDaty Oveioad 0o 0.01 -0.02 0.00 0.00 000 00 o 0.01

Table B.60. SIPRNET Circuit Queuing Delay Analysis of Variance — DBA-1

[ 557 I 550 [ ssa | &sB 55C | S5AB [ SsAC | §SBC | s§SABC | 8ST | SSE |
[ 2084070002 | 2024835738 | 0481515966 0018876171 [ 0000580053 [ 0.028751473 | 0.01A390638 | 0.010067 255 | 0.011801352 | 0.50242 2637 | 0015380643 |
War Due ta
Var Due to War Due to Allocation
VarDueto | VarDueto | Workload & | Workload & | Granularity &
War Due to Allocation I onitaring Alloc ation M anitaring Monitaring  [War Due to Alll “ar Due to
Wy orkload Granularity Periad Granularity Period Feriod Factars Errar
81.28% 3.18% 1.62% 4. 85% 277% 1.70% 1.99% 2.60%
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Table B.61.  Utilization Data — DBA-2
Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring Monitoring [Monitoring |Monitoring |[Monitoring [Monitoring [Monitoring [Monitoring [Monitoring
Offered Load  [Period (5) Period (10) |Period (50) |Period (5) Period (10) |Period (50) |Period {5) Period {10) |Period {50)
18.50 19.97 19.49 19.50 19.50 19.49 19.97 19.50 19.49
2112 2088 2112 2112 2112 2112 20.88 2112 2112
System Underload 17.96 17.92 17.94 17.96 17.96 17.96 17.92 17.96 17.96
18.58 18.96 18.59 18.58 18.60 18.59 18.96 18.60 18.60
2037 15.30 20.34 2037 2037 2037 19.30 20,37 2037
49.30 4865 46.83 a0.11 479 47 .18 46.85 46.15 4529
48.93 49.12 47.03 50.54 45.58 47.33 47 .40 4593 4563
Data Overload 50.20 48.43 43.85 50.18 45.29 43.85 47.75 46.45 4591
49.16 45,687 49.06 4843 48,65 49.06 4711 4587 4592
a0.41 45.48 47.44 49,66 48.54 47.44 46.49 47.75 4470
29.09 2832 2832 2873 289 273 2785 2748 27.50
2852 2898 28.03 29.81 2852 2799 2743 2677 27.80
Yoice Overload 29.86 27.as 2824 2950 223 27.35 2779 278z 27 .56
2922 29.09 28.24 29.70 28.81 28.20 2754 2788 2714
29.45 2879 27.80 30.51 2843 27.84 2742 25.54 2674
47 .32 47 .06 45.61 47 1 45.41 45.61 45.52 45.03 45.39
\aice & Data 47 64 45,37 47.39 4722 46.53 47.85 45.81 46.16 46.99
Ovarload 4774 4557 47 .58 47.30 4572 47 .85 45 55 44 68 47 15
46 67 45,23 43.32 47.82 47 55 4332 46.18 46.86 46.78
47 31 AR 45 47 44 47 35 47 12 47 44 45 41 4539 45 41
Table B.62.  Utilization Means — DBA-2
Allocation Granularity: 3 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
ing ing itoring itori itoring itoring itoring itoring itoring Row Row
Offered Load _[Period {5) P eriod (10} |Period (50) |Period (5) Period (10) _[Period (50) |Period (5)  |Period {10) [Period (50) Row Sum Mean Effect
system’ndeiced) g 19.40 19.49 19.51 1951 1951 19.40 1951 1951 17536 | 1948 | 4620
aisSisfioat 43,60 4871 478 .78 45,59 a7.97 4712 46.43 4569 are | argr | 1229
Voics Detong 2023 26,60 2612 .65 26,58 27,74 2755 2770 2735 25452 | 28 | 740
Yoice & Data
Cretload 47.34 4654 4787 47 46,57 48.01 4800 4803 4675 422,85 4608 | 1a0
Column Sum 14568 14325 14333 146,30 14355 14323 14017 13967 [N 1284 47
Column Mean 3642 3581 3583 .5 35.89 3581 3504 3402 3482 I5.68
Column Effect 0.74 013 015 0.80 0.2 013 054 076 086
Table B.63.  Utilization Standard Deviations — DBA-2
Allocation Granularity: 8 khps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Meonitoring Monitoring |Monitoring |Monitoring |Monitering |Monitoring |Monitoring  |Monitering  |Monitoering
Offered Load [Period (5) Period {10) |Period {50) [Period (5)  |Period {(10) |Period (50) |Period (5) |Period (10} [Period {50}
AYCEMUINENE o 1109 1.264 1.264 1282 1.262 1.109 1282 1.262
PRI BLRY 0,664 0,284 1,042 0.819 0,603 0.906 0.484 0771 0.730
iestiatned 0.493 0415 0211 0,640 0624 0.394 0.147 0,647 0.412
Yoice & Data
Overload 0.419 0.318 0.553 0.270 0.465 0.456 0.406 0.811 0.341
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Table B.64.  Utilization Difference Data — DBA-2
Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring Monitoring |[Monitoring [Monitoring [Monitoring [Monitoring [Monitoring [Monitering [Monitering
Offered Load [Period (5) Period {10} |Period {50) [Period (5}  [Period (10} |Period (50) |Period {5) |Period {10} |Period {50}
6.28 6.76 6.28 6.28 6.28 6.28 6.76 B.28 6.28
7.89 765 7.89 7.89 7.89 7.89 7B5 7.89 7.89
System Underload 462 457 4,60 462 462 462 457 462 462
5.28 565 5.28 8.4 528 5.28 565 528 5.28
7.2 6.13 718 s 721 720 6.13 721 72
19.73 19.08 17.26 2054 18.34 17.61 17.28 16.53 15.72
19.47 19.66 17.587 21.08 19.13 17.87 17.94 16.458 17.18
Data Owverload 2063 16.86 19.27 20.60 18.72 19.27 1817 16.67 16.34
19.558 19.28 19.48 18.84 19.07 19.48 17.53 16.29 16.34
20.94 19.01 17.97 20.18 20.06 17.97 17.02 18.28 156.23
8.79 g.03 8.03 8.44 862 7.02 726 719 7
818 863 768 9.46 8.18 765 7.08 B.42 745
Yoice Overload 9.45 7.44 7.83 9.09 6.82 5.94 738 741 715
8.79 8.65 7.80 9.2 8.37 776 7.1 745 6.70
9.10 8.43 745 10.16 9.08 7458 707 8.19 5.39
10.54 10.258 11.83 10.33 9.63 11.83 9.74 9.25 9.61
‘aice & Data 11.07 9.81 10.82 10.66 9.96 11.28 9.24 9.59 10.42
Overload 11.24 10.06 11.08 10.80 10.21 11.34 9.05 g.18 10.65
10.16 9.72 11.80 11.30 11.04 11.80 9.67 10.35 10.27
10.74 9.88 10.87 10.78 10.55 10.87 9.84 9.82 9.84
Table B.65.  Utilization Difference Means — DBA-2
Allocation Granularity: 8 khps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring _|Monitoring |Monitering _|Monitoring |Monitoring |Monitoring |Monitoring |Monitoring |Monitoring
Offered Load _[Period (5) Period (10} |Period {50) [Period {5) [Period {10) |Period (50) |Period (5) |Period {10} |Period {50)
YOOI B.15 5.24 626 5.26 5.2 B.15 5.26 5.2
Detivenee 007 19.18 18.31 025 19.06 16.44 17.59 16.90 16.16
jamRERa R B.66 B.24 7.76 9.7 B.21 7.3 7.18 7.3 5.9
Yoice & Data
Cwvetload 10.75 9.95 11.28 10,77 10.258 11.43 9.51 9.44 10.16
Table B.66.  Utilization Difference Standard Deviations — DBA-2
Allocation Granularity: 8 khps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring Monitoring [Monitoring |Monitoring |[Monitoring [Monitoring [Monitoring [Monitoring  [Menitoring
Offered Load _[Period (5) Period (10} |Period {50) [Period {5) [Period {10) |Period (50) |Period (5) |Period {10} |Period {50)
systemlndenot) o 1156 1343 1344 1342 1342 1.156 1342 1.341
DistasOypnga 0,663 0.310 1.006 0.843 0,643 0.867 0.470 0753 0735
jelisEa 0.471 0512 0213 0623 0.850 0.371 0133 0634 0.427
Yoice & Data
Overload 0.428 0.223 0.499 0.352 0.541 0.399 0.343 0.808 0.425
Table B.67.  Utilization Difference 90% Confidence Intervals — DBA-2
Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring Monitoring (Monitoring |Monitering  |Monitoring (Monitoring |Monitoring  |Monitoring  |Monitoering
Offered Load [Period {5) Period (10} |Period (350) |Period (5) |Period {10) [Period {50) [Period {5) |Period {10) |Period {50)
System Underload 493 5.05 4.96 4.98 4.93 4.93 5.05 4.93 4.98
754 725 752 754 7.54 7583 725 754 754
BE T 19.43 15.88 17.36 19.44 18.45 17.61 17.14 16.14 15.46
2071 19.47 19.27 21.06 19.658 19.27 18.04 17.66 16.86
\oice Overload 3.4 7.7h 7.55 .69 7.40 7.02 7.05 6.73 B.57
9.31 8.73 796 9.88 a.02 773 7.31 7493 7.39
Yoice & Data 10.34 9.73 10.80 10.44 .76 11.05 9.18 8.67 9.75
Cvetload 11.16 1016 11.76 1.1 10.79 11.81 9.83 10.21 10.56
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Table B.68.  Utilization Main Effects — DBA-2

Variable
Factor Designation Level 1 Level 2 Level 3 Level 4
Workload A -16.23 12.29 -7.37 11.30
Allocation
Granularity B 0.34 0.41 -0.75 N/A
Monitoring Period C 0.33 -0.14 -0.19 N/A

Table B.69.  Utilization Second Order Interaction Effects — DBA-2

Allocation Monitoring
Granularity {B) Workload (A) Period {C) Workload (A)
Underload Data Voice Voice Data Underload Data Voice Voice Data
8Kbhps -0.38 0.40 0.03 -0.08 5s -0.34 0.53 0.z20 -0.38
32 kbps -0.39 0.40 -0.03 0.02 10s 013 0.08 015 -0.37
64 khps 0.74 -0.80 0.00 0.08 50s 0.21 -0.61 -0.35 0.75
Monitoring
Period (C) Allocation Granularity (B}
8 kbps 32 khps 64 khps
5s 0.o7 014 -0.22
10s -0.o7 -0.06 013
50s 0.00 -0.09 0.09

Table B.70.  Utilization Third Order Interaction Effects — DBA-2

Allocation Granularity: 8 khps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring _|Monitoring |Monitoring |WMonitoring |Monitoring |Monitoring |Monitoring |Monitoring |[Menitoring
Offered Load _[Period (5) Period (10} |Period {50) [Period {5) [Period {10) |Period (50) |Period (5) |Period {10} |Period {50)
mysteminderload| 0.01 0.00 014 0.07 0.07 0.16 0.08 007
DitasOvpinan 0.04 0.12 007 0.02 007 0.08 0.06 0.05 001
paissEiER0Rg 0.02 0.01 0.01 0.31 0.03 0.28 0.28 0.02 0.27
“oice & Data
Overload 0.08 -0.14 0.06 -0.15 0.02 0.13 0.03 0.1 -0.19
Table B.71.  Utilization Analysis of Variance — DBA-2
55Y | 550 [ ssa [ 888 [ B88C | &88AB | 8SAC | S8BC | S8ABC | 88T | SSE |
| 28p17763 | 22014862 | JRE43.48 51,11 ooz | zvie | meoe | zam | 787 | zvozeol | maen |
“ar Due to

WarDueto | War Dueta Allocation
“ar Due to “WarDueto | Workload & | Workload & | Granularity &
WarDue to Allocation M onitoring Allocation Muanitaring M onitoring ¥ ar Due to All| % ar Due to
Workload Granularity Feriod Granularity Feriod Feriod Factors Error
99.31% 0.19% 0.04% 0.10% 0.10% 0.01% 0.01% 0.24%
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Table B.72.  Voice Circuit Queuing Delay Data — DBA-2

Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Menitoring Monitoring |Monitoring | Monitoring |[Monitoring |Monitoring |Monitoring |Menitoring  |Menitoring
Offered Load Period (5} Period (10) |Period {50) |Period (5) Period (10) |Period (50) |Period (5} Period (10} [Period {50)
3718 27476 2E6.44 260,27 251,33 25775 257.93 26282 260,21
70 283.82 366841 265,20 26253 300.68 259.06 256 63 27438
System Underload 296,73 275,36 413.38 25122 25240 307 .61 25293 25054 259.26
306.94 275.10 28269 25481 25493 264.84 255.06 250,78 256.88
32675 7PTE 2E8.44 260,95 25314 257 61 255.57 26449 2E2.16
36254 324.78 696.76 371.04 39261 660.13 3244 337 97 448 43
35897 407.14 BEB.17 987 397.43 73294 330,53 33812 429,52
Data Overload 7937 324,82 731.73 381.20 393.08 731.73 332.40 34190 41513
36556 401,67 7E7.90 36203 391,64 7E7.90 323.43 33714 442,97
37913 401.31 6B7.26 36711 413.01 687.26 334.86 34327 460.49
219.25 22617 346,75 221.07 23164 264 65 239.14 252,80 329.21
217.48 229.06 270,62 22418 23116 328.39 239.2 250,76 331.51
“Yoice Owerload 22195 227.04 284.00 22432 22452 309.26 238.00 254,34 32076
22031 226.54 261.73 22529 2377 I 237.48 24931 351.51
22055 229,84 292,26 226,92 23067 322.38 239.16 260,73 30741
266 353,66 §21.34 IR 351.98 621.34 3798 J64.86 576.93
3682 345.88 EEG.43 31004 346,20 578.36 314.89 358,89 £04.23
“/oice & Data Overload 410 354.85 577.60 MN376 356,35 618.88 1853 346.09 566.75
307.94 343.96 Bo1.65 3290 359.09 581,65 320.81 36219 552,12
531 353.16 553.96 310,28 360.85 553.96 J22.00 J66.61 548.75

Table B.73.  Voice Circuit Queuing Delay Means — DBA-2

i darity: 8 Hops - daiity: T kbps o latity: 64 kbps
ol itor itori ftori it ot itoril it ofil itoril it ofil Row Row

Offered Load Period (5} Period (10) [Period (50} [Period {5)  [Period {(10) |Period {5¢) |Period {5} Period (10} [Period (50} Row Sum Mean Effect

System Underlacd 3274 27736 32357 25849 25887 278.70 25611 2305 X258 248276 | 27586 | 7499

Rt w041 399.94 71036 37219 307 55 71599 32913 3968 439.30 47326 | 45258 | 10173

el iamrom 21980 2773 29107 224 36 22395 0720 2380 535 2808 2067 | 2was | a0

[t0ize 4 Deta Dieriond 33.37 36030 56259 166 35489 502,54 31854 *3.73 56976 375398 | #1711 | eem

Column Sum 121512 125533 1907 90 1166 69 1241 27 186672 4288 1206.05 1500 71 163068

Column Mean 0378 1383 476,08 21 57 3032 47393 28572 0151 09.93 350.85

Colunw Effect 4707 S7m 12612 L 405 123.08 £513 4934 4908

Table B.74.  Voice Circuit Queuing Delay Standard Deviations — DBA-2

Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring Monitoring [Monitoring |Monitering [Monitoring [Monitoring [Menitoring  |Monitoring  [Monitering
Offered Load Period (5) Period (10) |Period {(50) |Period (5) Period (10) |Period (50) |Period (5) Period (10) |Period {50)
Byaterlderdad 11.159 3801 71140 5490 4873 22736 2476 2 569 B B66
BiataiCivefload 9542 5234 39.580 8155 5921 42 355 5.005 2721 17 502
proice;Oletlgad 1 664 1626 33.283 2135 3069 25 054 0740 4431 16,145
oigeliatOieiond 3400 4957 25 B3 1630 5,901 29,341 2750 5 164 22 367

B-20



Table B.75.  Voice Circuit Queuing Delay Difference Data — DBA-2
Allocation Granularity: 8 kbhps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Menitoring Monitoring |Monitoring _|Monitoring _|Monitering |Menitoring _|Monitoring |Monitoring |Monitering
Offered Load Period (5} Period (10) |Period {50} |Period (5) Period (10) |Period (50} |Period (5} Period {10} [Period {50)
56.95 14.52 6.20 0.04 1.09 -2.48 -2.31 Er | -0.02
5677 23.49 128.08 487 220 40.35 -1.27 -3.70 14.05
System Underload 3632 14.95 182.97 919 -5.01 47.20 S4B 8.87 -1.15
46.87 15.03 2262 526 -5.14 477 -5.02 930 -3.18
B5.29 17.29 7.95 0.49 265 7.4 -4.80 -5.97 1.70
102.09 134.33 436.31 110.58 13215 389,67 63.96 77.52 187.98
93.91 147.09 408.11 119,52 137.35 A72.89 70.45 78.07 169.47
Data Overload 118.75 134.18 47111 12057 132.45 47111 7178 81.28 154.51
105.50 141.61 507.84 101.97 131.55 507.54 B3.57 F7.og 182.85
118.66 140.85 426,79 10654 152.54 426.79 74.40 g82.81 200.03
-89.76 -52.84 37.74 -87.94 Erri T -44.36 -B9.87 -56.21 20,20
91.92 -80.33 -38.77 8522 -78.24 18.09 -70.19 58,63 21
oice Owerload -86.96 -81.87 -24.91 -84.589 -34.39 0.35 -69.891 -54.57 11.85
-88.96 -82.73 -47 54 8397 77.49 2.05 -7.74 50,05 4224
-88.60 -79.31 -16.89 -52.24 -78.48 13.23 -70.00 -48.42 -1.74
343 44.43 MN211 208 4275 321 875 £5.63 26771
i) 36.61 28915 0.76 36.93 28909 562 4962 294.96
“Yoice & Data Overload 464 4533 26B.14 4.30 4589 305.42 a7 I 63 257,29
-1.38 3465 28234 359 49.78 28234 11.50 52.85 24281
5.83 4368 244 48 0.80 51.37 244 48 12.52 57.14 230,27
Table B.76.  Voice Circuit Queuing Delay Difference Means — DBA-2
Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
| ing M ing M ing |M ing (M ing [Moenitoring (M ing |M ing (M ing
Offered Load Period {5) Period (10} |Period (50) |Period {3) Period (10) |Period (50) |Period {3} Period (10) |Period {50)
ByHemRLndsoed 5244 17.06 B3.57 -1.81 143 19.40 419 7.2 228
Datatovrioad 108.78 13961 450.03 111 86 137.22 455 65 650 79.38 178.97
idlea:bhetoad 8924 8142 807 8479 7920 198 7035 56 56 18.93
voice B lateOverad 1m 4095 73 231 45,54 283.49 9.49 5038 260.41

Table B.77.  Voice Circuit Queuing Delay Difference Standard Deviations — DBA-
Allocation Granularity: 8 kbhps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
lMonitoring Monitoring  |Monitoring |Monitering |Monitering |Menitoring [Monitoring |Monitoring [Monitering
Offered Load Period {5) Period (10} |Period (50} |Period {5) Period {10) |Period (50} [Period {5} Period {10} |Period {50)
Sy stemiindarioad 11,126 3757 71.085 5.459 4534 22,666 2.455 2515 5.519
Dataivarioad 9.352 5447 39.508 8.080 8.574 42,504 489 2.540 17.524
eaica:ieraad 1.810 1547 33.392 2.081 2.944 24,944 0.812 4504 16.087
oicesklatr el 2377 4947 25716 1.606 5.825 20.380 2687 B.204 22.434

Table B.78.  Voice Circuit Queuing Delay Difference 90% Confidence Intervals —
DBA-2

Allocation Granularity: 8 kbhps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps

Monitoring Monitoring |Monitoring |Monitoring [Monitering |Monitoring |Menitoring [Monitoring  |Monitering

Offered Load Period (5) Period (10) |Period (50) |Period {3) Period (10) |Period (50) |Period {5} Period (10) |Period {50)
System Underload 41.83 13.47 -4.21 -7.02 -6.04 221 -6.63 965 -4.23
B3.05 2064 131.35 340 317 41.01 -1.85 -4.85 878

Data Overload 99.87 134.42 412.28 104.15 128.76 415.13 64.13 76.93 162.26
1770 144 .81 467.79 119.56 145 65 496.19 7347 81.77 195.658
\nice Overload -90.97 -82.89 -49.91 -B6.77 -82.00 -25.73 7112 59.85 361
-87.51 -79.94 1376 -52.81 -7B.39 2183 -69.57 51.26 3425

\nice & Data Overload 0.80 36.23 24872 0.7g 39.99 256.43 5.93 42.56 239.02
724 4567 297 .76 3.84 51.10 310.55 12.05 58.20 281.80




Table B.79.  Voice Circuit Queuing Delay Main Effects — DBA-2

Variable
Factor Designation Level 1 Level 2 Level 3 Level 4
Workload A -74.99 101.73 -93.00 66.26
Allocation Granularity B 14.01 7.79 -21.80 N/A
Monitoring Period C -57.13 -42.30 99.43 N/A

Table B.80. Voice Circuit Queuing Delay Second Order Interaction Effects —

DBA-2
Allocation Monitoring
Granularity (B} Workload (A) Period (C) Workload (A}
Underload Data Voice VoiceData Underoad Data Voice Voice/Data
8 kbps 1475 26.54 -23.63 -15.70 is 57.05 -36 63 2696 -43.36
32 kbps -17.96 34.87 -11.81 510 s 29.53 <323 2154 -19.84
64 kbps 318 -1.42 37.43 20.80 50s -86.57 B9.587 -45.50 65.20
Monitoring Period (C) Allocation Granularity (B}
3 kbps 32 kbps 64 kbps
5s -385 5.64 13.79
1Ms -8.73 £.03 14.76
50s 1268 15.86 -28.55

Table B.81.  Voice Circuit Queuing Delay Third Order Interaction Effects — DBA-

Allocation Granularity: 8 kbhps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
lManitoring Monitoring  |Monitoring |Monitering |Monitering |Menitoring [Monitoring |Monitoring [Monitering
Offered Load Period {5) Period (10} |Period (50} |Period {5) Period {10) |Period (50} [Period {5} Period {10} |Period {50)
R stemiinderioad 12.12 580 £.32 273 11.98 1471 14,85 518 2103
Bataierinad 2430 -10.94 35.24 744 18.14 35.58 4174 29.08 70,82
eaicaslietinad 779 10.99 18.78 1053 290 13.43 18,32 1389 2.21
oicedlata herinad 439 575 10.13 419 126 7.4 857 9.00 17.58

Table B.82.  Voice Circuit Queuing Delay Analysis of Variance — DBA-2

[ 5SY | 550 [ ssa [ &sB S5C | ©SSAB | SSAC | 8SBC | SSABC | SST | SSE |
I 2515087640 | 2215749863 | 130552615 | 4397980 | 996202.05 | 137109.85 | 43823261 | 37217.04 | 7022464 | 299337777 | 5675654 |
War Dueto

WarDueto | Var Due to Allocation
“ar Due to “War Dueto | Workload & | Workload & | Granularity &
War Due to Allacation It onitating Allocation I anit aring Moritoring  |%ar Due to Al Yar Dueto

W orkload Granularity Feriod Granularity Period Period Factars Errar
43.61% 1.47% 29.94% 4.58% 14 64% 1.24% 2 B5% 1.86%
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Table B.83.  Video Circuit Queuing Delay Data — DBA-2
Alloc ation Gramularity: 8 kbps Allocation Granularity: 32 kbps Allocation Gramularity: 64 kbps
Monitoring Monitoring (Monitoring |Monitoring |Monitoring |Menitoring  (Monitoring  |Monitoring  |Monitoring
Offered Load Period (5) Period (10)  [Period {50) |Peried {5} Period (10)  [Period {50) |Pericd {5} Period {10) |Period (50)
303.35 365.64 1995 46 26616 342.03 1808.90 22537 357.97 1655.04
252.58 3734M 1676 .96 27969 2713 §37.497 22561 305.32 28917
System Underdoad 305,42 s07.51 288522 30615 305.70 TTEE1 226,95 421.92 280.49
260.09 32616 1665 .95 25540 345.55 1932.63 22546 325.86 1010.54
345.36 450.85 2257 51 300.79 365.93 1825 .66 22343 36017 537.73
28067 296.54 2404 890 289.55 558911 332547 22778 F34.79 2033.95
335.83 424.20 2718 E6 30785 415.29 1296.22 22360 32181 1038.00
Data Overload 343 .65 440.30 257979 390,00 631.47 2579.79 226 46 446.74 940 63
30.09 499,34 2105 24 42958 517.29 2105.24 227 86 50772 1603.77
450.82 704.80 1930 49 333.04 331.15 1930.49 226.04 29411 1331.51
47526 1437.83 4258 26 44012 118557 3953.97 43621 585.30 380458
476.39 1099.44 573391 4649 66 1417 43 6340.57 447 B5 949.52 3416.93
Woice Overload 48727 1E06.55 12598 452 40 2671.39 5159.54 42339 1177.93 2651.19
443.06 17 49.26 578514 48515 210497 3657.30 44322 140710 3509.14
43368 162287 52005 .93 494 .32 123065 4359.33 43725 1968.52 206287
&14.32 1259 66 49726 35 47201 145059 492635 47983 1071.02 4593.39
96926 134747 4420.79 43117 149414 2422.27 46352 1392.29 414535
Woice & Data Overload 939,91 134505 4653 55 457 35 182271 4765.02 461 .81 1536.73 4124 .69
992.39 135569 2047 73 491 .42 1739321 204773 47923 G44 .66 SEG9.64
761.05 1951.72 541919 469.54 254963 5419.19 47542 952.77 482617
Table B.84.  Video Circuit Queuing Delay Means — DBA-2
Allocation Gramularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 lbps
Monitoring Monitoring (Monitoring | IV ing (Monitoring IV ing |Monitoring |k ing |Monitori
Offered Load P eriod (5} Period (10) [Period (50) |Period (5)  |Peried (10) |Period (50} |Period (5} |Period {10} |Period {50) Row Sum
Systen. e gad 29396 407 37 A 42 261 B4 32687 1436.76 22817 354 25 83379 £194.24
peatOverdRd 344,22 47310 2:7 82 35000 51745 2247 44 2775 40099 138962 298,40
Yoice Orerload 47353 150320 5432 44 465.33 1724.00 5026.20 43555 119527 3105.94 19423.47
jeieEHEData SO 575.39 1457.92 4893 55 474.30 152410 511612 47236 1111.50 4735.86 20861.05
Column Sum 1967.10 3841 56 14755.23 157427 43092 43 13526.52 136683 3065.01 10068.21 54877.19
Column Mean 49577 960.40 3635 .81 39357 1085.11 3456 .63 341.71 76E.25 2517.05
Column Effect 1027 59 £E3.07 2164 .44 -1130.80 42626 193226 118266 75811 99269
Table B.85.  Video Circuit Queuing Delay Standard Deviations — DBA-2
Allocation Granularity: 8 kbps Allecation Granularity: 32 khps Allocation Granularity: 64 khps
Meonitoring Monitoring |Monitoring  |Monitoring |Monitoring  |Monitering  |Monitoring  |Monitoring  |Monitoring
Offered Load Period (5) Period (10) _|Period (500 |Period (5) Period (10) _|Period (50} [Period (5 |Period (10} [Period (50)
System Underload 38,851 74,495 393.068 21,799 1279 576,048 0.670 44,233 527277
Bataueriiad £4.493 149085 | 326.955 58,472 134.764 757.972 0.736 129.362 444,266
¥oice Overoed 17,860 91422 | 841798 22.413 44070 | 1449698 7.329 291,143 740248
itk ibale Ovenioad 86,699 295.409 | 391511 12.801 438.365 294.605 8.223 37.597 B45.173
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Table B.86.  Video Circuit Queuing Delay Difference Data — DBA-2

Allocation Granulanity: 8 khps Allo cation Granularity: 32 khps Allocation Granularity: 64 kbhps
IMonitoring Monitoring |Monitoring (Monitoring  |Monitoring  [Monitoring  (Monitering  |Monitoring  |Monitoring
Offered Load Period (5) Period (10) _|Period (50 |Period {5  |Period (10) |Period (50) [Period (5) |Period (10) [Period {50
-3278 3291 1655933 -69.97 5.90 1472.77 -107.76 21.84 13189

-82.64 3818 1341.73 -55.54 -64.09 502,75 -106.62 -29.9 249,94

Systern Underload -28.59 172.80 2273320 -28.84 -28.3 443,60 -108.03 86.90 -54.53
-75.89 -9.82 1333.00 -80.48 9.87 15496.65 -107.51 -10.12 674.56

16.78 128.27 1924.92 -31.80 36.35 14493.08 -104.16 27.58 305.14

-53.99 -37.82 2070.24 -45.12 254.45 2840.80 -106.88 012 1698.32

-0 8817 238282 -2819 8225 460,19 -107.44 -14.43 701.96

Data Cverload 7.89 104.51 2244.00 3421 295,68 2244.00 -109.33 110.95 605.04
-24.38 164,86 1770.77 95.10 28281 1770.77 -106.62 27324 1269.30

115.94 36992 1559561 -1.84 -3.73 1559561 -106.84 -40.77 096, 53

138.78 1101.35 3921.73 10364 8549.08 3617.49 99.73 551.82 3568.10

141.37 Th4. 42 534889 13464 1082.42 GA05.85 112.63 614.51 anal.92

Yoice Ovedoad 152.70 127201 4791.41 117.83 2336.82 5854 .97 93.82 84336 23 6.62
106.61 141282 5448 69 14871 1768.52 3350.85 106.77 107 0.66 NTLES

149.68 1286.87 B172.93 15832 994,65 4023.33 101.28 1232452 1726.87

481.52 Y2686 4549359 13922 1127.79 4593 .59 147.03 738.23 4560.59

G34.04 1012.25 408558 14595 11588.93 5087.05 130.30 1M 708 381014
Yoice & Data Overload B03.65 1008.79 4317.349 121.09 1486.45 442876 125.45 120047 3788.43
556.62 1018.91 4711.96 15564 1457.43 4711.96 143.46 308849 4353.91
424 .91 1645.58 4053.05 13334 213.69 5083.05 139.28 616.63 4490.03

Table B.87.  Video Circuit Queuing Delay Difference Means — DBA-2

Allocation Granularity: 8 kbps

Allecation Granularity: 32 khps

Allocation Granularity: 64 Khps

Meonitoring Monitoring |Monitoring  |Monitoring |Monitoring  |Monitering  |Monitoring  |Monitoring  |Monitoring

Offered Load Period (5) Period {(10) _|Period (50) _|Period {5) Period (10) _|Period (50} [Period (5} |Period (10} [Period (50)
System Underload -41.02 72.39 1696.44 5334 -812 101,77 -106.82 19.26 438.80
Bataueriiad 9.08 137.93 201265 14.23 182.28 1812.27 40742 55.92 1064.45
¥oice Overoed 137.23 1167.49 514874 132.63 1388.30 4590.50 102.85 862,57 277324
yhice ibale Ovenoad 540,15 1122.68 455831 138.08 1488.98 4730.33 137.12 776.28 4400.62

Table B.88.  Video Circuit Queuing Delay Difference Standard Deviations — DBA-
Allocation Granularity: 8 khps Allo cation Granularity: 32 khps Allocation Granularity: 64 khps

Monitoring Monitoring  |Monitoring (Monitoring  |Monitoring  |[Monitoring  (Monitoring  |Monitoring  |Monitoring

Offered Load Period (5) Period {10) |Period (50¢ |Period {5 |Period (10) |Period (50) [Period (5} |Period (10) [Period {50)
System Underload 30,912 75,372 83722 22.846 38.818 576,127 1.577 44,531 526,562
Batayrload B4, 431 149,186 326,400 58.560 134,880 752 204 1.107 120,503 444,852
Hoice Qnerioad 18,367 261,097 841,813 22.262 B44.512 | 1450.430 7.156 200,962 738.940
Yoice &:Dela Overigad 26,367 294744 381,356 13.015 437.493 205,326 £.092 347,604 §45.230

Table B.89.  Video Circuit Queuing Delay Difference 90% Confidence Intervals —
DBA-2

Allocation Granularity: 8 khps Allocation Granularity: 32 khps Allocation Granularity: 64 khps

Monitering Monitoring |Monitoring  |Monitoring  |Monitoring  |Monitoring  (Monitoring  |Monitoring  (Monitoring

Offered Load Period {5) Period {10} |Period (50} |Period {5} Period {10} |Period (50} |Period {5}  |Period {10} |Period (50}
-79.08 0.52 1330587 -75.13 -45.13 552,46 -108.32 -23.20 -328

Systemindeiioad 297 144.25 2062.30 -31.56 23.90 1651.08 A05.31 B1.72 1000.96
Dista Overload -52.38 -4.32 1701.44 -41.00 53.68 1189.27 -108.48 -A7.74 630,30

70.48 28017 2323.86 7067 210.90 263528 -106.37 189,38 147860

Yoice Overload 120,32 928.08 434411 111.40 77378 3307.51 95.02 585,15 2067.74

15534 1406.90 5949.37 153.85 200282 607348 109.67 1139.99 47874

Vaice & Data Overload 457.80 841.65 4194.71 126.65 1071.73 4489 30 12855 44483 378532
622 49 1403.71 4921.92 151.47 1905.99 A062. 46 145.70 1107.69 A0146.91
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Table B.90.  Video Circuit Queuing Delay Main Effects — DBA-2

Variable
Factor Designation Level 1 Level 2 Level 3 Level 4
Workload A -836.12 -602.32 633.80 804.64
Allocation Granularity B 190.96 125.07 -316.03 N/A
Monitoring Period C -1113.68 -582.78 1696.46 N/A

Table B.91.  Video Circuit Queuing Delay Second Order Interaction Effects —

DBA-2
Allocation Monitoring
Granularity (B} Workload {A) Period (C) Workload (A)
Underoad Data Voice VoiceData Inderdoad Data Voice VoiceData
8 Khps 3.7 -57 896 137.27 1102 5s 69336 495.56 55434 -607 85
32 kbps -131 .56 551 12295 17.43 10 s 257385 124.98 -100.22 -T2
64 kbps 99.85 BE.77 26021 93599 50s 950,72 £23.55 B54.57 880.70
Monitoring Period (C} Allecation Granul arity {B)
8 khps 32 kbps 64 kbps
s -104.57 14218 M7 .03
10 s A7245 .45 140.70
s 27702 110.73 -387.75

Table B.92.  Video Circuit Queuing Delay Third Order Interaction Effects — DBA-

Allocation Granularity: 8 khps Allo cation Granularity: 32 kbps Allocation Granularity: 64 khps
Monitoring Meonitoring |Monitoring (Monitoring  |Monitoring  |Monitoring  (Monitoring  |Monitoring  |Monitoring
Offered Load Period (5) Period {10} |Period (50¢ |Period {5 |Period (10) |Period (30) [Period (5) |Period (10) [Period {50
System Underload 9177 -5.98 a7.74 162,39 60,92 10147 -70.63 56.90 3.73
batayeriosg 8.76 48.40 5718 B8.61 94,10 25,49 7737 45.70 3167
olce Lo 200,96 428,04 338.00 9764 -30.62 128,26 307.50 158,66 466 26
Hhlte S veoad 292.96 8562 -378.50 -133.38 185,84 -52.78 159,60 .77 430.87

Table B.93.  Video Circuit Queuing Delay Analysis of Variance — DBA-2

[ SSY | 550 [ ssa [ =B [ ssc | =saB | Ss&C | SSBC | S8#AC | ST | &SE |
| eosi7edzs4n | vemmdsdd o | meooedands | o110z [267474coo S| Zess40.27 [e247romn4s | Te40376.77 | 605027302 |476011760.51] 26760605 .03 |
“arDueto

“ar Dueto | WarDueto Allocation
VarDueto | “VarDueto | Workload & | Workload & | Granularty &
“arDue to Allocation honitaring Allocation tonitaring Monitoring | %ar Due to Al Yar Due to
Wiorkload Granulatt y Petiod Granulatity Period P exiod Factors Errt
19.92% 1.91% 56.05% 0.50% 13.10% 1.60% 1.27% 5.61%
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Table B.94. NIPRNET Circuit Queuing Delay Data — DBA-2
Allocation Granularity: 8 khps Allecation Granularity: 32 kbhps Allocation Granularity: &4 khps
Meonitoring Monitoring (Monitoring |Monitoring  |Monitoring  [Monitoring Menitoring  |Monitoring  |Monitoring
Offered Load Period (5 Period (10) |[Period (300 |Period {5)  |Period (10} [Period {50)  |Period {(5)  |Period (10} [Period (50}
28322 306.99 36240 286958 294.73 306.94 280.80 287.98 250,00
239.06 3T 425,85 28812 209620 308.37 280.37 287.65 288.84
System Underload 279.08 289.10 320049 284.63 288.03 291.38 279 61 286,84 288.00
286.87 2089 44 361.53 285.81 290,87 29724 280.73 287.18 288.74
289.17 303.20 382,42 288.04 256,07 309.47 2759.04 28713 289,24
27012 271.58 27267 269 46 271.47 271.42 27565 278.64 280.08
264,34 27285 27243 269.00 27387 27074 276.19 2179 28249
Data Overload 27013 271.04 27348 268,09 270.04 27348 276.58 27814 287.30
268,65 271.03 276.49 266,82 271.40 276,449 276.71 2784 280.97
269,99 27.18 27170 269.29 271.749 271.70 27576 280.55 278.87
412.08 427.05 50850 37945 38714 41266 7514 380.73 386,05
403.24 417.64 489.84 38412 38318 386.28 CRER- T 383.40
Yoice Owveroad 414.68 410.7 547.09 383.45 380.57 406.81 7447 378.69 389.56
416.08 426,14 497 11 383.63 38644 38664 aH IFTE 3590.88
413,36 423,30 A00. 66 385.43 393.149 403.77 7637 376,08 385, 66
371,66 367.05 381.78 37013 367.58 351.78 7244 jcizich g 38725
k| 367.40 3529 7N 36685 35323 KEFR-v: 370,30 359.73
Woice & Data Ovedoad 37252 367 36285 KFFRIF 36746 356.61 ErFRa| 369,74 358.40
37105 367,30 362,73 37059 367.497 /273 37361 369,38 360,54
3714 36710 35440 369.93 367.13 354.50 aT3.42 368.57 358.03
Table B.95. NIPRNET Circuit Queuing Delay Means — DBA-2
All ocation Gramularity: 8 Khps Allocation Granularity: 32 Hips Allocation Granularity: 64 khps
Nonitoring Monitoring  |Monttoring  |Monitoring  |Monitoring  |Monitoring |Monitoring  |Monitoring  (Monitoring
Offered Load Period {5) Period {10} |Period {50} |Period {5} Period (10}  [Period (30}  [Period {5) Period {10} |Period {50} Row Sum
Fastemklieas 265.43 30320 7054 B/Ea2 20638 0248 26011 267,36 268,86 263851
[t Dherogd 269 85 271 54 7335 673 271 58 720 27618 7873 2624 246478
[eiceOreridad 411.m 42095 06 64 W3 42 3811 090 T4 B4 are0a 36711 365006
[Yoice & Deg0wlon 371.52 367.26 35495 FO7IT 36740 353.77 37296 36063 355.99 3257.24
(Column Sum 1355 .53 1363.03 1507 49 1300.83 131656 1326.05 1304.09 1313.79 1317.20 1210060
[Column Mean 33463 340.76 687 327 46 32964 33202 3%.02 3245 32930
(Column Effect -1.49 453 40.74 BE7 £.49 4.1 1011 E] 553
Table B.96. NIPRNET Circuit Queuing Delay Standard Deviations — DBA-2
Allocation Granularity: 8 kbps Allocation Granularity: 32 kbhps Allocation Granularity: 64 kbps
Monitoring Monitoring (Monitoring  |Menitoring  |Monitoring  (Monitoring Moenitoring  |Monitoring  |Monitoring
Offered Load Period (5 Period (10) |[Period (500 |Period {(5)  |Period (10} [Period (50) _ |Period (5} |Period (10} _[Period (50}
System Underload 4313 10.464 38.292 1.185 R 7.845 0.763 0.452 0.733
Bataverioad 0.643 0.766 1.863 1.084 1.262 2287 0.474 1.074 3.066
Hice Overload 5,057 6,821 22.518 2,385 4787 12,362 0.653 1.758 3.053
e 0.610 0183 4571 0.858 0.428 1.868 0.528 0.431 1.267
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Table B.97. NIPRNET Circuit Queuing Delay Difference Data — DBA-2
Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 khps
Meonitoring Monitoring (Monitoring  |Menitoring  |Monitoring  (Monitering Monitering  |Monitoring  |Monitoring
Offered Load Period (5 Period (10) |Period (500 |Period {(5)  |Period (10) [Period (50)  |Period (5)  |Period (10) [Period (50)
-90.84 -B7.07 -11.67 -87.09 -78.33 -68.12 -93.26 -86.09 -84.07
-85.40 -56.75 51.349 -86.33 -78.25 -66.09 -94.09 -86.81 -85.62
System Underload -94.39 -84.37 -52.87 -a7.84 -85, 44 -82.08 -43.86 -86.63 -35.47
-86.58 -74.01 -11.91 -87.64 -82.68 -76.20 -92.71 -86.26 -84.70
-83.85 -69.83 9.40 -54.98 -76. 96 -63.55 -93.98 -85.89 -83.78
-128.97 -127.51 -126.42 -129.63 -127.61 -127 .87 12344 -120.45 -119.M
-129.94 -126.43 -126.85 -130.27 -125.70 -128.48 -123.09 -121.44 -116.79
Data Overload -128.06 -128.14 -125.1 -130.10 -128.18 -125.71 -122.61 -121.06 -111.88
-130.50 -12813 -122.67 13234 -127.66 -122.67 122,45 -120.65 -118.19
-129.10 -127.91 -127.38 -129.749 -127.29 -127.38 -123.33 -118.53 -119.22
38.33 £3.29 13474 5.69 13.38 38.90 1.44 6.98 12.29
29.54 43.84 116.14 11.42 9.48 11.87 0.16 359 9.69
Yoice Cverdoad 40.89 36.92 17329 9.65 6.78 33 0.68 4.90 1577
42.69 6274 12372 10.24 13.06 1325 1.92 422 17.49
39.58 449,52 126.85 11.65 19.41 29,98 1.58 227 11.88
-27.61 -32.22 -47.49 -29.14 -31.69 -47.49 -26.82 -30.10 -42.02
-27.88 -31.60 -46.18 -27.98 -32.24 -45.87 -26.27 -28.79 -39.37
Woice & Data Overdoad -26.47 -31.65 -36.15 -26.93 -31.54 -42.38 -26.48 -29.26 -40.60
-27.93 -31.72 -46.30 -28.44 -31.05 -46.30 -25.42 -29.65 -38.48
-28.06 -32.10 -44.70 -29.27 -32.07 -44.70 -25.78 -29.64 -40.18

Table B.9R.

NIPRNET Circuit Queuing Delay Difference Means — DBA-2

Allocation Granularity: 8 khps

Allocation Granularity: 32 khps

Allocation Granularity: 64 khps

Monitoring Monitoring |Monitoring  [Monitoring  |Monitoring  |Monitoring Monitoring  |Monitoring  |Monitoring

Offered Load Period (5) Period {(10) _|Period (50)  [Period (5)  |Period {10} |Period (50) |Period {5}  |Period (10} [Period (50}

Sy stermUnderload -88.21 70,41 -3.15 678 8031 .2 -53.58 -85, 34 -84.72
batarenaad -129.51 42782 -125.81 130,43 12748 -126.36 122,98 12043 A17.02
Hlce Cveread 28 4726 134.96 473 12.42 2535 1.16 43 13.43
e 2760 -31.98 4416 -28.35 3172 -45.3 -26.16 -29.49 -40.13

Table B.99. NIPRNET Circuit Queuing Delay Difference Standard Deviations —

Allocation Granularity: 8 kbps Allocation Granularity: 32 kbhps Allocation Granularity: 64 kbhps

Monitoring Monitoring |Monitoring  [Monitoring  |Monitoring  (Monitoring Monitoring |Monitoring  [Monitoring

Offered Load Period (5 Period (10) |[Period (300 |Period {5)  |Period (10} [Period {50} |Period {5 |Period (10} _[Period (50}
System Ungerload 4319 10.074 37.960 1.150 3.564 7707 0562 0.377 0.819
Batyeriag 0.678 0.715 1.857 1.098 1.228 2284 0.437 1134 3.025
Yoice: erload 5105 6,598 22 447 2,403 4.760 12.247 0717 1.740 3149
ol bdaeoad 0.652 0.283 4589 0.954 0.467 1.933 0.560 0.490 1.331
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Table B.100. NIPRNET Circuit Queuing Delay Difference 90% Confidence Inter-
vals — DBA-2
Allocation Granularity: 8 khps Allocation Granularity: 32 kbps Allocation Granularity: 64 khps
Monitoring Monitoring |Monitoring  [Monitoring  |Monitoring  |Monitoring Monitoring  |Monitoring  |Monitoring
Offered Load Period (5) Period (10) _|Period (50) _[Period (5 |Period {(10) _|Period (50) |Period {5} _ |Period {10} _[Period (50
Systern Underoad -92.33 -80.01 -39.35 -87.88 -8371 -78.56 -94.14 -06.70 -83.41
¥ -84.09 -60.80 33.04 -85.67 -TB.81 -B3.86 -93.03 -85.98 -83.95
-130.16 1283 -127.58 -131.47 -128.65 -128.55 -123.40 135 -119.90
i a 128.87 -126.94 -124.04 129.33 -126.31 -124.18 22,57 119.35 11413
. 3334 40.649 113.45 744 7.88 1367 0.47 273 10.42
Foice veread 43.07 53.84 156.26 12.02 16,96 37.02 1.84 5.05 16.43
: -28.22 -32.13 -48.54 -29.26 -3216 -47.19 -26.69 -29.95 -41.40
Yhict &:Dala Ovelload -26.98 -31.59 -39.78 -27.44 3127 -43.50 -25.62 -29.02 -38.66
Table B.101. NIPRNET Circuit Queuing Delay Main Effects — DBA-2
Variable
Factor Designation Level 1 Level 2 Level 3 Level 4
Wiarkload A -36.20 -£2.26 539.43 st L
Allocation Granularty B 14 .63 -6.42 -3.20 e
W onitoring Period 6 £ 76 -318 9 a4 [

Table B.102. NIPRNET Circuit Queuing Delay Second Order Interaction Effects
Allocation Monitoring
Granularity (B) Worl oad (4) Period (C) Workload {A)
Underload Data Voice Voice/Data Underdoad Data Voice VoiceData
8 Kops 531 -16.95 26.97 -15.30 5s 491 4.41 .76 13.26
32 kbps 085 363 -9.62 515 10s 495 329 7.34 .05
64 kips -6.15 13.35 -17.35 1015 50s 10.59 .70 16.10 -19.28
Period Allocation Granularity {B)
8 khps 32 khps 64 khps
5s 9% 451 4 86
10s 6.2 31 370
50s 16.18 -TE2 -8.55
Table B.103. NIPRNET Circuit Queuing Delay Third Order Interaction Effects
Allocation Granularity: 8 kbhps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbhps
Monitoring Monitoring |Monitoring  [Monitoring  |Monitoring  |Monitoring Monitoring |Monitoring  |Monitoring
Offered Load Period (5) Period {(10) |Period (50} [Period (5} |Pericd {10} |Period (50) |Period {5}  |Period (10} [Period (50}
System Underaad -9.26 -4.50 13.76 2.8 117 -4.98 5.44 3.3 -878
batarennad 9.84 B.73 BT -4.50 -262 .12 5,35 411 9.4
YoiceCreroad -10.39 -5.88 19.27 490 3,99 -8.80 5.42 88 0.3
poice &:Dataoverioad 9.8 565 645 47 -2.54 B.76 -5.59 -4.11 .70

Table B.104. NIPRNET Circuit Queuing Delay Analysis of Variance — DBA-2
[ S5V = 554 SSH S50 SSAE STAC SSEC | sseEC | =msT [ =sE |
[ 20936221.39 | on3w72914 | 48883947 | 1934859 | 926953 | 3046703 | 1897365 | 11e93s7 | 12vee07 | emawe2s | 99vzee |
“ar Due to
“ar Due to “ar Due to Allacation
WarDueto | “arDueto | Workload & | Workload & | Granulanty &
“arDue to Allocation honitaring Alocation Monitoring Monitoing  |Yar Due to &l e Dueto
‘Wiork load Granuarity Period Granulat y FPerod Period Fadars Error
51.97% 322% 1.54% S0T% 315% 1.95% 212% 166%
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Table B.105. SIPRNET Circuit Queuing Delay Data — DBA-2

Allo cation Granularity: 8 kbps Allocation Granularity: 32 kbhps Allocation Granularity: 64 kbps
Monitoring Monitoring |Monitoring  |Monitoring  |Monitoring  [Monitoring  [Monitoring  |Monitoring  |Monitoring
Offered Load Period {5) Period (10) |Period (500 |Period (5) Period (10) |Period (50) [Period {(5) |Period (10) |Period (50)

288,15 307.70 473 64 287.20 29187 308.52 281.12 287.74 288849

297.22 I16.08 395,04 289.98 298,24 a0z 281.19 288.032 2891

Systern Undedoad 278,22 290.9 355 65 283.63 289.01 308.03 279.04 28597 288.24
28235 305.23 309.50 285.78 29413 300.97 280,08 287.00 28917

297.92 301.79 439.44 290.74 296.86 306.50 280.61 287.41 289.00

266,23 260,27 271.24 264.97 26882 27316 272487 276.95 27708

265,28 270.56 2r.m 265.54 268,96 274 46 27283 27174 281.549

Diata Cwverload 267.00 268,96 273.09 265 .66 27017 273.098 27436 27758 281.78
265.97 27037 269.81 264.58 268,72 269.81 27335 27733 28239

265,90 269,08 271.83 2B5.23 270.59 271.83 27234 277,46 278.75

411.12 407.19 503.24 385.69 38969 408.08 37611 376,54 38363

407.75 42477 493 46 33460 38734 401.42 375.99 380.87 380,08

Yoice Overoad 42398 414.04 505,60 384.85 37985 416.23 374.45 380.41 38899
41418 424.05 485.00 381.04 389.69 42558 375.70 37834 376.83

416.42 424.09 453.87 393.19 38278 385.34 375.08 378.58 3|27

365.87 364.49 35112 364.87 36320 351.12 368,33 367.65 36232

365.65 364.04 35112 364.53 3382 351.91 368,08 366.07 354.43

Yoice & Data Cverload 366,74 364.77 351.32 364.82 36566 351.86 367.13 365.11 356.28
365,05 36334 35297 365.35 3E4.85 3|2.497 368,30 366.73 35541

366.13 363.87 35214 364.86 364.06 35214 3A7.52 366.02 356,54

Table B.106. SIPRNET Circuit Queuing Delay Means — DBA-2

Allocation Granularity: 3 kbps Allocation Granularity: 32 lbps Allocation Gramularity: 64 kbps
Monitoring Monitaoring |(Monitoring [Monitoring  [Monitoring  |[Monitoring  |Monitoring  [Monitoring  [Monitoring
Offered Load Period {5} Period (10) |Period (50} |Period (5} |Period {10} |Period (50} |Period {5} |Period {10) [Period {50} Row Sum

=ystem:Urideroad 677 304,34 30465 267 46 2396 307 61 260.41 26723 6.2 2723.36
Detiey Dl %608 26965 271 .40 26519 H9.45 27247 27308 774 0,31 244504
Hoice Orerten 41469 418.88 450,55 385 87 w0787 407 53 375.47 378.89 3236 642,34
“hice 3 Deta Dherlond %589 364.10 351.73 354,86 H4.32 352.00 367.67 366.30 357.00 3254.09
Column Sum 1335.43 1356 82 1498 62 1303.42 1315 60 133961 1296 34 1309 82 1308.58 12064.54
Column Mean 386 339.23 37465 32585 B0 334.90 324.21 37 46 2715
Column Effect 426 4.09 39.52 928 £23 023 4043 788 799

Table B.107. SIPRNET Circuit Queuing Delay Standard Deviations — DBA-2

Allo cation Granularity: 8kbhps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbhps

Monitoring Monitoring  |Monitoring  |Moenitoring  |Monitoring  [Monitoring  |[Monitoring  |Monitoring  |Monitoring

Offered Load Period {5) Period (100 |Period (500 |Period (5 Period (10} _|Period (50) [Period {5 [Period (10} |Period (50)
System Underoad 8774 9.174 52725 2942 1775 4198 0.884 0.804 0.413
Dt Crerivad 0.623 0.756 1.198 0.440 0.862 1.7568 0.304 0.302 2.293
viite Overoag £.133 7.885 21,195 4.460 4881 15.278 0.6a2 1.661 4510
hite el enned 0.620 0.556 0.508 0.296 0.955 0.663 0.526 0.907 3.038

B-29




Table B.108.  SIPRNET Circuit Queuing Delay Difference Data — DBA-2
Allo cation Granularity: 8 kbps Allocation Granularity: 32 kbhps Allocation Granularity: 64 kbps
Monitoring Monitoring |Monitoring  |Monitoring  |Monitoring  [Monitoring  [Monitoring  |Monitoring  |Monitoring
Offered Load Period {5) Period {10} |Period (500 |Period (5) Period {10} |Period (50) [Period {5} |Period {(10) |Period {50)
-85.44 -65.90 50,08 -86.40 -52.03 -64.07 -592.48 -85.85 -84.71
-76.16 -57.30 21.67 -53.40 -75.14 -61.36 -82.19 -85.34 -84.07
Systern Undedoad -95.77 -83.08 -18.34 -90.36 -54.93 -64.96 -94.95 -88.02 -B5.75
-91.34 -E8.45 -64.19 -87.91 -79.56 -T2 72 -93.61 -B6. 69 -84.52
-75.46 -71.69 65,96 -5274 -TH. 61 -F6.98 -02.87 -86.07 -84.48
-13272 -129.68 -2 -133.98 -13012 -125.79 -126.38 -122.00 -121.90
-134.13 -128.95 -128.40 -133.87 -130.45 -124.94 -126.58 -121.66 -117.82
Diata Cwverload -132.08 -130.12 -125.99 -133.42 -128.91 -125.99 -12472 -121.80 -117.32
-133.45 -128.05 -129.61 -134.84 -130.70 -129 61 -126.07 -122.09 -117.03
-133.25 -130.07 -127.32 -133.92 -128.56 -127.32 -126.81 -121.69 -120.40
37.51 3357 124962 1207 16.07 35.46 2449 292 10.02
34.10 5112 119.81 10.95 13.68 .77 234 £.92 £.43
Yoice Overoad 017 40.23 131.79 11.04 6.04 42,42 064 .60 1518
40.44 40,20 124.24 7.29 15,93 g1.82 1.85 459 208
4268 50.36 80.13 19.46 18.058 11.61 1.35 4.85 8.54
-33.20 -34.58 -47.95 -34.20 -35.87 -47.95 -30.74 -31.82 -36.74
-33.66 -35.28 -48.20 -34.79 -35.40 -47.41 -3.24 -33.28 -44.88
Yoice & Data Cverload -32.27 -34.23 -47.69 -34.19 -33.35 -47.15 -3.87 -33.90 -42.73
- -36.04 -46.41 -34.03 -34.54 -46.41 -31.08 -32.66 -43.98
-32.99 -35.25 -46.98 -34.27 -356.06 -46.98 -31.60 -33.10 -42.589
Table B.109. SIPRNET Circuit Queuing Delay Difference Means — DBA-2

Allo cation Granularity: 8kbps

Allocation Granularity: 32 kbps

Allocation Granularity: 64 kbps

Monitoring Monitoring  |Monitoring  |Menitoring  |Monitoring  [Monitoring  |[Monitoring  |Monitoring  |Monitoring

Offered Load Period {5) Period {10} |Period (50) |Period (5} Period {10} |Period {50) [Period {5}  [Period {10} |Period {50}
System Underoad -34.85 -69.28 11.03 4616 -79.66 -B8.02 322 -36.40 -24.70
DatacCrerioad 13313 429,56 -127.81 13401 -129.75 12673 12611 121.79 -118.89
¥iite e oag 40.93 4512 1712 12.18 14.18 1.8 175 518 8.65
e Sl Oveiad s -35.08 -47.45 -34.30 -34.95 -47.18 -31.3 -32.88 -42.18

Table B.110. SIPRNET Circuit Queuing Delay Difference Standard Deviations —

Allocation Granularity: 8 khps Allocation Granularity: 32 khps Allocation Granularity: 64 khps

Monitoring Menitoring  [Menitoring  [Monitoring  |Monitoring  |Monitoring  |Monitoring | ing ing

Offered Load Period (5) Period (10) |Period (50) [Period (5) |Period (10) [Period (50) |Period (5) [Period (10} |Period (50)
Syster Linderload 8.994 3378 52.853 3165 3.990 4757 1.104 1.030 0,629
Data Overidad 0.771 0.581 1.337 0.518 0.956 1.821 0.824 0.246 2148
Yoice Overload 5.064 7.867 21.198 4,464 4,920 15,255 0.781 1.627 4,485
vlce &:Datg Qrerioad 0.770 0.700 0.735 0.290 0.983 0.563 0.443 0,883 3182

Table B.111.  SIPRNET Circuit Queuing Delay Difference 90% Confidence Inter-
vals — DBA-2

Allocation Granularity: 8 khps Allocation Granularity: 32 khps Allocation Granularity: 64 khps

Monitoring Menitoring  [Menitoring  [Monitoring  |Monitoring  |Monitoring  |Monitoring | ing ing

Offered Load Period (5) Period (10) |Period (50) [Period (5) |Period (10) [Period (50) |Period (5 [Period (10} |Period (50)
Systern Underload -93.43 -78.23 -39 36 -89.18 -83.47 -70.08 -94.27 -87.38 -85.30
v -7TH.28 -hl. 34 61.42 -83.14 -75.86 -1 96 =927 -85 -84.10
-133.86 -130.11 -128.08 -134.40 -130. 66 -128.47 -126.90 -122.02 -120.94

Bataieriad -132.39 -129.00 426,53 A433.51 128,84 124,99 125,33 421.55 116,84
. 35.20 B2 9591 7.490 947 19.27 1.03 3.63 4.37
yhice: Qyerload 46,78 52,62 131.33 16.42 18.85 4338 2.43 B.73 12.93
. -34.03 -38.75 -48.15 -34. 87 -35.80 -47.72 -3.73 -3373 -45.22
piesDdaveiad]  dag 3441 -45.75 -34.02 -33.93 -45.64 -30.89 -32.04 -39.15
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SIPRNET Circuit Queuing Delay Main Effects — DBA-2

Table B.112.
Variable
Factor Designation Level 1 Level 2 Level 3 Level 4
Workload A -32.54 -63.46 69.57 26.43
Allocation Granularity B 14.11 -5.25 -8.86 N/A
Monitoring Period (3 -7.16 -3.27 1043 N/A

SIPRNET Circuit Queuing Delay Second Order Interaction Effects

B-31

Table B.113.
Allocation Montoing
Granularity (B} Workload (A) Period (C) Workload {A)
Underoad D ata Voice Voice/Data Underdoad Data Voice Voice Data
8 kbps a9 -16.75 2263 -15.10 5s -9.59 361 -5.53 11.81
32 Hhps -1.00 262 -5.70 4.05 10 s -4.15 377 -6.24 561
64 Hps -2.2 1413 -16.94 11.02 S0 s 14.03 -7.38 177 1842
Monitoring Period {C} All Granularity {B)
8 khps 32 Kps 64 Kps

s -5.23 313 510

s -6.75 229 448

s 14.97 S42 9.5




Table B.114.  SIPRNET Circuit Queuing Delay Third Order Interaction Effects —

Allocation Granulanty: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 Khps

Monitoring Monitoring  [Monitoring  [Monitoring  |Monitoring  |Monitoring  |Monitoring  |Monitoring  [Monitoring

Offered Load Period (5} Period (10} [Period (50) |Period (5) Period (10)  [Period (50) |Period (5 Period (10) |Period (50)
Systen Underload 1147 742 19.29 5.04 275 779 5.54 467 1.8
BataLeridad 8.8z 5.95 15.67 342 237 579 539 -4.48 a.08
Tt Qerload -5.34 637 12.20 1.68 1.3 301 418 5.03 -a.13
Hoite SDstvendad £.09 5.93 -15.3 230 .7 5.01 -560 522 10.82

Table B.115.  SIPRNET Circuit Queuing Delay Analysis of Variance — DBA-2

[ SEY | S50 [ sse | ssB | ssc | ssé8 | ssac | ssBC | ssaBC | ssT | ssE |
I 20805582 43 | 20memo0.09 [ 4712048 | 183724 | 1mso2r | ovemis7 | ese2e0 | 1037972 | 1M@Es23 | S8Ee72as | 18435.03 |
Wa Dueto

“arDueto | “arDueto Allocation
“ar Dueto | VarDueto | Workload & | Workload & |Grandarty &
“ar Dueto Allocation b onitoring Allocation b onit oring Monitoring  |War Due to Al Var Due to
Work | cad Granularity Period Granuarity P eriod Petiod Fados Ernar
81.19% 341% 1.74% 4 68% 2.86% 1.76% 2.03% 2E2%

Table B.116.  Utilization Data — Static Allocation with Work Conservation

System “oice Woice & Data T0% Offered | 85% Offered | 100% Offered

Underload  |Data Cwerload|  Crwveroad Cweroad Load Load Load
Seed 128 13.21 2551 2028 36.58 65.20 8493 ag.72
Seed 128 13.23 2844 2035 36.62 658.12 84.98 a5.6%
Seed 130 1334 2847 2041 3554 £58.30 85.01 a5 .72
Seed 131 13.32 2854 2044 3667 BT.6T 8402 9573
Seed 132 13.16 2850 2035 3688 £5.94 8501 a5 &4
Column
sum 66.26 147 45 101.84 182.99 493 .55
Column
Mean 13.25 25459 2037 36.60 24.93 67.85 84.97 a5.71
Column
Effect -11.68 4 88 -4 .86 11.67

Table B.117.  Utilization Standard Deviations — Static Allocation with Work Con-

servation
System Woice Woice & Data T0% Offered | 85% Offered | 100% Offered
Underload |Data Overload| Owerload Oweroad Load Load Load
0.074 0.041 0.058 0.049 0.560 0.046 0.016
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Table B.118.  Utilization Analysis of Variance — Static Allocation with Work Con-

servation
S3Y S80 SSA SST SSE
13998.37 12427.66 1570.65 1570.70 0.05
Var Due to Variance Due
Workload to Error
100.00% 0.00%
DOF., DOF, DOF, DOF+ DOF:
20 1 3 19 16
MSA MSE
523.551 0.003
F:DmpA
162847 .264
FTabIEA
2.46
P-valueA
4. 417E-36

Table B.119.  Voice Circuit Queuing Delay Data — Static Allocation with Work

Conservation

System Woice YWoice & Data 70% Offered | 85% Offered | 100% Offered

Underdoad |Data Overload Onverload Overoad Load Load Load
Seed 128 13.32 2007 aRER e |7 a7.74 7167
Seed 129 19.36 2008 i i) 2389 3898 48.08 7812
Seed 130 19.35 2010 2313 2388 3882 48.24 7141
Seed 131 19.30 2010 2318 2398 3832 a8.11 a0.2a
Seed 132 19.34 2009 i by 2392 3814 a59.18 FR RS
Column
sum 09557 100.42 11587 11955 43252
Column
Mean 1353 2008 2317 2391 21.63 3891 g8.25 7532
Column
Effect -229 -1.54 185 2.0

Table B.120.  Voice Circuit Queuing Delay Standard Deviations — Static Alloca-
tion with Work Conservation

System Woice Woice & Data T0% Offered | 85% Offered | 100% Offered
Undedoad |Data Overload|  Owerload Owerload Load Load Load
0.022 0.023 0.033 0.039 0279 0543 3.900
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Table B.121.  Voice Circuit Queuing Delay Analysis of Variance — Static Alloca-
tion with Work Conservation

SSY SS0 SSA SST SSE
9429.77 9353.49 76.27 76.28 0.01
Var Due to Variance Due
Workload to Error
99.98% 0.02%
DOF. DOF; DOF 4 DOF+ DOFg
20 1 3 19 16
MSA MSE
25.423 8.924E-04
FcompA
28487.535
FTabIEA
2.46
P-valueA
5.031E-30

Table B.122.  Video Circuit Queuing Delay Data — Static Allocation with Work

Conservation

System Yoice Voice & Data T0% Offered | 85% Offered | 100% Offered

Undedoad |[Data Overload Crherload Crvedoad Load Load Load
Seed 128 2.8 365 5.18 5.91 a8.18 13.48 28.68
Seed 129 3.14 382 431 5.37 832 12.682 2980
Seed 130 3.36 | 507 0:Th 805 13.03 28.02
Seed 131 2.84 3487 870 499 833 12.79 30.09
Seed 132 3.36 418 492 5.684 844 1.3.31 2867
Column
sSum 15.25 18.73 25.18 28.87 85.02
Column
Mean 3.05 340 .04 AT 4.40 8.26 13.03 2907
Column
Effect -1.34 -0.65 063 1.37

Table B.123.  Video Circuit Queuing Delay Standard Deviations — Static Alloca-
tion with Work Conservation

System Woice Woice & Data T0% Offered | 85% Offered | 100% Offered
Underload |Data Overload Owerload Owerload Load Load Load
0.353 0.269 0.501 0.720 0154 0.334 0.884
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Table B.124.  Video Circuit Queuing Delay Analysis of Variance — Static Alloca-

tion with Work Conservation

SSY SS0 SSA SST SSE
413.98 387.41 22.71 26.58 3.87
Var Due to Variance Due
Workload to Error
85.45% 14.55%
DOF., DOF;, DOF,, DOF+ DOF:
20 1 3 19 16
MSA MSE
7.570 0.242
FcompA
31.329
Frabies
2.46
P-valueA
6.248E-07

Table B.125. NIPRNET Circuit Queuing Delay Data — Static Allocation with
Work Conservation
System Voice | voice & Data 70% Offered | B5% Offered | 100% Ofered
Underioad |Data Overload| Onwverload Overioad Load Load Load
Seed 128 3.02 3.08 a4 461 1191 19.65 3642
Seed 129 3.02 3.10 441 461 11.89 19.57 38.28
Seed 130 3.02 3.10 442 461 11.93 19.49 33.45
Seed 131 3.00 3.08 441 4.62 11.74 19.10 36.54
Seed 132 3.00 3.10 437 4.62 11.58 19.95 36.44
Column
Sum 15.06 15.48 2202 23.08 75.64
Column
Mean 3.01 3.10 4.40 462 3.78 11.61 19.55 36.23
Column
Effect 077 069 062 0.83
Table B.126. NIPRNET Circuit Queuing Delay Standard Deviations — Static Al-
location with Work Conservation
System Voice Voice & Data 70% Offered | 85% Offered | 100% Offered
Underload  |Data Owverload Civerload Crverload Load Load Load
0.007 0.003 0.021 0.005 0.144 0.304 1.739
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Table B.127. NIPRNET Circuit Queuing Delay Analysis of Variance — Static
Allocation with Work Conservation

SSY SS0 SSA SST SSE
296.77 286.04 10.73 10.74 0.00
Var Due to Variance Due
Workload to Error
99.98% 0.02%
DOF., DOF, DOF, DOF+ DOFe
20 1 3 19 16
MSA MSE
3.578E+00 1.336E-04
mepA
26778.795
FTah\eA
2.46
P-valueA
8.250E-30

Table B.128. SIPRNET Circuit Queuing Delay Data — Static Allocation with
Work Conservation

System Woice “oice & Data TO% Offered | 85% Offered | 100% Offered

Undedoad |Data Osveroad|  Owerload Chverload Load Load Load
Seed 128 3.14 3.60 467 5.90 2349 42.30 74.74
Seed 129 3.158 3.60 4.74 591 2343 42.08 §3.20
Seed 130 3.18 3.61 4.71 5.90 2346 42.45 81.73
Seed 131 3.15 3.61 4.7 5.93 23.07 42.38 87.86
Seed 152 3.18 3.61 4.72 5.9 22.68 43.72 §5.54
Column
sum 15.74 16.04 23.95 29.95 §6.88
Column
Mean 345 3.61 4.71 5.1 4.34 23.23 42.58 82.62
Column
Effect -1.20 -0.74 0.37 1.87

Table B.129.  SIPRNET Circuit Queuing Delay Standard Deviations — Static Al-
location with Work Conservation

System Voice Voice & Data T0% Offered | 85% Offered | 100% Offered
Underload |Data Owerload| Owerload Owerload Load Load Load
0.006 0.004 0.025 0.012 0.248 0.648 4,984

B-36



Table B.130. SIPRNET Circuit Queuing Delay Analysis of Variance — Static Al-
location with Work Conservation

SSY SS0 SSA SST SSE
400.21 377.41 22.79 22.79 0.00
Var Due to Variance Due
Workload to Error
99.99% 0.01%
DOF. DOF, DOF, DOF+ DOFe
20 1 3 19 16
MSA MSE
7.597 2.066E-04
FcompA
36778.178
FTabIEA
2.46
P-valueA
6.521E-31
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Table B.131.

Utilization Data — DBA-3

Allocation Granularity: 8 khps Allocation Granularity: 32 khps Allocation Granularity: 64 kbps
Monitoring  |Monitoring |Monitoring  |Monitering  (Monitoring  |Monitoring  [Monitoring  |Monitoring  |Monitoring
Offered Load |Period (5) Period (10) |[Period (50} |Period {5) Period (10} |Period (50} |Period {5) Period {10}  |Period {50}
1997 19.97 19497 19.50 19.50 18.50 19.97 19.97 19.97
System 20,88 20.88 2088 21.12 21.12 2 20.88 20.88 20.89
Underoad 17.92 17.92 17.92 17.96 17.96 17.96 17.92 17.92 17.92
18.96 18.96 18.96 18.60 18.60 18.60 18.96 18.96 18.96
18.30 19.30 189.30 20,37 20.37 20.37 19.30 19.30 19.30
48.67 48.50 4878 48,80 48.48 47.83 46,51 45,75 45.81
49,59 47.79 47.49 a0.49 47.58 48.18 47.74 46,52 44 .53
Data Overload 4809 47.89 4776 4919 49.17 46,79 4817 45,74 4597
49,48 47.99 46,75 48,95 48.84 46,94 47 41 46.85 46.11
50.20 49.04 47.96 49.71 48.52 48.03 46.15 46.84 45 .69
2936 2904 2850 28.73 2917 8.0 2787 23.94 27.09
2957 2797 27.79 29.81 30.05 27.79 27.54 2815 2741
Woice Overoad 2954 23 61 2871 2850 28.38 287 271 2748 27.38
28.89 2900 2874 2870 27.68 28.04 2762 2789 27.48
29 64 23.90 2916 30.91 28.43 27 61 2781 27.92 2718
4773 47.02 4822 171 46.09 48.07 4586 4561 46.69
: 47.480 4713 47.90 4722 47.41 46.95 45 64 46.16 46.98
\Sféifnfdwa 4715 4770 4850 4730 47.31 43,23 45,65 16.12 47.03
4771 46.91 47993 47.82 46,92 4776 46.28 46.07 47 .47
47.05 47.09 47.03 47.35 47.03 47 36 4663 45,77 46.70
74.35
70% Offered e
Load 73.64
73.37
7378
89.31
85% Offered i
Load 89.22
89.26
89.27
93.87
100% Offered il
Load 93.86
48.85
493.84
Table B.132.  Utilization Means — DBA-3
Allocation Granul arity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Jonitring  |Monitoring  |Monitoring  |Monitoring  |[Monitoring  [Monitoring  [Monitoring  (Monitoring  [Monitoring
Offered Load _|Period (5) Period (10) _[Period (50) |Period (5) Period (10} [Period (50) [Period (5)  [Period (10) [Period (50) Row Sum_| Row Mean | Row Effect
S ytem
U:deﬂ:ﬁd 19.40 19.40 19.40 19.51 19.51 19.51 19.40 19.40 19.40 174.96 19.44 A16.24
et 0erced 49.41 43.24 4775 4945 4852 4755 47 20 4534 4562 430.07 47.79 1210
——— 29.40 28,71 2658 2965 2873 2603 769 B0 2731 26612 26,46 72
Woice & Dda
Onerload 47.43 4717 4793 4736 4595 47 BT 4599 4595 46.97 42342 47.05 1136
Column Sum 14564 143.52 14366 145.87 143.71 14277 140.25 139.71 139.31 128457
Columin Mean 36.41 35.88 3592 3649 3593 35589 ®07 393 3.8 35.68
Columin Effect 0.73 0.20 0.23 0.81 0.25 0.m 0.6 075 085
F0% Ofiered
Loz 7392
5% Ofiered
Lozt 2926
[100% Offered
Load 9586
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Table B.133.  Utilization Standard Deviations — DBA-3
Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring  [Monitoring |Monitoring [Monitoring |Monitoring |[Monitoring [Menitering  |Monitoring  [Monitering
Offered Load [Period (5) Period (10} |Period {50} |Period (5) Period (10) |Period {50) |Period (5) Period {10} [Period {50)
System
Undetload 1.109 1.109 1.109 1.282 1.282 1.282 1.109 1.109 1.109
Beiaiiedd 0.569 0522 0.736 0.654 0.593 0.642 0.643 0.561 0.632
e 0.304 0.444 0.502 0.640 0.910 0.417 0.163 0.580 0.168
Yoice & Data
Civerload 0.317 0.307 0.553 0.270 0.522 0.524 0.398 0.245 0.318
70% Offered
Load 0.482
5% Offered
Load 0.032
100% Offered
Load 0.013
Table B.134.  Utilization Difference Data — DBA-3
Allocation Granularity: 8 kbps Allocation Granuarity: 32 kbps Allocation Granularity: 64 kbps
Monitoring Monitoring  |Monitoring  |[Monitoring  |Moni ng |Monitoring |Monitoring |Monitoring  [Monitoring
Offered Load [Period (5) Period (10} [Period (50) |Period (5) Period (10)  [Period (50) |Period (5) Period (10} |Period (50)
E.76 E.76 E.76 5.25 .28 6.25 E.76 676 E.7E
System 7ES 7.ES 7ES 7.89 7.89 .89 7.B5 TES T.BS
Underoad 457 457 457 4.62 4.62 462 4.57 457 457
5B R 5B 5,258 5.28 5.25 5.65 5E5 5265
135 513 135 7.21 7.2 7.2 E.13 613 513
1916 15.95 1926 19.38 1887 1532 16.99 16.23 16.29
2015 18.36 1505 21.05 1815 15.74 18.31 17.09 15.10
Data Overload 1963 15.42 1829 18.72 18.70 17.32 18.70 16.27 16.50
1954 15.45 17 19.41 19.30 17.40 17.687 17.3 16.57
2070 19.54 1846 20 19.02 18.52 16.65 17.34 16.19
9.07 376 5.2 .44 5.85 T2 728 564 5.80
923 7B 745 9.45 8.70 .45 718 780 T.or
Yoice Cwetoad 913 5.20 .30 9.09 7.ar §.30 ¥.50 7.07 697
545 .56 .30 9.26 T.H T.EO 718 745 .04
9.29 §.55 5.8 1016 5.05 7.26 7 .45 756 583
1145 10.43 1164 10583 9.50 11.48 9.28 9.02 10011
. 1058 10.50 1127 10.60 1078 1032 9.0 954 10.35
;ﬁza&dwa 1081 1118 1198 1077 1078 11 69 g.11 9.59 10.49
11.04 10025 1132 1115 10026 11.09 9.62 9.41 10.80
1047 10.51 10.45 1077 10.45 1078 9.95 920 1012
616
T0% Ofered b
Load 52
570
654
438
55% Ofered 429
Load il
435
4.25
n1s
100% Ofiered L0
Load 0
012
014
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Table B.135.

Utilization Difference Means — DBA-3

Allecation Granularity: 8 kbps Allecation Granularity: 32 kbps Allecation Granularity: 64 khps
Monitoring Monitoring  (Monitering  |Menitoring  |Monitoring  |Monitoring (Monitoring  |Monitoring  |Menitoring
Offered Load |Period (5) Pericd (10}  [Pericd (50) |Period {5) Period (10} [Pericd (50) |Period (5} Period (10} |Period (50)
System
UnicdeH oad 515 G515 515 6.26 E.26 5.26 E.15 615 .15
[ 198 18.73 1825 19.95 1903 1808 17.70 16.85 16.13
pieeOeiloon a0z B34 821 a.28 8.7 7ET 7.32 765 B.od
Woice & Data
et oad 1053 10.57 1133 10.76 10.35 11.07 9.39 935 10.38
T0% Ofered
Load 607
85% Ofiered
Load 4.30
100% Ofiered
Load 015
Table B.136.  Utilization Difference Standard Deviations — DBA-3
Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring Monitoring  (Monitoring  |Menitoring |[Menitoring  |Monitoring (Monitering |Monitoring |Menitoring
Offered Load [Period (5) Period (10}  [Period {(50) |Period (5) Period (10} [Period (50) |Period {5} Period (10} |Period (50)
System
Uncle A oad 1.156 1.156 1.156 1.342 1.342 1.342 1156 1.156 1.156
Rl 0.575 0.508 0.740 0697 0572 06358 0.364 0.554 0.600
AIEg e e 0.33 0.945 0.459 0623 0952 0395 04149 0.634 0125
“oice & Data
Orver oad 0.257 0.347 0.563 0241 0.525 0.545 0.386 0.238 0.289
T0% Ofiered
Load 0.578
55% Ofiered
Load 0.070
100% Ofiered
Load 0.018
Table B.137.  Utilization Difference 90% Confidence Intervals — DBA-3
Allocation Granularity: 8 kbps Allocation Granuarity: 32 kbps Allocation Granularity: 64 kbps
Monitoring Monitoring  (Monitoring  |Monitoring  [Menitoring  [Monitoring [Monitoring  |Monitoring  |Monitoring
Offered Load |Period {5) Pericd (10}  [Period {30} [Period (5} Period (10} [Period (50} [Period (5) Period (10}  [Period {50}
System 505 .05 5.05 4.95 4.95 4.95 5.05 .05 5.05
Underoad 725 725 725 7.54 7.54 7.54 ¥.25 ) 725
Diata Overload 1957 15.27 1755 1929 15458 1743 16.85 16.32 15.56
20.46 19.23 18.96 2062 1957 1569 15.53 17.35 16.70
\oice Overoad 5.1 | 775 5.69 7.45 .29 7158 7.04 582
935 5.76 5.65 9.85 9.27 5.04 V.45 5.25 706
Woice & Data 1056 10.24 1079 10053 9.85 1055 9.03 912 1010
Crver oad 11.10 10.90 1187 10.99 1085 11 B0 9.76 9.55 10.65
TO% Offered 5.52
Load 662
5% Ofiered 423
Load 436
100% Ofiered 013
Load 016
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Table B.138.

Utilization Main Effects — DBA-3

Variable
Factor Designation Level 1 Level 2 Level 3 Level 4
Workload A -16.24 12.10 -7.22 11.36
Allocation
Granularity B 0.39 0.36 -0.74 N/A
Monitoring Period c 0.31 -0.10 -0.20 N/A

Utilization Second Order Interaction Effects — DBA-3

Table B.139.
Allocation
Granularity (B} Warkload (A}
Data Voice VoiceData
Underdoad Overload Overdoad Overload
8 kbps .42 [ 0.0s 0.0z
32 Hbps 0.256 037 -0.m £0.07
6d Hps 0.71 -0.66 -0.05 0.00
Monitori g
P eriod (C) Allocation Granularity {B)
8 khps 32 kbps 64 khps
§s 0.03 015 -0.18
10 s 0.08 -0.m 0.09
S s 0.05 -0.44 0.03
Table B.140.

Monitoring
Period {C} Workload (A}
Data Voice VoiceData
Underload Overload Overload Overload
5s 0.3 059 015 40.43
10 s 010 o0z 013 £0.25
50 s 0.20 -0.61 -0.2%8 065

Utilization Third Order Interaction Effects — DBA-3

Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring Monit g |Menitering  [Monitoring  |[Monitering  (Monitoring  |[Monitoring  |Menitoring  [Monitoring
Offered Load [Period (5) Period (10}  [Period {50) |Period {5) Period (10} [Period (50) |Period {5} Period (10} |Period (50)
System
Unde oad -0.03 003 -0.05 -015 0.m 014 0158 £.09 £.09
Data Crerload
0o 0.05 0.04 -010 010 0.00 0.09 .05 0.04
“oice Oneroad
0.0z .13 012 0.24 -0.09 015 £.26 0.23 003
“oice & Data
Over oad 0. 0410 -0.11 0.0 -0 0.m £.m £0.09 010
Table B.141.  Utilization Analysis of Variance — DBA-3
S5 I 550 [ ssa [ ssB [ s§sc | &§SmB | S8AC | SSBC | SSABC | §5T |  &SE
| 25509629 | 229183.40 | 2662430 | 4944 | .85 [ 2137 | 253 | 2.01 [ 210 | oA81288 [ T9.44
WarDueto
War Due to War Due to Allocation
“War Due to War Dueto | Workload & | Workload & | Granularity &
“War Due to Alloc ation M anitoring Allocation I onitaring Monitoring [V ar Due to All YarDueto
Workload Granularity Period Granularity Period Period Factors Error
99.30% 0.18% 0.03% 0.08% 0.09% 0.01% 0.01% 0.30%
DOFy DOFg DOFa DOFg DOF e DOFsp DOF e DOFpe DOF see DOFy DOFE
180 1 3 2 2 1 G 4 12 174 144
i 54 M5B MSC MSAB MSAC MSBC MSABC MSE
G874.766 24.718 4427 3.562 4.230 0.503 0.175 0.552
F oompa Foompe Foompi Foompaa Foompac F ompBC Foompanc
16087. 76T 44.809 g8.024 6. 457 7.668 0912 0.317
Fraties, Frabien Fralec Fratiess Frableac Fablesc Fraessc
2.20 241 241 1.90 1.90 2.06 1.68
P-valugA Pvalueb P-valueC P-valueAB P-valued C P-valueBC P-valueABC
1.178E-181 7. 407E-16 4. 965E-04 4. 7GEE-06 3.B95E-07 0.459 0.985
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Table B.142.

Voice Circuit Queuing Delay Data — DBA-3

Allocation Granularity: 8 kbhps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring Monitoring  |Meonitoring  [Monitoring  [Monitoring |Monitoring  (Menitoring  |Monitoring  |Monitoring
Offered Load Period (5) Period (10)  (Period (50) |Period {5} Period (10)  |Period {50} |Peried {5) Period (10}  |Peried (50)
33.28 315 30052 2542 26.30 25.60 2576 2380 2307
32.83 31.05 28.95 2520 26.23 24,74 25492 2389 2317
System Underoad 33.87 31.63 30.46 26.65 26.60 25.50 2613 241 23.00
329 3148 30080 2579 26.52 25.63 2613 2414 2313
3.3 31.50 29.93 2551 26.40 253 2554 23482 2311
47.19 44.75 43.13 46.80 4412 44 52 40.00 3519 36.89
46.73 44.34 43.61 46.43 45.09 44 61 384 37T 37.80
Data Owerload 46.43 44.49 44 55 46.74 4362 43.45 38185 37.99 311
46.41 44.95 45,46 47.03 43.97 44.29 39.22 3763 3716
46.53 4418 44.44 45.95 43.74 43.30 40.14 3762 37.19
F3.06 31.38 .50 3225 3225 3,69 2828 2843 29,45
32.48 .81 30,98 31.56 .56 3070 283 25492 29.28
woice Ovedoad 32.56 b I 31.10 .78 .79 30020 2828 25480 2916
3273 31.45 30096 .79 .79 30059 2530 25490 29.07
3243 31.53 30.07 3163 3163 3073 28.31 25493 2913
21.85 5212 59.75 91.537 20,91 64.22 43.23 4396 a0.54
2154 40.65 52.23 2046 21,69 E4.30 42,56 43492 21.92
Yoice & Data Ovedoad a0.84 50.85 E1.79 063 20.79 E1.24 43.60 4366 52.85
2124 50.65 60.93 521.04 .22 55.79 43.45 44 .35 21.18
o136 =0.54 29.70 S0.E1 1.3 2947 44.23 434 .22
144 56
144 32
F0% Ofered Load 14359
14327
144 B0
38853
359.00
55% Ofiered Load 379.96
37684
38714
19579
18589
100% Ofiered Load 18099
181.88
169.43
Table B.143.  Voice Circuit Queuing Delay Means — DBA-3
Allocation Granularity: 8 kbps Allocation Granulanty: 32 kbps Allecation Gi G4 kbps
itoring itoring itoring itoring itoring itoring |Monitering  (Monitoring  |Menitoring
Offered Load P eriod (5) Period (10) |Period (50}  [Period (5} Period (10} |Period (30} |Period {5) Period (10} [Period {50} Row Sum_ [ Row Mean | Row Effect
2y tem:Unilerfoack 3332 .36 3029 2853 2647 2536 255 2395 2310 24531 2758 063
Pt Qverioad 46 B 4465 4424 4660 4811 44.04 39.5 37 3743 38515 4278 457
lge e 3265 46 g2 .80 31.a0 w77 2220 200682 2922 276.75 075 747
voice § Data Cheoad | 5143 5103 6058 5082 5118 61,60 4341 4382 51.58 8571 5175 1353
Column Sum 164 05 158.51 166.3 15775 153.56 161.77 135.26 134 43 14131 1375 98
Column Mean 4.0 3963 4159 39.44 3839 40.44 3.5 3361 3533 38.22
Column Effect 279 1.4 3.36 122 047 222 566 .61 2.8
T0% Offered Losd 144,07
85% Offered Load 384 30
100% Offered Load 18479
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Table B.144.  Voice Circuit Queuing Delay Standard Deviations — DBA-3
Allocation Granularity: 8 kbps Allecation Granularity: 32 kbhps Allecation Granularity: 64 kbhps
Wonitoring Monitoring [Monitoring [Monitoring [Monitoring |Monitoring [Monitoring [Menitoring |Monitoring
Offered Load Period (5) Period (10} |Period {30} [Period (5) Period (10} |Period (30} |Period {5) Period (10) |Period {50)
IR Reh 0.371 0.254 0.325 0.229 0.240 0.363 0.173 0.129 0.083
Dataeeiiad 0323 0312 0.906 0.405 0584 0.609 0.451 0244 0.504
[PeRRSEHaE 0258 0118 0522 0.270 0270 0.534 0.014 0214 0.153
Voize & Data Ovetioad | gy 013 1147 0.373 0341 2584 0,603 0.430 0.916
70% Offered Load 0.603
5% Offered Load 5.837
100% Offered Load 10.063
Table B.145.  Voice Circuit Queuing Delay Difference Data — DBA-3
Allocation Granularity: 3 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring  [Monitoring  |Monitoring  (Monitoring  [Monitering  |Monitoring  (Meonitering  (Monitoring  |Monitoring
Offered Load Period {5) Period {10} |Period {50) |Period {5) Period (10} |Period {50) |Period {5) Period (10} [Period (50)
13.96 11.83 11.20 9.10 593 5.29 5.44 4.43 378
13.47 11.69 100599 5.54 553 52.38 5.56 4.54 382
System Uncetoad 14.52 12.30 1.1 9.30 725 B.15 5.80 4 B6 365
13.95 1217 11.30 9.48 752 6.33 5.82 4 .54 384
13.95 1216 10.59 9.27 706 5.93 5.50 4 .58 377
272 24.71 23.06 26.73 24.05 24.46 19.93 1612 16.53
26.65 24.79 23.56 26.537 25.04 24 .56 19.35 1767 17.75
Data Ovwerload 26.32 24.39 24.45 2664 2351 23.38 18.07 17.88 15.00
26.31 24.85 25.36 26493 23.86 2418 19.11 17.585 17.05
26.44 24.09 24 35 2589 23.65 232 2005 17.53 17.10
9.54 516 5.28 9.03 903 543 5.06 5.21 524
9.30 .44 781 5.39 5.39 752 G.14 575 G0
“oice Overdoad 9.43 518 797 5.66 5 .BE 707 E.1E 577 5.03
9.55 g.30 7.ra g.62 g 62 .41 E.12 272 240
9.26 .35 5.90 .45 §.45 .55 5.14 2.78 .96
2782 28189 35.85 2744 26.95 40.29 18.30 2003 26.62
27 .96 26.76 35.34 2655 2776 40.41 18,65 2004 25.04
“oice & Data COvedoad 26.95 27.0z 37.93 2677 26.93 37.35 19.74 1950 29.09
2728 26.72 36.97 27.08 2726 34.83 19.49 2042 2722
2743 26.92 3577 26.65 27.539 35.55 20.50 19.29 27.50
10585
105.74
0% Ofiered Load 10477
104 93
106 46
330.79
33096
§59% Ofiered Load 32172
HMET3
32787
12412
10777
100% Ofiered Load 119.58
101 62
9426
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Table B.146.

Voice Circuit Queuing Delay Difference Means — DBA-3

Allocation Granularity: 8 kbps

Allocation Granularity: 32 kbps

Allocation Granularity: 64 kbps

Monitoring Monitoring  |Meonitoring  [Monitoring  [Monitoring  |Monitoring  (Monitoring Monitoring Monitoring
Offered Load Period {5) Period (10) |Period (50) |Period {5) [Period (10) |Period (50) |Period {5) Period (10)  Period (50)
Rystam Lndenosy 13.98 12.03 10.96 2.20 74 B0z 6.63 462 377
petaiBetiaed 26.57 24.57 24.16 2651 24.02 23.96 19.51 1775 17.35
NIES; Qverioan 948 829 775 8.63 863 7.60 B.12 554 B.05
oleE s Dete Dusoad 27 51 2712 36,597 26,91 2726 3768 18,50 18,91 27 65
70% Ofiered Load 105 56
85% Ofiered Load 32603
100% Otiered Load 109.47

Table B.147.  Voice Circuit Queuing Delay Difference Standard Deviations —
DBA-3
Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring Monitoring |Monitoring  [Monitoring  [Monitoring  |Monitoring  |Monitoring  |Monitoring  |Monitoring
Offered Load Period {5) Period (10) |Period (50) |Period {5) [Period (10) |Period (50) |Period {5) Period (10) [Period (50)
Rustemindenosd 0373 0.257 0.342 0242 0.253 0.357 0175 0138 0.074
petRipietizac 0340 0.319 0.886 0.400 0.604 0.624 0.459 0243 0.503
Xpies Querad 023 0115 0513 0252 0.252 0,503 0.041 0.241 0133
woice s Date isnaed 0421 0.609 1471 0352 0.337 2602 0595 0416 0.945
0% Ofered Load 0.692
§39% Ofered Load 5.534
100% Ofiered Load 12.374

Table B.148.  Voice Circuit Queuing Delay Difference 90% Confidence Intervals —
DBA-3
Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring Monitoring  |Monitoring  [Monitoring  [Monitoring  |Monitoring  (Monitoring  |Monitoring  |Monitoring
Offered Load Period (5) Period {10} [Period {(50) |Period {5} Period (10)  |Period {50} |Pericd {5} Period (10) [Period (50)
13.63 11.78 10063 5.97 5.80 565 5.46 4.43 370
SR e 14.34 12.28 11.28 5.43 738 £.39 £.739 475 384
Data Oerload 26.25 24.26 23.32 2613 23.45 23.36 19.07 1751 16,67
26.90 2487 25.0 26.59 24.60 24.55 19.94 1799 17.53
R S 9.25 518 726 5.39 5.39 72 E.05 5.4 592
.70 5.40 5.24 5.8V 587 5.03 E.16 92.87 E17V
woice & Data Ovetload 271 26.54 35.86 2658 26.94 3521 1594 1852 26.75
2792 27.70 35.09 2725 27.59 4017 2007 203 25.56
104 .90
70% Ofiered Load 106.22
32076
959% Ofiered Load 3313
97 &7
100% Ofiered Load 12127
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Table B.149.

Voice Circuit Queuing Delay Main Effects — DBA-3

Variable
Factor Designation Level 1 Level 2 Level 3 Level 4
Workload A -10.63 4 57 -7.47 13453
Allocation Granularity B Ed 1.20 =372 IMFA,
Monitoring Feriod i Eje -1.01 0.90 TFA,

Table B.150.  Voice Circuit Queuing Delay Second Order Interaction Effects —
Allocation Monitoring
Granularity (B} Workload {A) Period {C) Workoad (A)
Data Voice Voice/Data Data Voice Voice/Data
Underload Overload Overdoad Overoad Underload Overload Overload Overload
B khps 1.54 -013 -1.49 0.18 5s 1.56 1.37 0.38 -3
32 khps -2 0.492 -0.45 1.58 10s 0. 68 0.4z 0.96 -2.06
o4 khps 0.47 -0.79 2.08 -1.76 s -4 -1.79 -1.34 5.37
Monitoring Period (C) Allocation Granularity (B)
8 khps 32 khps 64 kbps
5% 014 -0.10 -0.05
10s -010 -0.02 0.12
50s -0.05 012 -0.07
Table B.151.  Voice Circuit Queuing Delay Third Order Interaction Effects —
Allecation Granularity: 8 kbps Allecation Granularity: 32 kbps Allecation Granularity: 64 kbps
Monitoring  [Monitoring [Monitoring |Menitoring |Monitoring |[Monitoring |Menitoring |Monitoring |Monitoring
Offered Load Period (5) Period (10) |Period (50) |Period (3) |Period (10) |Period (50) |Period (5) |Period (10) |Period (50)
Systen tnderloan 017 0.14 0.03 017 0.04 0.21 0.00 047 0.18
Data Querlagd 017 0.8 0.00 0.30 013 011 013 0.03 0.10
WAIKEEBHGAL 0.32 008 0.26 005 0.42 0.7 0.2 0.3 0.62
Voice & Data Ouerload | 024 0.2 -0.41 027 0.68 0.39 0.51 -0.90
Table B.152.  Voice Circuit Queuing Delay Analysis of Variance — DBA-3
[ 557 | 550 | ssa 558 S5C | ©5SAB | SSAC | SSBC | SSABC |  SST 5SE
I 282432.10 | 2p2ge212 | 1e7m04 | 129866 | 1076 | 2oz | amaog | 168 [ 1756 | 18469.88 | 56.29
War Due to
WarDueto | VarDueto Allocation
“WarDueto | WarDueto | Waorkload & | Workload & [ Granularty &
“ar Due 1o Alloc ation I onitoring Allocation  onitoring Monitoring  |var Due to All “ar Due to
Workload Granulatity Period Granularity P eriod Period Factars Etrar
86.14% B.6T% 0.87% 1.61% 4.63% 0.01% 0.09% 0.29%
DOF v DO Fa DOFs DOF g DOF: DOF ap DOFac DOF e DidFapc DOFr DoFe
180 1 3 2 2 5] B 4 12 1749 144
MSA MSB M3 MSAB MSAC MsBC MESABC MSE
590,347 [49.325 55.375 52.143 150.181 0.422 1. 464 0.391
Feompa Feompe Foompe: Feompas Feompac Feompse Feompase
14300889 1661.065 141,656 133.414 384.184 1.078 3744
Fraes Frabe g Franec Frank 5 Frabeac Frank sc Fraseesc
2.20 241 241 1.80 1.40 206 1.68
P-valueA P-valued P-valueC P-valueAB P-valueAC P-valueBC | PwalueAaBC
5.809E-178 | 3.414E-100 | 9.738E-35 3.007E-56 5.933E-86 3.695E-01 6.124E-05
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Table B.153.

Video Circuit Queuing Delay Data — DBA-3

Allocation Granularity: § kbps Allocation Granularity: 32 khps Allocation Granularity: 64 kbps
Monitoring Monitoring  [Monitoring  [Monitoring  |Monitoring Monitoring  [Monitoring  [Monitoring  |Monitoring
Offered Load Period {5} Period {10)  |Period (50) [Period {5} Period (10)  |Periodd (50) [Period {5} Period (10} |Period (50)
3.05 3.06 33 326 2.62 2.94 3.40 3.3 333
343 3.24 3.27 345 312 3.14 3.63 3.03 308
System Undedoad 3.3 2.52 3.00 340 2.92 3.9 3.30 3 3.30
295 2.95 310 285 33 3.04 3.22 oyl 322
313 3.50 3.52 372 3.38 3.36 3.58 3.55 358
3.80 3.46 3.84 391 3.35 4.04 3.91 369 415
3.62 3.68 3.55 383 3.97 3.57 3.73 391 370
Data Crerload 4.05 3.99 3.80 35 4.1 3.98 4.29 39 3499
3.63 3.658 3.64 389 4.03 3.73 3.26 3.81 4.11
4.43 3.70 3.66 373 3.649 3.51 4.19 3.30 329
7.40 6.34 6.70 657 5.04 6.23 5.85 540 639
7.4 5.37 5.05 585 6.14 5.74 a9.67 5.05 5.36
Yoice Cvetosd 7.52 5.49 5.36 5.02 5.92 5.00 5.94 5.26 247
615 6.51 6.70 695 6.52 6.12 5.56 6.09 585
7.50 E.77 E.15 723 5.82 5.63 E.24 E.25 6.30
1064 1075 9.97 9.86 9.34 9.80 1019 9.44 9.86
10.75 9.85 1039 10.25 11.75 9.87 9.95 5.95 1013
Woice & Data Owvedoad 11.32 10.50 9.76 10.55 1021 g.47 1027 9.59 983
9.84 9.16 11.36 10.71 9.54 9.62 1086 9.25 10.54
10.91 9.55 1046 9.85 9.43 11.95 1095 11.08 9.20
17.98
17.52
T0% Ofiered Load 18.11
1819
17.99
T ]
37.89
55% Ofered Load 3516
3521
3659
39.36
35
100% Ofiered Load 40.27
39.02
33.89
Table B.154.  Video Circuit Queuing Delay Means — DBA-3
Allocation Gramlarity: 8 kbps Allocation Gr: larity: 32 kbps Allocation Granularity: 64 kbps
itoring itoring itoring itoring itori itoring itoring itorl toring
Offered Load Period {5} Period (10} |[Period (50) |Period (5} [Period {10} [Period (50) |Period {5} [Period {10) [Period (50} Row Sum_ | Row Mean
System Undedoad 318 308 324 334 307 342 343 3.28 330 2900 322
Dt Cerond 292 27 370 284 285 277 268 372 285 4.2 2.80
pak et 720 850 643 654 810 594 591 6.1 554 56.67 6.30
olbsibiteenondtl|  Sies 957 10.39 1031 1011 954 1045 9.67 am 9.4 1048
Column Sum 2499 2322 23.75 2403 .13 22.77 2356 2278 22.88 21134
Column Mean 525 581 594 5.01 578 558 5482 5.70 575 587
Column Effect 0.38 005 0.07 014 -0.09 -0.15 0.04 047 .12
70% Ofiered Load 15.02
5% Ofiered Load 3756
100% Otiered Load 39.18
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Table B.155.  Video Circuit Queuing Delay Standard Deviations — DBA-3
Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring  [Monitering |Menitoring |Monitoring |Monitering  |Monitoring  |Monitering  |Menitering  [Monitoring
Offered Load Period {5} Period (10) |Period {30} |Period {5} Period (10)  |Period {50} |Period {5) Period {10} _|Period {50}
=ystel nented 0.203 0.364 0.199 0.320 0.309 0.371 0.178 0187 0.190
Daiafvelead 0.329 0.190 0.119 0.144 0.336 0.240 0.412 0253 0.359
judlce-tieiost 0.587 0.170 0310 0.560 0.270 0.254 0.207 0149 0.418
weeEData Ol | iieug 0554 0E17 0.475 0.980 1266 0.435 0E2 0.488
70% Offered Load 0.140
85% Offered Load 0.609
100% Offered Load 0753
Table B.156.  Video Circuit Queuing Delay Difference Data — DBA-3

Allocation Granularity: 8 kbps

Allocation Granularity: 32 kbps

Allocation Granularity: 64 kbps

Monitoring Monitoring  [Monitoring  [Monitoring  |Moenitoring Monitoring |[Monitoring  [Monitoring  |Monitoring
Offered Load Period (5} Period (10) |Period (50) [Period (5} Period (10)  |Period (50) [Period {5} Period (10} |Period (50}
0.50 0.51 0.76 072 0.08 0.00 0.85 0.76 078
0.31 0.10 0.13 031 .02 0.00 0.49 011 .08
System Unded oad -0.04 054 .36 0.04 .44 0.15 40.06 -0.05 -0.06
0.1 011 0.26 0m 0.47 0.21 0.358 0.37 038
0.23 0.14 0.16 0.36 0.02 0.00 0.22 019 022
0.16 018 0.19 0.26 0.30 0.40 0.26 0.04 0.0
0.20 0914 09.27 a1 0.15 -0.25 0.09 0.03 a4z
Data Overload 0.53 0.453 0.25 014 0.649 0.47 0.78 0.40 0.43
012 0.1 0.08 042 0.46 0.16 £0.32 0.24 0.54
0.25 048 £.52 £.45 .49 -I.65 0.0 .55 .59
2.22 1.16 1.91 1.39 0.9 1.05 0.67 0.7z 1.20
310 2.06 1.74 164 1.83 1.43 1.36 1.74 126
“oice Owerdoad 2.45 1.43 1.49 0.96 0.85 0.94 0.87 1.20 0.40
0.45 0.81 1.00 1.26 0.583 0.42 016 0.39 0.26
2.57 1.85 1.23 230 0.90 0.70 1.3 1.32 138
3.73 3.84 3.06 285 2.43 2.89 3.28 253 285
5.38 4.458 5.0 4.88 E.38 4.49 4.59 361 476
“Woice & Data Ovedoad 5.57 4.75 4.01 213 4 .46 271 4.52 3.04 4.07
4.835 418 6.37 572 4.85 4.64 5.858 4 26 555
5.07 3.74 4.62 4.01 3.54 6.10 .11 5.24 336
9.82
9.50
70% Ofiered Load 10.06
9.86
9.55
23.63
2536
85% Ofiered Load 2513
25.42
2355
10,65
.31
100% Ofiered Load 12.24
5.93
10,2
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Table B.157.  Video Circuit Queuing Delay Difference Means — DBA-3

Allocation Granularity: § kbps Allocation Granularity: 32 khps Allocation Granularity: 64 kbps
Monitoring Monitoring [Monitoring  |Monitoring  |Monitoring Monitoring |[Monitoring  [Monitoring  |Monitoring
Offered Load Pericd {5} Period (10)  |Period {50} |Period (5) Peried (10}  |Period (50) [Period {5} P eriod {10} [Period {50}
S amihen e 0.13 0.00 019 029 0.02 0.07 0.38 023 025
Data Overloac 017 004 008 010 0.10 0.02 0.13 002 0410
oice Reroad 2.18 1.48 1.40 151 1.08 0.91 0.88 1.07 080
¥lrzit Dog Dedeng 492 4.20 451 454 4.34 447 467 389 414
0% Ofiered Load a4.76
5% Ofiered Load 2463
100% Ofiered Load 10.05

Table B.158.  Video Circuit Queuing Delay Difference Standard Deviations —

DBA-3
Allocation Granularity: 8 kbps Allecation Granularity: 32 kbps Allocation Granularity: 64 kbps
Moenitoring Monitoring  [Monitoring  [Monitoring  |Menitoring Monitoring  [Monitoring [Monitoring  |Menitoring
Offered Load Period {5} Period (10}  |[Period (500  [Period {5} Period (10} |Periodd (50)  [Period {5} Period (10} |Period (50}
RystEm tndenoed 0267 0504 0399 0,289 0324 0059 0336 0,351 0,357
s Ose R 0262 0358 0336 0.331 0497 0479 0420 0.500 0519
Hplgg Oerosd 1.005 0507 0257 0.505 0.431 0.379 0.495 0.529 0.526
Volce 8 Datel Overload 0718 0425 1230 1.079 1.470 1 398 0950 0.987 1.049
70% Ofered Load 0.232
35% Ofiered Load 0.932
100% Ofiered Load 1.543

Table B.159.  Video Circuit Queuing Delay Difference 90% Confidence Intervals —

DBA-3
Allocation Granularity: § kbps Allocation Granularity: 32 khps Allocation Granularity: 64 kbps
Monitoring Monitoring  [Monitoring [Monitoring  |Moenitoring Monitoring  [Monitoring  [Monitoring  |Moenitoring
Offered Load Period {5} Period (10) |Period (50) [Period (5) Period {10} Period (50} |Period (5) Period (10}  |Period (50}
014 047 019 0.01 0.29 -0.0z2 0.06 010 .09
Systam Hrderond 0.40 0.48 0.57 056 0.33 0.6 0.70 057 0.5
o A — .08 038 037 .22 .37 -0.44 027 .50 .48
0.42 0.30 0.27 0.4 0.58 0.45 0.53 0.45 0.E9
\inice Overload 1.20 0.95 1.12 1.02 0.65 0.35 0.40 0.57 0.40
312 1.895 1.67 1.89 1.47 1.27 1.35 1.58 1.40
. 4.24 3.7 3.44 3.5 2.94 2.83 377 2483 314
Foig 8 R Dveoed 5 61 4.60 579 557 5.74 5.50 5.58 484 514
9.54
70% Ofiered Load 9583
2374
55% Ofered Load 25.52
§.60
100% Ofiered Load 11.55
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Table B.160.  Video Circuit Queuing Delay Main Effects — DBA-3

Variable
Factor Designation Level 1 Level 2 Level 3 Level 4
Warkload A -2.65 -2.07 0.43 4.29
Allocation Granularity B 0.13 -0.04 -0.08 A2
Monitoring Period C 0.19 -0.11 -0.08 A2

Table B.161.  Video Circuit Queuing Delay Second Order Interaction Effects —

DBA-3

Allocation Monitoring
Granularity (B) Workload (A} Period {C) Workload (A)
Data Voice Voice/Data Data Voice Voice/Data
Underload | Overload Overload Overload Underload | Overoad Overload overoad
8 khps 019 -016 0.28 0.06 5sg -0.10 -0.11 n.ar 0.14
32 khps 0.00 0.06 -0.06 0.00 s 0.0z 0.08 0.os -0.13
64 kbps 0.20 010 -0.23 -0.07 50 5 0.07 0.05 -0.12 0.00

Monitoring Period (C) Allo cation Granularity (B)

8 khps 32 khps 64 kbps
5s 0.06 -0.01 -0. 06
10s -0.08 0.0 00z
505 0.0z -0.0F 004
Table B.162.  Video Circuit Queuing Delay Third Order Interaction Effects —
Allocation Granularity: 8 kbps Allocation Granularity: 32 kbhps Allocation Granularity: 64 kbps
Monitoring _[Monitoring  [Monitoring _[Monitoring [Monitoring _[Monitoring _|Menitoring [Monitoring | Monitoring
Offered Load Period {5} Period {10) |Period (30) [Period {5) Period (10) Period (30) |Period {3) Period (10) _|Period {50)
Byater:Liideticad 013 0.06 0.o7 0.08 -0.08 001 0.08 0.02 -0.07
Data;Dveoag 0.01 0.06 006 005 .01 0.04 0.04 007 0.03
jidice;Ghetinad 017 007 a1 010 010 0.00 027 0.17 0.10
Voice i Detavetoad -0.04 -0.06 0.10 -0.13 017 0.04 0.17 012 -0.06

Table B.163.  Video Circuit Queuing Delay Analysis of Variance — DBA-3

[ 55T | 550 | s§sAa | S8R [ S5C | S5AB | SSAC | 8SBC | SSABC | §5T | SsE |
| 7589.52 | 620313 | 134433 | 149 | 316 | 3.86 | 136 | 048 | 175 | 138640 |  28.847 |
WarDueta
WarDueto | VarDueto | Allocation
WarDueto | VarDueto | Workload & | Workload & | Granularity &
“ar Due to Alloc ation M anitaring Allacation Maonitaring Monitaring  |War Due to All War Due to
Workload Granulatity Period Granularity Period Feriod Factars Error
96.97% 0.11% 0.23% 0.28% 0.10% 0.03% 0.13% 216%
DOFy DOFg DOFs DOFs DOFe DOF &g DOF sz DOFee DOF 26 DOFT DOFe
180 1 2} 2 2 B B 4 12 179 144
MSA MSE MEC MEAE MSAC MEBC MSABC MSE
448109 0.746 1.881 0.643 0.226 0119 0.148 0.208
Feompa F compe Feompe Feompes Feompac F compbe Feompape
5281 3.585 7897 3.087 1.087 0.573 0.701
Frabea Frabks Frapee Fraess Frabeac F bk e F rabk a6
2.20 241 24 1.80 1.90 206 1.68
P-valued P-valueB P-valueC P-valuepB P-valugAC P-valueBC | P-valueABC
2.302E-119 3.024E-02 7.303E-04 7.130B-03 0.373 0.682 0.749
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Table B.164.

NIPRNET Circuit Queuing Delay Data — DBA-3

Allocation Granularity: 8 kbhps Allocation Granularity: 32kbps Allocation Granularity: 64 kbps
Monitoring  |Monitoring  (Monitoring  |Monitoring Monitoring  |Monitoring  [Monitoring Monitoring  [Monitoring
Offered Load Period (5) Period {(10) [Period (50) |Period (5} Period (10) |Period (50) [Period {5) Period (10) [Period (50)
3.38 337 337 331 324 329 324 327 326
343 a4 340 3.38 336 335 334 332 33
Systern Underload 330 328 7 3.25 323 321 b 318 316
334 333 332 3.27 325 324 326 324 322
3.34 3.34 33 3.35 3.33 331 326 3.24 3.23
4.90 4.89 4.86 4.849 4.88 4.94 437 4.32 4.33
4.95 4.86 4.85 4.93 4.83 4.87 4.41 4.33 4.32
Data Overload 4.91 4.85 4.88 4.94 482 4.80 144 434 4,46
492 4.88 4,85 4.88 487 4.82 438 4.38 4.34
4.93 4.87 4.87 4.91 489 4.86 4.38 4.38 4.35
12.41 12.02 11.30 12.20 1.7 11.14 9.63 937 9.06
1232 11.80 11.25 1217 11.75 10.80 9.55 952 892
Woice Overload 12.33 11.83 11.19 1216 11.76 10.91 9.85 9.30 9.00
12.30 11.97 11.32 12.06 11.72 10,98 9.70 9.43 8.9z
1213 12.03 11.19 1216 11.68 10.75 9.62 9.34 .97
11.61 10.82 10.22 11.36 10.64 10.25 9149 889 8.46
11.44 10.86 1027 11.34 10.94 10.08 9.09 878 8.62
Woice & Data Overload 11.41 10.96 10.23 11.35 10,92 10.32 916 9.06 8649
11.26 10.87 10.11 11.47 10,98 9.91 932 8.4z 8.68
11.42 10.79 9.93 11.28 10.75 9.97 9.48 8.80 8.63
23.97
23.64
70% Offered Load 2310
2310
23.07
62.42
53.88
85% Offered Load 64.40
63.58
62.46
58.98
56.41
100% Offered Load 63.55
56.62
£1.09

Table B.165.

NIPRNET Circuit Queuing Delay Means — DBA-3

Allocation Granularity: 8 kbps

Allocation Granularity: 32 kbps

Allocation Granularity: 64 kbps

Offered Load Period {5} Period {Iil:li: Period (50} |Period {5} Period (10} |Period {50) |Period {5} Period {10} |Period {50} Row Sum | Row Mean
=ystam:Lnderioad 338 334 a3 331 207 328 a7 325 324 2945 327
Rata 0 seHoed 402 487 45 491 487 458 4.40 436 436 42.41 47
Haice'Ghatoad 1230 1103 1125 1215 172 1094 961 a.39 sa7 9827 10.92
voiced Deta ovettaed | i 1068 10.16 1135 1085 1011 925 8.69 860 o 51 10.17
Column Sum 3z 302 2961 73 3051 2918 2653 2569 2547 261.65
Column Mean &.00 7.78 7.40 7.93 763 730 £.63 £.47 g29 .27
Column Effest 073 0.48 0.13 0.66 0.36 003 084 080 098
70% Otfered Laad 2337
5% Offered Load E335
100% Offered Load 5935
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Table B.166. NIPRNET Circuit Queuing Delay Standard Deviations — DBA-3

Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring | Monitoring | Monitoring | Monitoring | Monitering | Monitoring | Monitoring | Monitoring | Monitering
Offered Load Period (5) | Period {10} | Period {50} Period {5} | Period (10} | Period {50} Period {5} | Period (10) | Period (50}
sysfemm tndcrgad 0.047 0.049 0.049 0.085 0.055 0.054 0.050 0.050 0.054
Dataierioad 0.019 0014 0015 0.026 0.027 0.054 0.027 0.028 0.057
VieeiBistload 0102 0.108 0,051 0.054 0.031 0.145 0.085 0.087 0.059
SR DA oy 0.066 0.119 0.070 0.144 0.176 0.155 0.110 0.0%
70% Offered Load 0.407
55% Offered Load 0879
100% Offered Load 3.053

Table B.167. NIPRNET Circuit Queuing Delay Difference Data — DBA-3

Allocation Granularity: 8 kbps Allo cation Granularity: 32kbps Allocation Granularity: 64 kbps
Monitoring  |Moenitoring  |Monitoring  [Monitoring M ing |M ing |Monitoring M ring  |Monitoring
Offered Load Period {5) Period {(10) |Period {50y |Period {5} Period {10) [Period (50) [Period {5) Period {10) _[Period {50
0.36 0.35 035 0.2a 0.28 0.27 023 0.25 0.25
0.41 0.40 0.3s 037 0.35 0.33 033 0.30 0.30
Systerm Underload 0.28 0.26 0.26 023 0.21 019 014 0.16 015
0.34 0.33 0.3z 0.26 0.25 0.24 0.26 0.23 0.22
0.34 0.33 0.3 0.34 0.33 0.3 0.25 0.24 0.22
1.8 1.79 1.77 1.80 1.79 1.85 1.28 1.22 1.24
1.85 1.76 1.75 1.83 1.78 1.77 1.32 1.28 1.23
Diata Overload 1.81 1.76 1.78 1.85 1.73 1.70 1.34 1.24 1.37
1.83 1.78 1.78 1.79 1.797 373 1.29 1.29 1.25
1.83 1.77 1.77 1.81 1.80 1.76 1.28 1.28 1.26
.00 7.6 6.89 T7.749 7.30 6.73 5822 4 95 4. 65
790 738 .84 776 734 £.49 514 5.1 4.50
Yoice Overload 7.9 T4 677 T.74 T34 6.49 813 4.88 4.58
7.89 7.85 6.91 7.68 el B.47 5,29 5.02 4.51
777 7.67 6.82 7.749 i3 6.38 5.28 4.97 460
7.an 6.3 8.60 6.74 6.03 5.64 457 4128 385
6.83 6.25 5.66 673 6,33 a.47 4.48 417 4.0
Yoice & Data Overload £.79 6.35 5.62 6.74 6.3 | 455 445 407
b.64 6.24 5,49 6.85 6,36 6.28 4 69 4.29 4.06
6,80 617 5.36 .67 6.13 5.36 487 418 382
12.05
1.75
70% Offered Load 117
11.36
11.48
277
44.31
85% Offered Load 44.91
44 47
4252
2216
1813
100% Cffered Load 3010
2008
24 64
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Table B.168. NIPRNET Circuit Queuing Delay Difference Means — DBA-3

Allocation Granularity: 8 kbhps Allocation Granularity: 32kbps Allocation Granularity: 64 kbhps
Monitoring  |Monitoring  [Monitoring  |Monitoring Meonitoring  |Monitoring  [Monitoring Monitoring  [Monitoring
COffered Load Period (5) Period {(10) _[Period (50) |Period (5} Period (10) _|Period (50)  [Period {5) Period (100 |Period (50)
SESICTERORoAn 0.35 0.33 0.32 0.30 028 0.7 0.26 0.24 023
Dbl 1.83 177 177 1.82 177 1.76 1.30 1.26 127
(ROEEsSeoss 7.99 7.53 5.95 7.75 im B.53 5 499 457
Voice & Data Ovarioad | gy 526 554 B.74 523 5.4 483 427 3.9
70% Offered Load 11.46
85% Offered Load 43.80
100% Offered Load 23.02

Table B.169. NIPRNET Circuit Queuing Delay Difference Standard Deviations —

DBA-3
Allocation Granularity: 8 kbps Allocation Granularity: 32kbps Allocation Granularity: 64 kbps
Monitoring  |Monitoring  (Monitoring  |Monitoring Monitoring  |Monitoring  [Monitoring Monitoring  [Monitoring
Offered Load Period {(5) Period {(10) _[Period (50) |Period (5} Period (10) _|Period (50)  [Period {5) Period (100 |Period (50)
SSCIE oA 0.046 0.049 0.048 0.056 0.058 0.055 0.050 0.051 0.054
DDl 0.7 0.018 0.014 0.024 0.027 0.054 0.026 0.027 0.056
(rOEEsSenas 0.085 0122 0.088 0.080 0.017 0132 0.070 0.083 0.063
Vaice &Data Overioad | 459 0.068 0122 0,086 0.143 0.179 0152 0.110 0.085
70% Offered Load 0.245
85% Offered Load 1.077
100% Offered Load 4.638

Table B.170. NIPRNET Circuit Queuing Delay Difference 90% Confidence Inter-

vals — DBA-3
Allocation Granularity: 8 kbhps Allocation Granularity: 32kbps Allocation Granularity: 64 kbps
Monitering  |Monitoring  (Monitoring  |Monitoring Menitering  |Monitoring  [Monitoring Monitering  [Monitoring
Offered Load Period (5) Period (10) [Period (50) |Period (5) Period ('10) |Period (50) [Period {5) Period (10) [Period (50)
0.30 024 0.28 0.24 0.23 022 0. 0149 017
Systemrhderiead 0.39 0.38 0.37 0.35 0.33 0.32 0.3 0.2 0.28
1.81 1.76 1.75 1.78 1.74 1.7 1.28 1.24 1.2
Dataientad 1.84 1.79 1.78 1.84 1.80 1.81 1.3 1.29 1.32
) 7.8 R B.74 7.69 ¥.30 B.41 .14 4.91 4,41
Hoire Dy 7.98 7.64 £.90 7.80 i3 5.66 5,27 5.07 463
: 6.65 6.20 5.43 G.68 5.09 532 4.49 417 3.89
Voice &Data Overload | g gy 5.33 5.66 B.81 B3 5.66 473 438 407
11.23
70% Offered Load 11.89
4277
85% Offered Load 44.82
18.60
100% Offered Load 27.44
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Table B.171.  NIPRNET Circuit Queuing Delay Main Effects — DBA-3
Variable
Factor Designation Level 1 Level 2 Level 3 Level 4
Workload A -4.00 -2.56 3.65 2.90
Allocation Granularity B 045 0.35 -0.80 N/A
Monitoring Period c 0.25 0.02 -0.27 N/A

Table B.172. NIPRNET Circuit Queuing Delay Second Order Interaction Effects
— DBA-3
Allocati on Monitoring
Granularity (B} Waorkload (A} P eriod (C) Workload (&)

Data Voice Voice/Data Data Voice VoiceData
Underoad | Overload Overload Overload Underoad Dveroad Overload Overload

8 kbps 038 0.28 0.45 0.20 5s 0.2 -0.22 015 0.26

32 khps 040 018 0.3 025 10s 007 -0.03 0.0 onz

64 kbps 075 046 079 045 S0s 0.25 0.25 0.26 0.25

Monitoring Period (C)

Allocation Granularity (B)

8 kbps 32 Wps 64 kbps
is 003 0.06 0.09
0 s o0z 001 0.
] 0035 0.035 010

Table B.173.  NIPRNET Circuit Queuing Delay Third Order Interaction Effects

— DBA-3

Allocation Granularity: 8 kbhps Allocation Granularity: 32kbps Allocation Granularity: 64 kbhps
Monitoring  |Monitoring [Monitoring  |Monitoring Monitoring |Monitering  [Monitoring Monitoring  [Monitoring
Offered Load Period (5) Period {(10) _ [Period (50) _|Period (5) Period (10) _|Period (50)  [Period {5) Period (100 |Period (50)
System Underload -0.06 0.02 0.02 0.0 -0.09 0.10 0.07 0.0 -0.12
DataDerioad 0.0 -0.02 0.04 -0.06 0. 0.05 0.08 0.0 -0.09
HAIEE Qverlpad 0.0 -0.01 0.00 0.05 0.03 -0.08 -0.06 -0.02 0.08
Yoice BDAaOveoad)  gr 0.00 -0.07 0.02 0.0s -0.07 -0.08 -0.05 013
Table B.174. NIPRNET Circuit Queuing Delay Analysis of Variance — DBA-3
[ S5 [ s=0 [ ssa [ =sB | ssc [ ssem | ssac [ ssBc [ ssaBCc | =sT | ssE |
I 11619.40 | eso8z7r | 199046 | w4 | 832 EEE 7.4 | 0.54 [ oer [ 2maz | soo |
“ar Due to
“War Due to War Due to Allocation
“ar Due to WarDueto | Workload & | Workload & | Granudarity &
“ar Due to Allocation honitaring Allocaion i onitaring Monitating  |%ar Due to All “ar Due to
Wiork load Granu arity Perod Granularity Petiod Period Factors Error
94.28% 276% 0.39% 178% 0.35% 0.03% 0.03% 0.35%
DOFy DOFg DOF 5 DOF g DOFc DOF 25 DOF ae DOF e DOF sgc DOF T DOFe
180 1 3 2 2 [ 3 4 12 179 144
ME A MEE MEC MSLE MEAC MSBC MSLBC MSE
E63.467 29122 4158 6246 1.235 0.135 0.056 0.056
Feomps Feompe F compe: F compss Fcompac Feompec F comprge
11942 594 524189 74551 112.430 222757 2,422 1.009
Franes Fraes F raiec F rapie 26 Fratesc Frapieec: F ratie s5c
2.20 241 2.4 1.90 1.90 2.06 1566
P alued P-alueB P salueC P-welustB PvalueldC FP-walueB C P-vauetBC
2266EATZ | TH4%EHT | SAGE23 | S4EEES2 | 2017E-16 5.097E 02 0444
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Table B.175.  SIPRNET Circuit Queuing Delay Data — DBA-3
Allocation Granulanty: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring  [Monitoring (Monitoring (Monitoring  [Monitoring  [Monitoring  (Monitoring  |Monitoring  |Monitoring
Offered Load Period (5) Period (10 |Period (50) |Period (5} Period (10) |Period {50} |Period (5) Period (10 [Period (50)
354 382 3480 344 341 3.40 342 340 338
3.58 3.85 3482 353 3.44 3.47 347 343 3.42
System Underoad 3.45 342 339 3.38 3.33 3.32 333 330 328
3.449 346 344 3.43 3.40 3.36 338 335 e |
341 3.49 a4 3.40 346 3.43 339 R 235
7.40 7.30 714 7.33 7.29 7.27 605 591 5.83
7.40 7.30 712 7.34 7.35 715 6.06 5.99 5.88
Data Cverload 739 7.9 723 7.43 71 7.05 6.08 5,97 6.05
7.3 733 716 7.3 7.1 713 6.04 .01 5.85
y [ 7149 K 7.36 7.08 6.08 5.949 5.87
16.14 14.69 13.58 14.71 14.58 13.30 11.68 10.94 1051
16,79 14.38 1312 14.70 14.25 12.85 11.35 11.26 1051
Woice Ovetoad 1677 14.80 13.38 15,80 1437 1278 11.54 11.21 10,45
15,60 14.92 1337 14.99 14.09 13.28 11.53 11.01 10,52
16.74 14.68 1316 15.15 13.77 12.85 11.65 10.93 10.45
21.92 2076 1914 21.84 20,34 18.43 16.77 16.27 15.44
21.67 2085 1917 21.65 20,85 18.16 16.58 15.94 15.61
Woice & Data Overload 21.67 2074 19,19 21.34 20,78 19.48 16.81 16.56 15.92
21.47 20,64 19.16 21.89 2083 18.85 16.95 168,31 15.56
21.55 20,59 19.07 2.4 2037 18.06 17.12 15.97 15.66
ayaz
722
70% Offered Load 36.37
3631
36.84
8593
896.71
85% Offered Load 965,14
85.94
85.62
110.44
106.30
100% Offered Load 111.80
104,94
101,26
Table B.176.  SIPRNET Circuit Queuing Delay Means — DBA-3
Allocation Granulanity: $ kbps Allocation Granularity: 32 kbps Allecation Gi G4 khps
i i L1} i i L1} i i i) i i 9 i i 9 N'OI]i‘lO{illu i i W i il g i i 9
Offered Load Period {5) Period (10} [Period (50) |Period (5} Period (10)  [Period (50) |Period (5)  |Period (10} |Period (50} Row Sum_| Row Mean | Row Effect
SystemUdiriod 351 3.48 346 346 342 340 3.40 337 335 0.8 343 7.2
Data Dherlosd 739 7.30 747 738 7% 744 5.06 597 590 61,57 684 380
eice Oweioad 15.81 1453 13.32 1501 14.21 130 1158 11.07 1049 11810 13.23 259
MoicedDetaleeiond sy 2066 1915 263 058 1314 1665 16.21 1564 17147 19.05 841
Column Sum 43.34 46.07 43.10 4747 45.47 4265 3TE6 36.62 3BT 35299
Column Mean 12.09 11.52 10,77 1187 14.37 1067 9.46 LR 6.04 10.64
Column Effect 145 0.88 014 1.23 0.73 003 447 148 4.79
T Offered Load 36.81
5% Ofiered Load &6.08
100% Ofiered Load 106.39
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Table B.177.  SIPRNET Circuit Queuing Delay Standard Deviations — DBA-3

Allocation Granulanity: & kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring  [Monitoring (Monitoring (Monitoring  [Monitoring  [Monitoring  (Monitoring  |Monitoring  |Monitoring
Offered Load Period (5) Period (100 |Period (50) _|Period (5} Period (10) _|Period {50) _|Period (5) Period (10 [Period (50)
Sy oeelo 0.050 0.048 0.053 0.062 0,061 0.057 0.053 0.051 0.053
Bda b 0.015 0.021 0.041 0.042 0.106 0.085 0.018 0.037 0.085
[seERT 0.202 0.208 0.186 0.333 0.304 0,260 0.130 0157 0.034
Voice & Dala Overload | g 474 0.080 0.046 0247 0.226 0.372 0.201 0.259 0.178
70% Offered Load 0. 466
85% Offered Load 0.404
100% Offered Load 4.175

Table B.178.  SIPRNET Circuit Queuing Delay Difference Data — DBA-3

Allocation Granularity: 8 khps Allocation Granularity: 32 khps Allocation Granularity: 64 khps
Monitoring  [Monitoring (Monitoring  (Monitoring  [Monitoring  (Monitoring  (Monitoring  |Monitoring  |Monitoring
Offerad Load Period (5) Period {10 |Period (50) |Period {5} Period (10) |Period (50) |Period (5) Period (10 |Period (50)
0.40 038 0.36 0.30 0.27 0.26 028 0.26 0.24
0.43 0.40 037 0.39 0.34 0.32 03z n.2g 0.27
Systerm Undedoad 030 026 023 0.22 0.18a 017 017 014 012
034 0.3z 0.23 0.28 0.25 0.22 023 0.2 0.1a
0.36 0.34 0.30 0.36 0.32 0.29 035 0.22 0.21
3.80 370 364 3.73 3.69 3.67 245 23 273
3.80 369 362 3.74 374 3.55 246 239 228
Data Cverload 378 367 362 il 3.49 3.44 247 235 243
v 372 355 3.78 3.60 3.582 243 2.40 224
3.76 3. 66 3.58 3.80 3.75 3.48 247 2.38 2.26
11.47 1002 891 10.04 5.91 8.63 7.0 6.27 5.84
11.05 9.64 8.38 9.96 9.52 8.11 6.61 .52 577
Woice Overoad 11.06 978 B.67 10.78 9.66 8.04 683 6,50 574
10.89 10.20 8.66 10.28 9.38 8.56 682 6.29 5.80
11.02 9.9 844 10.43 9.05 8.13 5.93 .21 573
16.02 14.86 13.25 15.94 14.44 13.53 10.87 10.37 9.54
15.76 1465 13.26 15.74 14.65 13.26 10.68 10.04 9.7
Woice & Data Overload 15.67 14.84 13,29 15.44 14.89 13.58 10.91 10.66 10002
15.54 1472 13.23 15.96 14.90 12.62 11.03 10.38 9.63
15.63 1468 1315 15.50 14.46 1315 11.20 10.05 9.75
13.83
13.79
70% Offered Load 12.90
13.24
14.15
43.63
44 63
85% Offered Load 4369
43.56
41.80
35.70
2310
100% Offered Load 29.77
17.08
15.71
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Table B.179.  SIPRNET Circuit Queuing Delay Difference Means — DBA-3

Allocation Granulanty: 8 kbps Allocation Granularity: 32 khps Allocation Granularity: 64 kbps
Monitoring  [Monitoring [Monitoring  (Monitoring  |Monitoring  (Monitoring  [Monitoring  |Monitoring  |Monitoring
Offered Loail Period (5) Period {(10) _ |Period (50) _|Period {5} Pariod (10)  |Period (50} |Period (5) Period (10} [Period (50}
et Rt 037 0.3 0.3 031 0.27 0.25 025 022 0.21
Dt oEhoy 378 369 3.56 377 3.66 3.53 246 237 2.79
[aesOEHnEs 11.10 992 861 10.30 9.50 5.29 B84 5.3 578
voice & Data Qverioad | 44 75 1475 13.24 15.72 14.67 13.23 10.94 10.30 0.73
70% Offered Load 13.58
85% Offered Load 43.48
100% Offered Load 2437

Table B.180. SIPRNET Circuit Queuing Delay Difference Standard Deviations —

DBA-3
Allocation Granulanty: 8 kbps Allocation Granularity: 32 khps Allocation Granularity: 64 kbps
Monitoring  [Monitoring |(Monitoring (Monitoring  |Monitoring  (Monitoring  [Monitoring  |Monitoring  |Monitoring
Offered Load Period (5} Period {10} |Period (50} |Period {5 |Period {10} |[Period {30} [Period (5) [Period (10} _[Period (50)
s eelond 0.053 0.052 0.057 0.085 0,085 00,060 0.058 0.055 0.057
DAEDEner 0.018 0.022 0.037 0.038 0.109 0.028 0.08 0.036 0.082
[aeesOEHnas 0.221 0.218 0.209 0.329 0.719 0.278 0.150 0.143 0.047
Voice & Data Overload | g 4 0.096 0.052 0242 0222 0.384 0194 0.282 0182
T0% Offered Load 0.401
85% Offered Load 0.926
100% Offered Load 2.474

Table B.181. SIPRNET Circuit Queuing Delay Difference 90% Confidence Inter-
vals — DBA-3

Allocation Granulanty: 8 kbps Allocation Granularity: 32 kbhps Allocation Granularity: 64 kbps
Monitoring  [Monitoring [Monitoring  (Monitoring  |[Monitoring  (Monitoring  (Monitoring  |Monitoring  |Monitoring
COffered Load Period (5) Period {10) |Period {50} |Period {5} Period (10) |Period (50} |Period (5) Period (10} |Period (50}

032 0.29 0.25 0.25 0.2 019 0.20 07 015
Py slemidnderioad 0.42 0.39 0.35 0.37 0.33 0.31 0.31 0.27 0.25
376 367 3.53 3.74 3.55 345 244 233 221
Reta Dverioad 3.80 371 3.60 3.81 3.76 3.51 247 2.40 237
. 1089 .71 B4l 5.9 5.20 03 55D 522 573
jiee D 1.3 10.13 2.81 10.61 9.81 £.56 5.93 5.50 5.07
. 15,56 1456 1319 15,49 14.45 12.86 10.75 10.05 955
e I 1484 13.29 15,85 14.88 13.58 11.12 10,55 9.90
7311
70% Offered Load 14.06
4254
85% Offered Load 44.42
1619
100% Offered Load 2235
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Table B.182.  SIPRNET Circuit Queuing Delay Main Effects — DBA-3
Variable
Factor Designation Level 1 Level 2 Level 3 Level 4
Workload A -7.21 -3.80 2.59 8.41
Allocation Granularity B 0.82 0.66 -1.48 N/A
Monitoring Period Cc 0.50 0.04 -0.54 N/A

SIPRNET Circuit Queuing Delay Second Order Interaction Effects

Table B.183.
Allocation
Granularity (B) Workload (A)
Data Voice VoiceData
Uniderload Dverload Overload Owerdoad
8 Hhps 4076 .38 0.53 0.61
32 kbps LE7 024 018 0.73
64 kps 1.43 0.62 -0.71 -1.34

Monitoring P eriod (C)

Allocation Granul arity (B}

Monitoring
Period {C) Workload {A)
Data Voice Voice/Data
Urwleroad | Overload Owverload Owverload
5s 047 -0.40 0.3 045
10 s -0.04 -0.04 0.05 n0.ns
50 s 0.52 0.44 042 .54

8 kbps 32 Wops 64 kbps
5s 013 0oy -0.19
s 0.02 002 -0.04
50 s 014 009 0.23
Table B.184.  SIPRNET Circuit Queuing Delay Third Order Interaction Effects —
Allocation Granularity: 8 kbps Allocation Granularity: 32 kbps Allocation Granularity: 64 kbps
Monitoring  |Monitoring |Monitoring |Monitering  [Monitoring  [Monitoring  [Menitoring  (Monitoring  (Monitoring
Offered Load Period (5 Period (10) _|Period (50) |Period {5) Period (10) _|Period {(50) |Period (5) Period (10) _|Period (50)
System.Lriderivad 013 0m 014 -0.08 -0.02 0.08 0.19 0.04 023
Dal:bverioad 012 -0m 013 -0.08 0.0z 0.07 017 0.03 02
Yiee Cvenioad 0.2 -0.08 -0.16 -0 0.04 0.2 018 0.00 0.12
Yate R Daovodd) 0.07 -1 0.13 0.01 -0.14 018 -0.08 0.25

Table B.185.  SIPRNET Circuit Queuing Delay Analysis of Variance — DBA-3
[ S5V [ ==0 [ ssa [ ssB [ ssc | ssaB | ssac [ SSBC ssaBC | ssT | SSE |
I STEEAT | oo37zas | mamerr | 19808 | semd | 107E1 | 25339 | 2Es 275 | ms0se | sEE |
“ar Due to
WarDueto | Yar Dueto Allocation
o Dueto | War Dueto | Workload & | Worklosd & | Granularity &
“arDueto Alloca ion M oritoring Allocation hlonitoring Moritoring Ve Dueto Al “arDueto
Wkl oad Grarulaity Perod Granuarty Period P etiod Factars Error
94, 54% 2.80% 0.45% 1.57% 0.37% 0.04% 0.04% 0.05%
DiOFy LCF g DOF s LiOF g LiOF DiOF 25 DiOF ac DiOF 6 DiOF 25c LOFT DoFe
180 1 3 2 2 [ -1 4 12 1748 144
MSA MSB MEC MS a8 MSAC MEBC M5 ABC MSE
2155.924 99452 16.422 17.935 4232 o.7av 0229 0.0%
Fcomps Fcconp & Fecmpe Feompar Feompac F compac F compege
4443 330 3591108 5642 .35 T01.517 165.527 27.649 5.933
Fraies Fraes Frsec Frapss Frateas F rate e F rate 25c
220 241 24 1.80 1.80 206 168
Plued P salueB P-saluec P saluetB P-dlustC PalueBC | P-walussBC
2.005E-233 | 4.670E-126 | 1.767E-T2 6.475E 104 4 934E 52 4.892E17 1453E 12
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Table B.186. NIPRNET Circuit Traffic Analysis Data

Exponential | Pareto | Pareto Pareto Pareto Pareto
Offered Load Interarrivals | (a=1.1) | (a=1.4) (a=1.6) (a=1.7) (a=1.9)

3.27 3.24 3.31 3.20 3.32 3.27

3.32 3.43 3.16 3.20 3.20 3.24

System Underload 3.18 3.43 3.27 3.21 3.25 3.34
3.24 3.39 3.28 3.25 3.14 3.16

3.24 3.49 3.27 3.21 3.29 3.34

4.32 5.99 4.37 4.36 4.35 4.35

4.38 6.10 4.33 4.35 4.34 4.35

Data Owerload 4.34 3.16 4.30 4.32 4.34 434
4.38 6.58 4.36 4.35 4.28 4.38

4.38 6.27 4.34 4.31 4.37 4.38

9.37 9.74 9.33 9.59 9.50 9.51

9.52 9.95 9.50 9.38 9.54 9.31

Voice Overload 9.30 9.68 9.54 9.44 9.76 9.36
943 9.64 9.67 9.38 9.46 9.47

9.34 10.39 9.62 9.31 9.31 9.47

8.89 10.42 9.84 9.06 8.83 8.95

; 8.78 14.55 10.59 9.22 9.42 9.07
glii:‘dwa 9.06 13.17 | 10.21 9.37 9.85 8.72
8.92 15.72 9.84 9.41 9.38 8.90

8.80 16.15 10.87 9.16 9.29 9.09

Table B.187. NIPRNET Circuit Traffic Analysis Means

Pareto Pareto Pareto Pareto Pareto
Offered Load Exponential {a=1.1) | (a=1.4) (a=1.6) (a=1.7) (a=1.9)
System Underload 3.25 3.42 3.26 3.21 3.24 3.27
Data Overload 4.36 5.62 4.34 4.34 4.34 4.36
Voice Overload 9.39 9.88 9.53 942 9.51 942
Voice & Data
Overload 8.89 14.00 10.27 9.24 9.35 8.95
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Table B.18&8.

NIPRNET Circuit Traffic Analysis Standard Deviations

Exponential | Pareto | Pareto Pareto Pareto Pareto
Offered Load Interarrivals | (a=1.1) | (a=1.4) {a=1.6) (a=1.7) (a=1.9)
System Underload 0.050 0.056 0.058 0.019 0.070 0.073
Data Owerload 0.028 1.392 0.029 0.022 0.031 0.020
Voice Overload 0.087 0.311 0.132 0.107 0.161 0.084
Voice & Data
Overload 0.110 2.315 0.458 0.145 0.361 0.149
Table B.189. NIPRNET Circuit Traffic Analysis 90% Confidence Intervals
Exponential | Pareto Pareto Pareto Pareto Pareto
Offered Load Interarrivals | (a=1.1) | (a=1.4) {a=1.6) (a=1.7) (a=1.9)
3.20 3.36 3.20 3.19 3.17 3.20
System Underload 3.30 3.47 3.31 3.23 3.31 3.34
433 4.29 4.31 4.32 4.31 4.34
Data Owerload 4.39 6.95 4.37 4.36 4.37 4.33
9.31 9.58 9.41 9.32 9.36 9.34
Voice Overload 948 10.17 9.66 9.52 9.67 9.50
Voice & Data 8.79 11.79 9.83 9.10 9.01 8.80
Overload 8.99 16.21 10.71 9.38 9.70 9.09
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Table B.190. NIPRNET Circuit Traffic Analysis Data
Exponential | Pareto | Pareto | Pareto | Pareto | Pareto
Offered Load Interarrivals | (a=1.1) | (a=1.4) | (@a=1.6) | (a=1.7) | (a=1.9)
3.40 3.64 3.45 333 343 3:38
3.43 313 3.31 333 3.33 3.36
System Underload 3.30 3.71 3.43 3.33 3.38 3.45
3.35 3.65 3.43 3.39 3.28 3.29
s e .77 3.44 3.39 3.42 3.45
5.91 8.24 6.24 6.02 5.97 5.08
5.99 5.99 6.23 6.01 5.99 5.98
Data Overload 5.97 7.61 6.13 6.03 5.95 6.00
6.01 10.31 6.25 6.05 5.98 6.02
5.99 Firird 6.18 5.92 5.99 6.04
10.94 15.60 11.62 11.28 11.24 11.13
11.26 15.91 11.63 11.23 11.18 10.99
Voice Overload 11.21 15.58 11.52 11.03 11.51 10.96
11.01 15.47 11.90 11.33 11.10 10.93
10.93 16.51 12.07 11.28 11.23 11.30
16.27 27.82 19.49 17.28 16.75 16.40
\iike 8. Hafa 15.94 29.26 20.45 17.40 17.33 16.44
P 16.56 30.20 20.14 17.92 17.95 16.14
16.31 28.88 19.45 17.89 17.24 16.33
15.97 35.21 20.50 17.61 17.20 16.66
Table B.191. NIPRNET Circuit Traffic Analysis Means
Pareto | Pareto | Pareto | Pareto | Pareto
Offered Load Exponential | (a=1.1) | (a=1.4) | (a=1.6) | (a=1.7) | (a=1.9)
System Underload 3.37 3.70 3.41 3.34 3.37 3.39
Data Overload 5.97 7.99 6.21 6.01 5.98 6.00
Voice Overload 11.07 15.81 11.75 11:23 11.25 11.06
Voice & Data
Overload 16.21 30.28 20.01 17.62 17.29 16.39
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Table B.192. NIPRNET Circuit Traffic Analysis Standard Deviations
Exponential | Pareto | Pareto | Pareto | Pareto | Pareto
Offered Load Interarrivals | (a=1.1) | (a=1.4) | (a=1.6) | (a=1.7) | (a=1.9)
System Underload 0.051 0.057 0.060 0.024 0.062 0.068
Data Overload 0.037 1.551 0.050 0.052 0.016 0.028
Voice Overload 0.157 0.425 0.227 0.115 0.154 0.154
Voice & Data

Overload 0.259 2.888 0.509 0.287 0.429 0.188
Table B.193. NIPRNET Circuit Traffic Analysis 90% Confidence Intervals
Exponential | Pareto | Pareto | Pareto | Pareto | Pareto
Offered Load | Interarrivals | (a=1.1) | (a=1.4) | (a=1.6) | (a=1.7) | (a=1.9)
3.:32 3.65 3.35 332 3.31 3:32

System Underload 3.42 3.76 3.47 3.37 3.43 3.45
5.94 6.51 6.16 5.96 5.96 5.98

Data Overload 6.01 9.46 6.25 6.05 5.99 6.03
10.92 15.41 11.53 11.12 1.1 10.91

Voice Overload 11.22 16.22 11.96 11.34 11.40 11.21
Voice & Data 15.96 27.52 19.52 17.35 16.88 16.21
Overload 16.46 33.03 20.49 17.90 17.70 16.57
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