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Purpose: Prospective motion correction is arguably the “silver bullet” solution for magnetic reso-
nance imaging (MRI) studies impacted by motion, applicable to almost any pulse sequence and
immune from the spin history artifacts introduced by a moving object. In prospective motion correc-
tion, the magnetic field gradients and radio frequency waveforms are adjusted in real time in response
to measured head motion so as to maintain the head in a stationary reference frame relative to the
scanner. Vital for this approach are accurate and rapidly sampled head pose measurements, which
may be obtained optically using cameras. However, most optical methods are limited by the need to
attach physical markers to the skin, which leads to decoupling of head and marker motion and
reduces the effectiveness of correction. In this work we investigate the feasibility and initial perfor-
mance of a stereo-optical motion tracking method which does not require any attached markers.
Methods: The method relies on detecting distinctive natural features or amplified features (using
skin stamps) directly on the forehead in multiple camera views, and then deriving pose estimates via
a 3D-2D registration between the skin features and a database of forehead landmarks. To demonstrate
the feasibility and potential accuracy of the marker-free method for discrete (step-wise) head motion,
we performed out-of-bore and in-bore experiments using robotically and manually controlled phan-
toms in addition to in-bore testing on human volunteers. We also developed a convenient out-of-bore
test bed to benchmark and optimize the motion tracking performance.
Results: For out-of-bore phantom tests, the pose estimation accuracy (compared to robotic ground
truth) was 0.14 mm and 0.23 degrees for incremental translation and rotation, respectively. For arbi-
trary motion, the pose accuracy obtained using the smallest forehead feature patch was equivalent to
0.21 � 0.11 mm positional accuracy in the striatum. For in-bore phantom experiments, the accuracy
of rigid-body motion parameters (compared to wireless MR-sensitive markers) was 0.08–
0.41 � 0.18 mm/0.05–0.3 � 0.12 deg and 0.14–0.16 � 0.12 mm/0.08-0.17 � 0.08 deg for the
small and large feature patches, respectively. In vivo results in human volunteers indicated sub-mil-
limeter and sub-degree pose accuracy for all rotations and translations except the depth direction
(max error 1.8 mm) when compared to a registration-based approach.
Conclusions: In both bench-top and in vivo experiments we demonstrate the feasibility of using very
small feature patches directly on the skin to obtain high accuracy head pose measurements needed
for motion-correction in MRI brain studies. The optical technique uses in-bore cameras and is consis-
tent with the limited visibility of the forehead afforded by head coils used in brain imaging. Future
work will focus on optimization of the technique and demonstration in prospective motion correction.
© 2020 American Association of Physicists in Medicine [https://doi.org/10.1002/mp.14199]
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1. INTRODUCTION

Head motion can limit the spatial and quantitative accuracy
of MR measurements even more so than factors such as scan-
ner design and magnetic field strength.1 Motion of 1 mm

amplitude may introduce blurring and ghosting artifacts in
anatomical imaging, false activations in functional MRI
(especially when head motion is correlated with the task),
bias in the functional parameters derived from diffusion-
weighted MRI, and reduced spectral resolution and
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reproducibility in MR spectroscopy.2–6 Noninvasive head
immobilization and support devices can reduce the amplitude
of motion but do not fully prevent it.7 It is not surprising,
therefore, that current MRI research includes a strong focus
on motion correction methods.

Many motion correction methods have been proposed for
MRI, and several are in widespread use clinically. Motion
correction methods can be broadly classified into retrospec-
tive and prospective approaches, which aim to estimate a con-
sistent set of k-space data offline and online, respectively.
Widely used retrospective methods include PROPELLER8

and SNAILS,9 both of which rely on redundant sampling of
the center of k-space during each sequence repetition time.
While such methods are useful, they cannot fix spin history
effects related to motion, and oversampling lowers scan effi-
ciency and can lead to colored noise effects. They also
require that you have time in the pulse sequence and do not
perturb signal evolution, which is difficult with spoiled gradi-
ent recalled (SPGR) or fast spin echo (FSE) readout.10

Prospective motion correction is a general approach to
compensate for head motion in MRI. It involves real-time
adjustment of the magnetic field gradients and radio fre-
quency (RF) waveforms during scanning to maintain a fixed
spatial relationship between the head and imaging volume.1

Unlike retrospective motion correction methods, prospective
motion correction automatically compensates for the spin his-
tory effects introduced by a moving object.

Accurate and rapidly sampled head pose (position and ori-
entation) estimates are vital for real-time gradient and RF
waveform control in prospective motion correction. One way
to obtain motion estimates is via navigator sequences inter-
leaved with the main sequence. Navigator-derived motion
estimates can either be obtained directly from k-space sub-
sampling based on well-known mathematical relationships
between translations/rotations in the spatial domain and
phase shifts/rotations in the Fourier domain,11,12 or can be
based on image registration in the spatial domain. Examples
of the latter include regular sampling and alignment of
orthogonal 2D slices13 or whole volumes.14

Although navigator approaches for motion estimation in
prospective motion correction have the benefit of being MRI-
based, and so do not require additional hardware, they neces-
sarily use up some of the available time within the sequence
cycle and, therefore, are not generalizable to all sequences.
This has motivated the use of independent motion tracking to
obtain motion estimates. Of the available motion tracking
methods, optical approaches have often been preferred due to
the potential for very high accuracy.15 In MRI, however, there
is always the challenge of line-of-sight for optical systems
due to the very tight space constraints imposed by the bore
and the presence of the head coil. Thus, there has been a
related effort in recent years to improve line-of-sight by
developing fully MR-compatible in-bore optical tracking sys-
tems which can operate close to the subject’s face.16–20

Despite the technological advances in prospective MC
based on in-bore camera-based motion estimates, three major
challenges remain for practical implementations. Firstly,

nearly all current optical tracking approaches rely on the non-
invasive fixation of physical markers to the head. To fully cor-
rect for head motion, perfectly rigid fixation of these markers
is necessary. In practice, however, decoupling of head and
marker motion easily and often occurs. Indeed, although the
accuracy of marker-based tracking may be a few tens of
microns in bench-top experiments,16 it may be several mil-
limeters in the clinic due to the difficulty of attaching markers
rigidly.1 This error is often larger than the ~ 1-mm intrinsic
spatial resolution typical of clinical MRI scanners. Numerous
marker fixation methods have been used in MRI and other
imaging modalities to reduce the decoupling problem (e.g.
attachment to caps, dental molds, bandages, goggles and
skin21–24), but no approach has found widespread use in any
imaging modality. Secondly, marker-based experiments can
be challenging to set up if they require a high degree of coop-
eration from the subject. And thirdly, the presence of a head
coil creates an enclosed environment which limits visibility
of the head. Therefore, although the development of in-bore
MR-compatible cameras has helped with line-of-sight issues
and also increased the potential accuracy of motion estimates
by reducing the working distance, it has also presented a new
challenge: how to leverage this potential accuracy when only
small patches of the face are visible through a head coil.

To overcome these issues and to facilitate motion-compen-
sated imaging that is highly accurate, practical and reliable, a
reassessment of conventional motion tracking methodology
is needed. Our goal is to address the challenges through the
development of a marker-free head tracking approach in
which pose is accurately determined from skin features
directly on the skin and confined to very small patches of the
forehead. We adapt a feature-based tracking method previ-
ously developed for rats25 and investigate its feasibility for
brain MRI using out-of-bore and in-bore phantom and volun-
teer experiments with ground truth motion. In the remainder
of the paper we describe the feature-based tracking method
(Section 2A, 2B); an out-of-bore robotic test bed and valida-
tion (Sections 2C, 3B); an in-bore phantom and in vivo vali-
dation (Sections 2D, 2E, Sections 3C, 3D); and the
implications of our results and future plans (Section 4).

2. METHODS

2.A. Overview of feature-based motion tracking and
pose estimation

The feature-based motion tracking system is a two-view
adaptation of the four-view system developed for estimating
the head pose of freely moving rats during positron emission
tomography.25 The two spatially calibrated cameras in the
two-view system acquire synchronized frames in which we
detect highly distinctive native features.26 SIFT features are
small image patches characterized by extreme gradients
across multiple resolutions. These features are mapped to
descriptors (128-element vectors) based on radial sampling
of the image gradients in a patch, and in a way that ensures
scale, shift and rotation invariance. This makes SIFT
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descriptors well-suited for robust matching across disparate
views from multi-camera systems. Since the cameras are spa-
tially calibrated, any corresponding features that are matched
across the two views can be triangulated, resulting in a 3D
landmark.27 As more stereo frames are acquired, we amass a
growing database of such landmarks, along with their associ-
ated descriptors. At any given time, this landmark database
represents a sparse 3D model of the object. Finally, by match-
ing SIFT features in a stereo frame to the landmark database,
the changing object pose can be estimated using a 3D-to-2D
registration in which the reprojection error is minimized.28

Namely, if a new camera frame shares feature descriptors
with the database, we use a Gauss-Newton approach to find
the rigid-body transformation (translation and orientation)
resulting in the best alignment between the database descrip-
tors and frame descriptors. The method is summarized in
Fig. 1 and further details can be found in Kyme et al.25 Incor-
rect feature matches, referred to as “outliers”, generally con-
tribute noise to the pose estimation. We use several outlier
rejection methods to detect and ignore such spurious
matches: (a) a multiple-match filter, which immediately
rejects any features that are matched to more than one other
feature; (b) a geometric filter, which ensures the plane con-
necting the candidate feature match and the triangulated land-
mark satisfies epipolar geometry27; and (c) a statistical filter,
which recognizes and rejects matches that contribute the most
error during pose estimation.

2.B. Camera and coil setup

The feature-based system comprises two MR-compatible
USB2 CMOS cameras (HobbitView Inc., 640x360 or
1284x724 resolution) fitted with wide (80°) field-of-view
(FoV) lenses. The sensors were securely mounted to a

standard 8-channel head coil (3T GE Healthcare) using a 3D-
printed bracket [Fig. 2(a)]. Both sensors had line-of-sight
through the same channel opening of the head coil. The sen-
sors had a nominal physical separation (stereo baseline) of
50 mm and subtended an angle of approximately 30 deg.
Lens focus was adjusted for a working distance of 8–10 cm.
Stereo camera calibration was performed by programming a
6-axis robot to move a checkerboard pattern of 4 mm squares
to 30 arbitrary poses within the FoV of both cameras
[Fig. 2(b), 2(c)]. Intrinsic and extrinsic camera parameters
were then computed using the Matlab Calibration Tool-
box.29,30

2.C. Out-of-bore robotic test platform

The out-of-bore test platform [Fig. 3(a)] was based around
a 6-axis robotic arm (C3-A601ST, Epson America Inc.) cap-
able of highly repeatable (20 lm) arbitrary rigid-body
motions. The robot was fixed securely in front of the camera-
mounted head coil and used to apply discrete arbitrary
motion in six degrees of freedom to a polystyrene head phan-
tom inside the coil. An image from Subject #5 of the face
recognition database31 was color-printed on paper and glued
to the forehead of the phantom to simulate a realistic skin sur-
face [Fig. 3(b)]. The phantom was tested with and without a
small (25 mm 9 6.4 mm) and large (50.8 mm 9 19.1 mm)
feature patch, consisting of arbitrary text and symbols, above
the left eyebrow to simulate a concentrated source of features
on the skin [Fig. 3(c)]. Feature patches were applied using a
custom-made stamp with skin-safe black ink. This approach
avoided any physical attachment of features, which is charac-
teristic of traditional marker-based tracking methods.

Two motion experiments were performed using the robotic
test platform. First, the robot was programmed to execute an

FIG. 1. Principle of feature-based motion estimation. (a) Overview: in a given stereo frame comprising two synchronized and calibrated camera views, distinctive
features are detected and matched (blue) and then triangulated to produce 3D landmarks (orange) which are stored in a database along with their corresponding
feature descriptors. Collectively, the database landmarks form a sparse representation of the tracked object. For each stereo frame, features are also matched to
the database (green) to enable pose estimation (pink). Note that dashed boxes refer to processes and non-dashed boxes to data (inputs/outputs). (b) Pose estima-
tion: after identifying feature matches (green) between all possible features (red) in the landmark database and those in the image, pose is estimated via a 3D-2D
registration. Specifically, we determine the rotation, R, and translation, t, minimizing the reprojection error between measured and estimated feature locations.
Further details can be found in Kyme et al25.
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incremental one-dimensional translation along the head-feet
(z) axis from 1–10 mm in 1 mm steps and then an incremen-
tal rotation around the head-feet axis (head “shaking”) from
1–10 deg in 1 deg steps. Second, we applied 19 arbitrary
rigid-body poses to the phantom simulating arbitrary head
motion. In each experiment, synchronized stereo camera
images were collected at successive poses for offline motion
estimation. For the incremental motion test, estimated poses
were compared directly to robotic poses by using the pure
rotation and translation magnitudes, eliminating the need for
a formal cross-calibration. For the arbitrary motion test, a
cross-calibration was used to convert estimated poses to the
robot frame for comparison with the ground truth. The cross-
calibration was obtained using Horn’s method32 with 30
paired pose measurements of a calibration marker, the center
of which coincided with the robot tool center (Fig. 4, left).

2.D. In-bore phantom experiment

To demonstrate that the motion tracking system was func-
tioning correctly in a MR environment, we applied discrete
movements to a phantom inside a MR750 3T scanner (GE
Healthcare). It was not possible to use the robot in this case
since it was not MRI compatible. Therefore, a custom-de-
signed spherical plastic phantom (Fig. 5) was fitted with
three wireless active markers23 to track motion directly in the
MR frame and serve as ground truth. To cross-calibrate the
MR and motion tracker frames, we rigidly attached an 8-point
optical marker to the phantom (Fig. 4, right) and collected
simultaneous MR and optical measurements at approximately
50 discrete poses, which were applied manually to the phan-
tom inside the camera-mounted head coil. A detailed descrip-
tion of the calibration tool, wireless markers and tracking
sequence is available in Maclaren et al.19 These pose data
were input to a hand-eye cross-calibration to determine a
closed-form solution relating the MR and tracker frames.33

We then replaced the optical calibration marker with the
same ink stamps used in the out-of-bore robotic test platform
(Section 2C) and manually moved the phantom to approxi-
mately 15 discrete poses during a single acquisition. At each
pose, a synchronized stereo image frame from the motion
tracking system was acquired together with continuous mea-
surements from the wireless MR markers. The wireless mar-
ker data were processed offline to identify the step-wise
transitions and compute an average pose per step. Pose esti-
mates from the feature-based tracking system were also com-
puted offline and compared with the ground truth MR-based
pose measurements after applying the cross-calibration.

2.E. In-bore volunteer experiment

Two volunteers were scanned on a GE MR750 3T MR sys-
tem and instructed to move their head to six different poses in
turn. The volunteers had the same ink stamps on their fore-
head as were used in both the robotic test platform and in-
bore phantom experiments. At each of the six poses, the vol-
unteer was imaged for 45 s using a 3D FSPGR navigator

FIG. 2. Camera setup and calibration. (a) Cameras mounted to the head coil
with line-of-sight through a channel opening. (b) Robotic manipulation of a
checkboard marker for the extrinsic (stereo) camera calibration. (c) View of
the first calibration pose from the two cameras. A total of 30 calibration
poses were used for the extrinsic calibration.

FIG. 3. Out-of-bore test platform. (a) Epson C3 6-axis robot to control a styrofoam mannequin head inside the head coil. (b) Close-up of the mannequin with a
photograph of a forehead skin patch affixed, allowing the setup to be tested using realistic geometry and texture. (c) The small and large feature stamps applied to
the skin patch to amplify the number of features derived from the forehead.
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(TE: 1.5 s, TR: 4.9 s). Reconstructed image volumes from
the six scans were aligned retrospectively to the first volume
using Statistical Parametric Mapping (SPM) image registra-
tion and directly compared with movements estimated from
the feature-based motion tracking system by applying the
cross-calibration from Section 2D. Finally, the feature-based
estimates were used for retrospective alignment of the images
for motion correction and the resulting mean images were
compared to the SPM-based motion correction results.
Human volunteer experiments were performed in compliance
with IRB protocols.

3. RESULTS

In the following results, we use the designations x, y and z
to specify axis directions. These directions map to the stan-
dard brain imaging coordinate system designations left/right
(L/R), superior/inferior (S/I) and anterior/posterior (A/P),
respectively.

3.A. Camera calibration

The principal point, focal lengths and distortion coeffi-
cients estimated from the intrinsic camera calibration resulted
in a mean reprojection error of 0.02 � 0.02 mm at the work-
ing distance of the forehead. This error is 1–2 orders of mag-
nitude below our minimum motion tracking accuracy

requirement (≤1 mm) and therefore can be considered negli-
gible. The extrinsic (stereo) calibration indicated a stereo
baseline of 50.0 � 0.1 mm and an angle of 37.0 � 0.16 deg
subtended by the two cameras. Figure 6 shows the stereo cal-
ibration output. The coordinate system for tracking was arbi-
trarily chosen to align with the left camera frame.

3.B. Out-of-bore robotic test bed

The mean camera/robot cross-calibration error was
0.09 mm (max 0.18 mm), 0.07 mm (max 0.13 mm) and
0.10 mm (max 0.25 mm) in x, y and z, respectively. Fig-
ure 7(a) shows synchronized camera images of the man-
nequin head with a bare (non-stamped) forehead for a single
frame and [Fig. 7(b)] shows the detected and matched fea-
tures after background masking.

Figure 8 shows a comparison of the estimated incremental
translation and rotation versus the ground truth robotic
motion for the case of a bare forehead. The mean absolute
error was 0.14 mm for translation and 0.23 deg for rotation.
For arbitrary motion, it can be more intuitive to measure
accuracy in terms of the measured and expected location of
specific test points relevant to the application. Thus, Fig. 9
shows the discrepancy (in millimeters) between the ground
truth and estimated positions of two test points, one located
on the forehead surface and one in the striatum. The physical
displacement of each test point from pose to pose is also
shown (right axis) for comparison. For the forehead test
point, the average error was 0.19 � 0.09 mm,
0.22 � 0.11 mm and 0.19 � 0.11 mm for the bare forehead,
feature stamp 1 (small) and feature stamp 2 (large), respec-
tively. The three regimes therefore performed very similarly
for a test point located within the region sampled by the
stereo calibration, suggesting that the cross-calibration error
was the limiting factor in this case. However, for the striatum
test point, differences between the regimes were more obvi-
ous: average error was 0.41 � 0.10 mm, 0.21 � 0.11 mm
and 0.19 � 0.09 mm for the bare forehead, feature stamp 1
(small) and feature stamp 2 (large), respectively. In this case,
having more features led to improved accuracy.

3.C. In-bore phantom experiment

Figure 10 shows the six degree-of-freedom motion
tracking data from the in-bore phantom experiment using
the smaller and larger feature stamps and Table 1 com-
pares the mean absolute error (�1 SD) between the fea-
ture-based (estimated) and wireless marker-based (ground
truth) estimates. For the smaller feature stamp the mean
absolute error was ≤0.3 deg for rotations and ≤0.41 mm
for translations; for the larger stamp the mean absolute
error was ≤0.17 deg for rotations and ≤0.16 mm for
translations. Although the motion tested had a larger
amplitude than would typically be expected in practice,
our aim in these experiments was to demonstrate tracking
performance and capability across a full motion range
and for all degrees of freedom.

FIG. 4. Cross-calibration marker for the out-of-bore (left) and in-bore (right)
experiments.

FIG. 5. Phantom rig for the in-bore experiments. The spherical phantom had
three wireless active markers and one feature-based marker affixed for simul-
taneous tracking in the MRI and tracker frames, respectively.
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3.D. Human volunteers

Figure 11 shows each of the volunteers with the small fea-
ture stamp imprinted above the left eyebrow and an example
of feature detection and matching within a single stereo
frame. Figure 12 shows a comparison of the feature-based
motion estimates (using the smaller stamp) and SPM-based
motion estimates for the first volunteer, indicating sub-mil-
limeter and sub-degree agreement in all cases except the z-
translation (depth) component for some of the poses (maxi-
mum error was 1.8 mm). The poorer agreement for the z-
translation component was again likely due to error propagat-
ing from the cross-calibration. We also note that because the
registration-based poses used here for reference were almost
certainly impacted by intra-scan motion, we do not expect an
exact match to the feature-based poses. Figure 13 shows the
motion correction result obtained by using the motion esti-
mates to register the navigator volumes for each volunteer. It
is clear that blurring was reduced and contrast was increased

after motion correction using both methods, and that the fea-
ture-based approach gave qualitatively comparable results.

4. DISCUSSION

The aim of this work was to investigate the feasibility of
accurately estimating head motion using a close-range binoc-
ular head tracking approach that relies on skin features con-
fined to very small patches of the forehead. The approach
was tested out-of-bore using controlled robotic step-wise
motion in conjunction with a realistic test phantom. It was
also tested in-bore on phantoms and human volunteers under-
going discrete motion, where ground truth was provided via
wireless active markers or image registration. Our results
demonstrate that even feature-rich patches with an area
<2 cm2 are sufficient for sub-millimeter and sub-degree
rigid-body head pose measurement using this tracking
method. Specifically, for out-of-bore phantom tests, the pose
estimation accuracy (compared to robotic ground truth) was
0.14 mm and 0.23 deg for incremental translation and rota-
tion, respectively. For arbitrary motion, the pose accuracy
obtained using the smallest forehead feature patch was equiv-
alent to 0.21 � 0.11 mm positional accuracy in the striatum.
For in-bore phantom experiments, the accuracy of rigid-body
motion parameters (compared to wireless MR-sensitive mark-
ers) was 0.08–0.41 � 0.18 mm/0.05–0.3 � 0.12 deg and
0.14–0.16 � 0.12 mm/0.08–0.17 � 0.08 deg for the small
and large feature patches, respectively. And the in vivo results
in human volunteers indicated sub-millimeter and sub-degree
pose accuracy for all rotations and translations except the
depth direction (max error 1.8 mm) when compared to a reg-
istration-based approach.

In this pilot study, we used a stamp on the skin to ensure
that sufficient features were available for tracking. A key
advantage of our approach over marker-based tracking meth-
ods is that patches can be printed directly onto the skin. This
removes the potential for decoupling of head and marker

FIG. 6. Extrinsic (stereo) camera calibration. The relative position and orien-
tation of the two cameras is shown with respect to the 30 checkboard orienta-
tions used for calibration. The tracker frame was arbitrarily chosen to
coincide with that of the left camera.

(a)

(b)

FIG. 7. Out-of-bore robotic phantom feature tracking and matching. (a) Raw synchronized images of the head phantom from Camera 1 (left) and Camera 2
(right). (b) Images after background masking showing detected and matched features.
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motion that readily occurs when markers are attached to gog-
gles and caps or with adhesive to the skin. Another advantage
of our method is that the entire feature patch need not be visi-
ble to the cameras at any given time – features can move in
and out of the FoV of the cameras and still be useful. For this
reason, larger feature patches may be more beneficial even
though the FoV remains very focused due to both the proxim-
ity of the cameras to the forehead and the line-of-sight restric-
tions imposed by the head coil.

We are aware of at least one other marker-free tracking
approach, based on structured light, which has been reported
for use in PETandMRI.34,35 Because structured light methods
rely on the registration of surfaces to infer pose changes,
robustness is usually contingent on sampling areas of high
topological change, such as the bridge of the nose and around
the eyes. This requirement potentially limits the flexibility of
camera positioning and compatibility with the variety of
enclosed head coils used in MRI. By contrast, our sparse fea-
ture-based method is not restricted by surface topology and
works well anywhere on the forehead, making it very flexible

in the space-constrained environment. Computation of pose
from a sparse set of features is also computationally much less
demanding than dense surface registrationwhich, for real-time
rates, would usually necessitate specialized hardware.35

There are several limitations with the present implementa-
tion of our motion tracking system and the initial benchmark-
ing experiments reported here:

(i) The camera boards used in this study operated entirely
independently, without any synchronization or triggering
capability. This hardware limitation restricted testing to
discrete, step-wise motion. However, each camera is cap-
able of acquiring at >30 Hz and, indeed, the authors have
demonstrated high frame-rate monocular performance
with these cameras previously.16 Thus, there is no “in-
principle” temporal limitation due to the cameras: with
hardware synchronization, the system would be capable
of more than sufficient temporal resolution for human
head tracking. We are currently implementing a custom
stereo board for synchronized tracking at up to 100 Hz.

FIG. 8. Out-of-bore feature-based estimation of incremental translational (a) and rotational (b) robotic motion of the head phantom.

FIG. 9. Discrepancy between the measured and expected location of a test point on the forehead surface (left) and in the center of the brain (right) undergoing
arbitrary motion. The physical displacement of the test point for each movement is plotted on the right axis for reference (gray dashed line).
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(ii) The restriction to discrete motion using the current cam-
era hardware meant that in vivo tests lacked a suitable
ground truth. Choosing 45 s navigator scans was a com-
promise: short enough to minimize head motion but long
enough to provide adequate volume images for robust
registration. Nevertheless, it was not possible to avoid
head motion during the scans and the quality of the indi-
vidual navigator volumes was still rather poor; thus we
would not expect highly reliable registration parameters
and motion correction. The problem of intra-scan motion
was mitigated to some extent by using an average pose
from the tracking system for each step-wise motion, how-
ever the comparison is still inherently limited.

(iii) Poses are currently computed offline, and in order for
the method to be applied in prospective motion correc-
tion, the computational efficiency must be improved to
allow real-time pose processing with low latency. No
optimization of the computational efficiency was
attempted in this work. We note, however, that offline
motion correction is normal in PET and thus the current
approach would be suitable for the PET component of a
hybrid PET-MRI acquisition.

(iv) Although the two stamps used in this study did amplify
the number of native forehead features, they still had a
rather low feature density compared to a typical real-
world scene. This was a limitation of the rubber stamp

FIG. 10. Motion estimation for the in-bore phantom. Feature-based (blue) and wireless active marker-based (red) motion parameters estimated for the arbitrary
motion of the in-bore phantom using (a) the smaller feature stamp and (b) the larger feature stamp.

TABLE 1. Mean absolute error (�1 SD) between feature-based and wireless marker-based motion estimates for in-bore phantom motion.

Rx (deg) Ry (deg) Rz (deg) X (mm) Y (mm) Z (mm)

Small stamp 0.30 (0.23) 0.14 (0.08) 0.05 (0.05) 0.29 (0.14) 0.08 (0.06) 0.41 (0.34)

Large stamp 0.17 (0.13) 0.15 (0.07) 0.08 (0.05) 0.14 (0.13) 0.15 (0.12) 0.16 (0.11)

FIG. 11. In vivo volunteer tests. (a) Photo showing each volunteer with the small feature stamp imprinted on the forehead; (b) example of feature detection and
matching for a single stereo frame for one of the volunteers.
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fabrication. Thus, there is scope to adapt our approach to
alternative skin patch-based methods which leverage a
higher feature density for improved accuracy. This will
be investigated in future work.

(v) Currently we make no attempt to handle non-rigid defor-
mation of the forehead and instead assume that the fea-
ture patches move rigidly. In reality, facial movement can
and will violate this assumption, leading to erroneous
pose estimation. We are therefore working on developing
methods to decouple rigid motion from “mixed”
(rigid + non-rigid) motion of the forehead based on tra-
ditional computer vision approaches36,37 and more recent
methods involving deep neural networks.38 However, it is
also important to point out that the use of attached mark-
ers is not immune from non-rigid motion of the forehead.
Indeed, non-rigid motion of the forehead can cause a
rigid marker to move very differently to the brain, and it
is impossible to know this from the marker measure-
ments alone. Thus, an important advantage of our
method is that by directly tracking the skin we can detect
and quantify the deformation. This in turn means that our
approach may be used to switch prospective motion
tracking on and off based on the absence/presence of
intermittent non-rigid deformation of the forehead.

(vi) Finally, notwithstanding the benefits of imprinting fea-
tures directly onto the skin, avoiding the need to apply
anything to the skin is still preferable since the clinical
goal is seamless motion correction that requires no

input from the technologist or cooperation from the
patient. Future work should, therefore, explore the use
of different feature detectors or lighting schemes (e.g.
UV, IR) to best highlight exclusively native features for
tracking.

Despite these limitations, it is clear from our results that
an accuracy of 0.2 mm and 0.2 deg for translation and rota-
tion, respectively, is certainly feasible with our approach.
Moreover, two factors suggest that the motion tracking perfor-
mance we report here for our system is somewhat conserva-
tive. Firstly, the residual error in the motion estimates for the
out-of-bore phantom experiments is in part due to cross-cali-
bration error resulting from a mismatch between the cross-
calibration volume (the immediate vicinity of the robot tool)
and the volume from which features were derived for pose
estimation (the mannequin forehead, approximately 250 mm
from the cross-calibration volume). We did not quantify the
cross-calibration error, but it is well known that this error
increases rapidly away from the cross-calibrated volume.39

Secondly, no geometric and/or algorithmic (e.g. feature detec-
tion, matching) optimization was performed in this work.
There is, therefore, scope to refine all of these aspects of the
method to improve performance. This is the focus of ongoing
work.

In summary, the close-range stereo-optical motion track-
ing approach reported here, which relies on native skin fea-
tures to estimate rigid-body motion in highly space-

FIG. 12. In vivo motion estimation results for volunteer 1 using the smaller feature stamp. All six degrees of freedom are plotted for the feature-based (blue) and
SPM registration-based (red) pose estimates relative to the initial pose.
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constrained conditions, appears capable of delivering sub-
millimeter and sub-degree accuracy, at least for discrete
motion. It remains to be tested for continuous motion with
fully synchronized cameras. The approach therefore appears
to be a promising motion tracking candidate to support
prospective motion correction within the tight geometry and
limited line-of-sight conditions afforded by modern multi-
channel head coils inside MRI and PET-MRI scanners.

5. CONCLUSIONS

We report efforts towards highly accurate and convenient
optical tracking of head motion within the extremely tight
space constraints of an MRI scanner and head coil. This is vital
for the clinical viability and optimal performance of prospec-
tive motion correction in standalone MRI and hybrid MRI-
PET systems. Using very small feature patches imprinted
directly on the skin for marker-free optical pose estimation, we
avoid head-marker decoupling and demonstrate the potential
for sub-degree and sub-millimeter pose estimates in phantom
and volunteer experiments. The approach is currently limited
to tracking discrete motion due to hardware limitations, how-
ever our ongoing work focuses on developing the system to
handle continuous motion, non-rigid motion, and eliminating
the need for imprinting the skin.
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