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 The number of people with lung cancer has reached approximately 2.09 

million people worldwide. Out of 9.06 million cases of death, 1.76 million 

people die due to lung cancer. Lung cancer can be automatically identified 

using a computer-aided diagnosis system (CAD) such as image processing. 

The steps taken for early detection are pre-processing feature extraction, and 

classification. Pre-processing is carried out in several stages, namely grayscale 

images, noise removal, and contrast limited adaptive histogram equalization. 

This image feature extracted using gray level co-occurrence matrix (GLCM) 

and classified using 2 method of neural network which is feed forward neural 

network (FFNN) dan feed backward neural network (FBNN). This research 

aims to obtain the best neural network model to classify lung cancer a. Based 

on training time and accuracy, the best method of FFNN is kernel extreme 

learning machine (KELM), with a training time of 12 seconds and an accuracy 

of 93.45%, while the best method of FBNN is Backpropagation with a training 

time of 18 minutes 04 seconds and an accuracy of 97.5%. 
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1. INTRODUCTION 

Lung cancer is a malignant tumor that irregularly grows in one or both lungs with an abnormal and 

irregular direction of spread. Cancer cells spread from the lungs through the bloodstream or lymph fluid that 

surrounds the lung tissue. Cancer cells can also spread to an other organ, which is called the metastatic  

process [1]. There are four types of lung cancer that is squamous cell carcinoma, small cell carcinoma, large 

cell carcinoma, and adenocarcinoma [2]. According to the World Health Organization (WHO) in its report on 

cancer which stated that in 2018 people with lung cancer accounted for around 2.09 million people worldwide, 

and 1.76 million people died of lung cancer out of 9.06 million cases of death [3]. The American Cancer Society 

estimates that by 2020 America has 228,820 new cases of lung cancer and 135,720 deaths. This report is based 

on estimates for one year in 2020 [4]. This disease is characterized by pain accompanied by shortness of breath 

because the cancer cells fill the space in the lungs, and the capacity of the lungs for air storage is getting 

narrower [5]. This disease is also a frequent cause of other cancers because it spreads rapidly in the body and 

in the lungs [6]. Lung cancer is often called primary cancer because it is the beginning of the formation of other 

cancer cells in the body [7]. To identify this disease can be done by doing a computerized tomography (CT) 

scan or magnetic resonance imaging (MRI). However, most patients prefer to use CT scans because of the low 

cost and relatively accurate results. CT scan is a compilation of x-ray images taken from different angles with 
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compilation processing to take pictures of particular body parts. In general, a CT scan image is black and  

white [8]. There are 4 stages in lung cancer that is stage I, II, III, and IV. Stage I, II, and III can be predicted by 

an axial CT scan of the lungs. While Stage IV patients can feel the symptoms because the cancer has spread 

throughout the body and cannot be identified from the CT scan [9]. Stage I lung cancer is said to be benign because 

it does not kill the patient. However, when the cancer reaches stage II onwards, it is classified as malignant because 

it has a mortality rate of 60-70%, and is difficult to cure. Therefore, early detection of lung cancer is required to 

determine whether a cancer is malignant or not so that treatment can be done as soon as possible [10]. 

This lung cancer early detection system uses a computer-aided diagnosis system (CAD) such as image 

processing. The steps taken for early detection are pre-processing feature extraction, and classification [11]. 

Pre-processing is carried out in several stages, namely, grayscale images, noise removal, histogram 

equalization, and Fuzzy C-Means (FCM) segmentation. FCM is the best cluster method, and all parameters 

must be pre-determined [12]. Balafar et al. stated that medical images had a lot of noise and inhomogeneity. 

Based on the paper he wrote, it proved that FCM was the best segmentation method for medical image data 

such as CT scans and MRI because it could reduce noise and maximize the feature and background selection 

process [13]. Huang et al. once applied FCM segmentation to CT brain images to detect brain cancer. In this 

research, it was explained that FCM could extract the mass feature on CT images well so that it was suitable 

for use in cancer detection [14]. Apart from CT scan images of the brain, FCM segmentation has also been 

applied to identify lung cancer, as was done by Dhaware et al. In this research, the FCM segmentation was 

combined with the gray level co-occurrence matrix (GLCM) method, which is suitable for extracting the texture 

of an image. The application of this method has successfully identified the mass po sition [15].  

Image data will be easier to process when it is numeric data. The application of feature extraction is 

required to create numerical data from the image. In this case, the method used in feature extraction is the 

GLCM [16]. The next stage is the classification. This stage is used to determine the stage of lung cancer. The 

result of feature extraction from the GLCM will be the initial input of this process. In the classification process 

it self, the data will be divided into two parts, namely training data and testing data. In this research, several 

neural network methods are used to form the best model of a system. Neural network has been applied to CT 

scan data by Thanammal and Sudha [17]. This research used one of the neural network methods that is 

Backpropagation. This research showed that the application of segmentation could apply accuracy to the neural 

network method. The accuracy obtained in this research was 95% [17]. The application of neural network for 

lung cancer CT scan data has been conducted by Arulmurugan et al. [18] and Shaukat et al. [19]. The research 

explained that the neural network could classify a CT scan image well with an average accuracy of 94.5%. 

However, this research demonstrated that Backpropagation had a slow training time [18], [19]. Based on this 

case, lung cancer will be identified based on CT scan data to determine the best neural network model that can 

be used. This research will conduct trials on two neural network models, namely feed-forward (FFNN) and 

feed backward (FBNN). FFNN is a neural network that sends data or input in one direction, that is through the 

input node and out at the output node [20]. FBNN is a neural network that sends data or input in two directions 

that is through the input node to the output node and back again to the node input [21]. Based on several 

research reviews above, automatic detection of lung cancer will be carried out using both methods to maximize 

the results obtained. This research aims to achieve the best neural network model to classify lung cancer. 
 

 

2. PRELIMINARIES 

2.1.  The fuzzy C-means segmentation algorithm (FCM) 

Fuzzy C-means (FCM) is a data clustering technique in which the existence of each data point in a 

cluster is determined by the degree of membership. FCM segmentation is the separation of the background 

with features by clustering the image matrix [22]. The initial step required is the initialization of the initial 

FCM inputs such as iterations, multiple clusters, errors, and weights. Then, the membership matrix (𝜇𝑖𝑘) is 

initialized randomly, where 𝑉𝑘𝑗 is the center of the cluster 𝑋𝑖𝑗 is the input matrix, 𝑤 is the initial weight with 

the default value of 2, and 𝑘 is a cluster [23]. The center of the cluster is calculated using (1). 
 

𝑉𝑘𝑗 =
∑ ((𝜇𝑖𝑘)𝑤∗ 𝑋𝑖𝑗)𝑛

𝑖=1

∑ (𝜇𝑖𝑘)𝑤𝑛
𝑖=1

  (1) 

 

After obtaining the cluster center, then the objective function is calculated using the formula shown 

in (2) and the change in the membership value matrix (𝑢𝑖𝑘) is calculated using (3). The iteration is said to stop 

when the minimum error or maximum iteration is reached [24]. 
 

𝑃𝑡 = ∑ ∑ ([∑ (𝑋𝑖𝑗 − 𝑉𝑘𝑗)2𝑚
𝑗=1 ](𝜇𝑖𝑘)𝑤)𝑐

𝑘=1
𝑛
𝑖=1   (2) 
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𝑢𝑖𝑘 =
[∑ (𝑋𝑖𝑗−𝑉𝑘𝑗)2𝑚

𝑗=1 ]
−1

𝑤−1

∑ [∑ (𝑋𝑖𝑗−𝑉𝑘𝑗)2𝑚
𝑗=1 ]𝑐

𝑘=1

−1
𝑤−1

  (3) 

 

2.2.  Neural network 

Neural networks are a set of algorithms which is human brain modeled like and designed to recognize 

patterns [25]. Like the brain, an artificial neural network is a collection of connected units that can also be 

called neurons. Connections between neurons in an artificial neural network can carry signals in the form of 

real values that determine the weight or strength of the signal [26]. Input data or information sent by neurons 

can be single or multiple. Where 𝑎 is the neuron output, 𝑤 is the signal weight, 𝑝 is the neuron input, and 𝑏 is 

the bias [27]. There are several neural networks implemented based on mathematical operations, and a set of 

parameters is required to determine the output [25], [27]. 

− Feed forward neural network (FFNN) 

FFNN is a neural network that sends data or input in one direction, that is through the input node and 

out at the output node. There are several feed-forward neural network methods, that is radial basis function NN 

(RBFNN), extreme learning machine (ELM), kernel extreme learning machine (KELM), and perceptron [20]. 

Figure 1 shows the design of the FFNN algorithm with circles in a network that forms neurons in an artificial 

neural network [28]. 

− Feed backward neural network (FBNN) 

FBNN is a neural network that sends data or input in two directions that is through the input node to 

the output node and back again to the node input. There are several backward neural network methods that is 

Backpropagation, recurrent neural network (RNN), adaptive neuro-fuzzy inference system (ANFIS), and  

self-organizing map (SOM). Figure 2 shows the design of an FBNN in a network, in which there are nodes 

(circles) connected by edges that form neurons in a dummy network. The movement in FBNN occurs in 

feedback because the input data is sent in two directions [21]. 
 

 

 
 

 

Figure 1. Feed-forward neural network  

algorithm [25] 

 

Figure 2. Feed backward neural network  

algorithm [25] 
 

 

3. RESEARCH METHOD 

3.1.  Research type 

This research is descriptive quantitative research because it involves a lot of calculations to find out 

the results, and the data processing must be analyzed in each stage. Calculations are carried out in all processes, 

while data analysis is carried out when the data has been processed and obtains the results. This research have 

3 main process which is pre-processing, feature extraction, and classification. 
 

3.2.  Data collection and analysis 

The data was obtained from a cancer imaging archive of 351 images consisting of several stages that 

is 72 data of stage I, 77 data of stage II, and 202 data of stage III. Furthermore, the data is processed into  

pre-processing, feature extraction, and then classification is carried out to determine whether the cancer is 

malignant or benign. Testing the evaluation data begins with the feature extraction process consisting of 

grayscale images, noise removal, histogram equalization, and FCM segmentation. Then the features are taken 

using the GLCM method, and finally, the data from the feature extraction is used as input to the neural network 

classification. The entire series of research stages can be seen in the flow chart in Figure 3. After the feature 

extraction results are obtained, then the training data and testing data are distributed to be included in the neural 

network method. The neural network methods used next are divided into two that is FFNN and FBNN. In 
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FFNN, the methods used are ELM, KELM, perceptron, and RBFNN, while in FBNN, the methods used are 

Backpropagation, RNN, ANFIS, and SOM. The training data is used to form the neural network method, and 

the testing data is used to test the system accuracy level. Finally, the data on lung cancer is divided into three 

classes that is the stage I, stage II, and stage III. 
 
 

 
 

Figure 3. Graphical abstract of lung cancer classification based on CT scan image by applying FCM 

segmentation and neural network technique 
 
 

4. RESULT AND DISCUSSION 

Several processes are required to detect the level of malignancy of lung cancer. The results of  

pre-processing can be seen in Figure 4. Figure 4 (a) is a grayscale image and the 3𝑥3 median filter result shown 

in Figure 4 (b). The next step is the histogram equalization shown in Figure 4 (c). The last stage of  

pre-processing is the FCM segmentation whose result shown in Figure 4 (d), where the existing image has no 

background, and only features of the image are taken. Determination of clusters in the FCM segmentation in 

this research using a trial system. The trial system aims to determine the best feature and background 

separation. This research uses a trial of the number of clusters 2, 3, and 5. The best results achieved in this 

study are the number of clusters 3 which can be seen in Figure 4 (d) because it has high contrast on features 

and disguises the background image. Next, feature extraction using for parameters that is energy, correlation, 

homogeneity, and contrast. Sample data from feature extraction can be seen in Table 1.  
 

 

 
  (a)    (b)    (c)    (d) 

 

Figure 4. (a) Grayscale, (b) Median Filter, (c) Histogram Equalization, (d) FCM Segmentation 
 
 

The next process is classification divided into two systems, namely FFNN and FBNN. FFNN uses 

ELM, KELM, RBFNN, and perceptron methods, while FBNN uses Backpropagation, SOM, ANFIS, and RNN 

methods. The data from the feature extraction is divided into 2 that is training data and testing data. Data 

sharing uses the K-fold cross validation method with 𝑘 = 5.  

As seen from Table 2 that each method has different accuracy values. The parameters used for FFNN 

and FBNN methods are the same that is hidden nodes of 100. The results obtained are KELM is the best method 
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to classify lung cancer from FFNN. This is because KELM has implemented a kernel algorithm so that it can 

map data to a higher dimension which makes it easier for the system to recognize data patterns. While the best 

FBNN method is Backpropagation. This is because Backpropagation is known as weight updating, which 

allows the system to recognize data patterns better in each iteration. The worst accuracy among the methods is 

RNN. This is because RNN is a method based on data sequencing and it is more suitable for use in predictions 

that have a correlation between data. The results of the comparison of the FFNN and FBNN methods can be 

seen in Figures 5 and 6, respectively. 
 
 

Table 1. Sample of GLCM results 
Contrast Correlation Energy Homogeneity Label 

0.5544 0.7681 0.9014 0.9762 Stage I 

0.4881 0.7683 0.9292 0.9844 
1.1003 0.7120 0.8376 0.9544 

0.5425 0.8093 0.8943 0.9775 

0.4750 0.6018 0.9396 0.9832 Stage II 
0.4971 0.7358 0.9264 0.9818 

0.4301 0.7483 0.9312 0.9839 

0.6083 0.6911 0.9175 0.9776 
0.5124 0.7490 0.9236 0.9815 Stage III 

0.5156 0.6715 0.9343 0.9822 

0.4513 0.8942 0.9342 0.9846 
0.6142 0.6024 0.8535 0.9703 

 

 

Table 2. Classification result of FFNN and FBNN with 100 hidden nodes 
FFNN FBNN 

Method Fold Accuracy Method Fold Accuracy 

ELM Fold 1 88.65% SOM Fold 1 91.50% 
Fold 2 88.00% Fold 2 92.00% 

Fold 3 92.00% Fold 3 75.45% 

Fold 4 90.50% Fold 4 77.45% 
Fold 5 82.45% Fold 5 80.00% 

Max 92.00% Max 92.00% 

KELM Fold 1 90.50% RNN Fold 1 77.50% 
Fold 2 90.00% Fold 2 79.50% 

Fold 3 92.50% Fold 3 82.75% 

Fold 4 92.25% Fold 4 81.00% 
Fold 5 88.45% Fold 5 77.25% 

Max 92.50% Max 82.75% 

RBFNN Fold 1 85.45% ANFIS Fold 1 88.65% 
Fold 2 74.45% Fold 2 85.85% 

Fold 3 82.15% Fold 3 93.45% 

Fold 4 84.00% Fold 4 89.45% 
Fold 5 77.65% Fold 5 88.65% 

Max 85.45% Max 93.45% 

Perceptron Fold 1 89.50% Backpropagation Fold 1 94.50% 
Fold 2 88.65% Fold 2 95.75% 

Fold 3 90.00% Fold 3 92.50% 

Fold 4 75.65% Fold 4 95.45% 
Fold 5 82.50% Fold 5 96.00% 

Max 90.00% Max 96.00% 

 
 

As shown in the graph in Figure 6, overall, the accuracy levels of the four methods rise slightly and stabily 

which proves that FFNN with these four methods has a high match to recognize the patterns of lung cancer data. 

Then, the entire FFNN methods reach their highest point of accuracy at the hidden nodes of 100-250. Therefore, the 

training experiment was carried out using 100 hidden nodes because from several NN methods, the average has the 

best accuracy at 100 hodeen nodes. After that the accuracy levels of the four methods slowly decline. This is because 

the increasing number of hidden nodes results in overlapping cases so that there is data that is not included in any 

class. Out of the four FFNN methods, KELM has the highest accuracy of 93.45% at hidden nodes of 250. As seen 

in the graph in Figure 6 on the results of FBNN that RNN is less capable of classifying lung cancer. The results of 

RNN have a fairly far range from the other FBNN methods. RNN has the highest accuracy of 82.75% at the hidden 

nodes of 100. The ANFIS and SOM methods have a high accuracy at hidden node 100 with almost the same accuracy 

of 93.45% for ANFIS and 92% for SOM. In this research, the highest accuracy of FBNN was achieved using the 

backpropagation method with the highest accuracy of 97.5%. In addition to accuracy, it is necessary to pay attention 

to the performance of a model based on the required training time. The results on training time can be seen in  

Table 3. These results are also compared with systems that do not implement FCM segmentation. 
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Table 3 shows that the application of FCM segmentation can affect the results of the accuracy of the 

system being created. This is shown by comparing systems that use FCM segmentation and systems that use 

thresholding. The overall NN method has better accuracy if there is FCM segmentation. Table 3 also reveals 

that the FFNN method does not require long training time, while the FBNN method requires long training time. 

This is because the FBNN method requires iteration in the training process, while the FFNN method does not. 

Based on training time and accuracy, the best FFNN method is KELM with a training time of 12 seconds and 

an accuracy of 93.45%, while the best FBNN method is Backpropagation with a training time of 18 minutes 

04 seconds and an accuracy of 97.5%. The results of a system can also be seen from the error. Error can be 

defined as the highest accuracy which is 𝑓(𝑥) = 100% −  𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 and it can be concluded that the best 

FFNN method, KELM, has an error of 6.55%, while the best FBNN method, namely Backpropagation, has an 

error of 2.5%. 

In this research, researches still lacked in pre-processing stage because the data used were not 

balanced. Therefore, data augmentation is needed to overcome the imbalance of the data. One of the methods 

that can be used for data augmentation is conditional generative adversial networks (GANs) conducted by 

Shanqing Gu. Manisha Pednekar, and Robert Slater [29]. 
 

 

 
 

Figure 5. Graph of FFNN result 
 

 

 
 

Figure 6. Graph of FBNN result 
 
 

Table 3. Training time and best accuracy comparison 

Model Method Number of Hidden Node 
FCM Segmentation Thresholding 

Accuracy Training Time Accuracy Training Time 

FFNN ELM 100 92.00% 5 second 89.60% 5 second 

KELM 250 93.45% 12 second 90.50% 10 second 

RBFNN 200 86.50% 8 second 82.00% 8 second 
Perceptron 150 92.15% 11 second 89.75% 10 second 

FBNN SOM 200 91.45% 14 minutes 32 second 85.15% 13 minutes 12 second 

RNN 500 82.00% 28 minutes 12 second 77.50% 27 minutes 48 second 
ANFIS 100 93.45% 12 minutes 41 second 91.00% 10 minutes 53 second 

Backpropagation 150 97.50% 18 minutes 04 second 96.50% 17 minutes 15 second 

 

 

5. CONCLUSION 

This research aims to obtain the best neural network model to classify lung cancer. The FCM 

segmentation has succeeded in increasing the accuracy of the lung cancer classification system. This explains 

that the FCM segmentation is able to identify the mass in lung cancer so that the classifier can recognize the 

pattern well. Based on training time and accuracy, the best FFNN method is KELM with a training time of 12 

seconds and an accuracy of 93.45%, while the best FBNN method is Backpropagation with a training time of 

18 minutes 04 seconds and an accuracy of 97.5%.  
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