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Abstract
One of the most effective ways to improve the accuracy and speed of algorithms for searching and recognizing objects in im-

ages is to pre-select areas of interest in which it is likely to detect objects of interest. To determine areas of interest in a pre-processed 
radar or satellite image of the underlying surface, the Kohonen network was used. The found areas of interest are sent to the convo-
lutional neural network, which provides the final detection and recognition of objects. The combination of the above methods allows 
to speed up the process of searching and recognizing objects in images, which is becoming more expedient due to the constantly 
growing volume of data for analysis. The process of preliminary processing of input data is described, the process of searching and 
recognizing patterns of aircraft against the underlying surface is presented, and the analysis of the results is carried out. The use of 
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the Kohonen neural network makes it possible to reduce the amount of data analyzed by the convolutional network by 18–125 times, 
which accordingly accelerates the process of detection and recognition of the object of interest. The size of the parts of the input 
image fed into the convolutional network, into which the zones of interest are divided, is tied to the image scale and is equal to the 
size of the largest detectable object, which can significantly reduce the training sample. Application of the presented methods and 
centering of the object on training images allows accelerating the convolutional network training by more than 5 times and increasing 
the recognition accuracy by at least 10 %, as well as minimizing the required minimum number of layers and neurons of the network 
by at least halving, respectively increasing its speed.

Keywords: pattern recognition, object search, Kohonen neural network, convolutional neural network, radar and sat-
ellite images.
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1. Introduction
Currently, the low speed of searching and recognizing objects in images is one of the main 

problems of the used visual data processing systems. An increase in the speed of image processing 
can lead to a significant increase in the performance of systems for analyzing satellite and radar 
images, medical images, data from robotic systems, and unmanned vehicles. Obviously, this fact is 
capable of exerting both serious technological and obvious economic effects.

One of the most modern ways to increase the accuracy and speed of recognition algorithms 
is to use a convolutional neural network (CNN) [1]. For the high-quality work of this type of neural 
networks (NS), it is necessary that the size of the recognized object and the sizes of objects of the 
same type in the training set be comparable. If the image has a variation in the scale of the object, 
then the creation of a training sample and training of such a network will take considerable time 
and computational resources, the number of errors will increase, and the analysis speed will be 
low. The presented algorithm allows one to reduce the amount of data being analyzed when search-
ing and recognizing objects in an image by 15–100 times, increase accuracy and save computing 
resources. This is achieved through the application of the algorithm for object allocation and the 
determination of the centers of interest zones in the input image by the Kohonen network, in which 
the probability of finding the desired object is high.

2. Literature review and problem statement 
Today, there are a number of works [2–4], where the authors describe the application of the 

Kohonen neural network to the problems of image analysis and recognition. The Kohonen network 
is used both for preparing input data with subsequent analysis by other types of NS, and for direct 
pattern recognition. In [2], the Kohonen network for recognizing color images is presented, and a 
significant drawback is that the image is classified as a whole without detecting the object, and when 
the object is scaled in the input image, the probability of correct recognition will be low. In [3], an 
algorithm for finding an object in color images by the Kohonen network is shown. A “window” is 
passed pixel by pixel in the image, the size of which corresponds to the size of the desired object. 
Search for an object of 211×169 pixels in an image of 621×497 pixels is performed in 122 seconds. 
During this time, 135,219 histograms are analyzed, which requires serious computational resources 
and time costs, which do not allow using the proposed algorithm for working with big data. In [4], 
a classification algorithm for images of a hybrid NS is described, in which the Kohonen network 
first analyzes the data and then the data are fed to the perceptron network, which allows reducing 
the required number of network neurons by more than 2 times and reducing the classification error  
by 4–5 times. In [5], the Kohonen network is used to search for cluster centers by finding the min-
imum Euclidean distance between cluster points.

One of the most modern types of NS used in pattern recognition is the convolutional NS, 
which got its name due to the presence of a convolution operation. In [6], the structure of the con-
volutional NS and the algorithm for its application in pattern recognition are presented, and in [7] 
for the analysis of video sequences.

Articles [8–12] describe the development of the R-CNN (Region-based Convolutional Net-
work) algorithm for searching and recognizing objects in images. In [8, 9], the initial version of the 
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algorithm is described, where about 2000 regions are selected on the input image, each of which 
is scaled by the affine conversion and fed to the input of a convolutional NS that performs recog-
nition. The article [9] additionally describes the training of linear regression to clarify the location 
of an object in the image, which improves the quality of detection by 3–4 %. R-CNN has several 
drawbacks, mainly due to the high time spent on network training, as well as on direct image process-
ing by the algorithm. Processing one medium-sized image takes about 47 seconds. The article [10] 
Fast R-CNN is a continuation of [8, 9], and in it the authors propose to submit a complete image 
to the input of the NS, generate a feature map for it, and then determine the maps for each region, 
which significantly reduced the detection time. [11] Faster R-CNN proposes replacing the proce-
dure for generating regional maps with a separate convolution network that extracts features from 
the image and determines the boundaries of regions of interest. The sign map of the input image is 
traversed by a moving “window”, highlighting the vector of low-dimensional signs, which are then 
submitted for analysis to the NS. Mask R-CNN [12] develops the early architecture and adds the 
ability to predict the position of the mask covering the found object.

The article [13] describes the YOLO algorithm (You Only Look Once), which superimposes 
a grid on the input image and divides it into cells, determining the zones of possible location of ob-
jects, assessing the accuracy of detection and the probability of belonging to classes. The algorithm 
analyzes from several thousand to several tens of thousands of image parts with bounding frames 
of different sizes, allowing the detection and recognition of objects 103 times faster than R-CNN 
and 102 times faster than Fast R-CNN, but with a lower accuracy.

In [14], the SSD: Single Shot MultiBox Detector algorithm is presented, in which the entire 
area of the input image is overlapped by bounding frames. The size of the frames varies within 
the specified limits, which allows to detect and recognize objects of various sizes. For each part of 
the image highlighted by the frame, the probability of belonging to the classes is estimated and the 
frame sizes are corrected. The algorithm performs analysis from several thousand to several tens of 
thousands of parts of the image, and the accuracy and speed are comparable to YOLO.

When detecting and recognizing objects in images, it is necessary to apply algorithms that 
divide the input image into a set of images suitable in size for analysis in a convolutional NS. To 
save time and resources, it is also necessary to minimize the amount of data being analyzed. An 
algorithm that satisfies the above requirements can be implemented in the following ways:

1) the sequential splitting of the input image into frames, the size of which is determined by 
the architecture of the convolutional NS;

2) the use of the algorithms R-CNN, Fast and Faster R-CNN, Mask R-CNN, YOLO, as well 
as SSD and the like.

Both of the presented methods require serious expenditures of time and computing re-
sources. In the first case, several thousand frames are submitted to the convolutional NS for anal-
ysis [3, 8, 9], and in the other, the image is analyzed as a whole with enumeration of the boundaries 
of regions of interest even in areas of no interest [10–14].

Thus, there is a need for the use of algorithms that reduce the amount of data analyzed, and 
thereby increase the performance of search and recognition systems based on NS.

3. The aim and objectives of research
The aim of research is to create an algorithm for detecting objects in images, accelerated by 

searching for zones of interest, with further recognition of the object in a convolutional NS.
To achieve the aim, the following objectives are set:
– highlight the objects present in the image;
– perform and speed up the search for centers of objects;
– check the algorithm on real input data.

4. The algorithm for selecting objects located on the underlying surface
This scientific work is based on previous studies [17, 18] and is a continuation of them. They 

investigated the possibility and prospect of using neural networks and self-organizing maps of Ko-
honen (Self-organizing map, SOM) to determine the centers of objects in images. In addition, let’s 
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compare the performance of these two types of neural networks and described earlier versions of 
the algorithm for searching for zones of interest in images. Detailed information on the Kohonen 
network and SOM is presented in [15, 16].

When analyzing radar and satellite images between the target object and the underlying 
surface, there is always an interface, which is formed due to the difference in brightness or light 
levels, because the reflectivity of objects of interest, for example, airplanes, is usually higher than 
that of the underlying surface. Also, in most cases, the bodies of objects such as cars or airplanes 
cast a shadow, which also forms the interface. When to select these boundaries around the objects 
with dots, the center of the cluster will be close to the center of the object.

Early versions of the algorithm for selecting objects located on the underlying surface are 
given in [17, 18]. In addition, it is proposed to introduce a decrease in resolution obtained after pre-
liminary processing of the image to accelerate the determination of cluster centers by the Kohonen 
network and additional filtering from noise.

The algorithm for selecting objects is as follows:
1) color image is input;
2) input image is converted to shades of gray;
3) image is contrasted;
4) Sobel operator is applied to the image – a differential operator that calculates the approx-

imate value of the brightness gradient;
5) conversion to a binary image, using clipping by the brightness threshold. The boundaries 

of the section take the value 1, all the rest – 0;
6) removal of small objects;
7) removal of the boundaries of the desired object of the selected parts of the image that are 

not characteristic of geometric shapes;
8) filling inside closed borders;
9) reducing the resolution of the resulting image.

5. Application of the Kohonen network to identify centers of interest zones
In earlier published works [17, 18], the results of determining the centers of zones of interest 

on images by the network and the Kohonen map were compared, and an algorithm for selecting ob-
jects was presented. According to the results of the research, the Kohonen network proved to be the 
most suitable for solving this problem, since certain centers of the clusters in it are independent of 
each other, but inferior to SOM in terms of the processing speed of large images. In order to speed 
up processing by the Kohonen network, the size of the image obtained after searching for objects 
can be reduced by a number of times. This will not only speed up the search for cluster centers by 
the network, but also additionally clear the image of noise.

The Kohonen network consists of a number of parallel acting linear elements having the 
same number of inputs and receive the same vector of input signals x=[x1, x2,…, xi] at their inputs. 
At the output of the j-th linear element, let’s obtain a signal
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where wji – synaptic weight coefficient of the i-th input of the j-th neuron, i – input number, j – the 
number of the neuron, ωj0 – threshold coefficient.

After passing through the layer of linear elements, the signals are processed according to 
the rule “The winner receives everything”, when the maximum signal is equal to one, the rest to 
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The Euclidean distance between the vectors x and y is the Euclidean norm of the difference 
between the vectors, or the length of the segment connecting the points x and y.

Considering the properties of the Kohonen network described above, it is obvious that when 
an image with only the boundaries of objects is input, the network will place the output vectors 
in the center of the objects. This is due to the fact that the centers of the objects correspond to the 
minimization points of the Euclidean distance between groups of input vectors.

6. Description of the algorithm for accelerated detection and recognition of objects in images
The algorithm for accelerated detection and recognition of objects in images is shown 

in Fig. 1.

Fig. 1. The scheme of the algorithm for accelerated detection and recognition of objects in images

The algorithm consists of the following operations:
1. A radar or satellite image with a known scale is fed to the input.
2. An algorithm for selecting objects is applied to the input image.
3. Reducing the size of the resulting image.
4. Search for centers of objects by the Kohonen network.
5. Formation around the found centers of an expanded zone of interest, along which a win-

dow of a certain size is run, which is selected based on the dimensions of the largest object current-
ly being detected in accordance with the image scale. The portions of the input image highlighted 
by the “window” must contain the center point of the cluster and overlap the vicinity of the zone 
of interest. If the points found by the Kohonen network are located close to the scale of the desired 
object, the zone of interest expands to cover the common area for these nodes, instead of analyzing 
two separate areas of interest.

6. Analysis in the convolution network. The obtained parts of the input image are submitted 
for analysis to the convolution network, where the presence of the object and its type are deter-
mined. The structure of the convolutional neural network is shown in Fig. 2.

A convolutional NS with two layers of 2D convolution, using the BatchNormalization, Max-
Pooling, Dropout, and RELULayer layers in front of the fully connected layer and the classification 
layer, was trained on images of various types of aircraft. Scaling all the “windows” to a single size 
made it possible to avoid variations in the overall dimensions of an aircraft of the same type in the 
training set, which significantly reduced its required size.

This algorithm can be used to search and recognize in the input image not only various 
types of aircraft, but also other objects of interest, for example, in the detection of armored vehicles 
and ships or in the analysis of visual data of unmanned vehicles. For this, it is necessary to set the 
maximum and minimum overall dimensions of the objects of interest and the image scale, compose 
a training sample for these objects and train the convolutional NS.
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Fig. 2. The structure of the convolutional neural network

7. Demonstration of the algorithm on real input data
To search for several objects in the input image, it is necessary to take into account the image 

scale, as well as the maximum and minimum overall dimensions of the objects of interest. This is 
necessary to avoid missing objects. It is necessary that the determined number of cluster centers in the 
image coincides with the number of smallest objects that can fit in the input image. Fig. 3 shows an 
example of determining areas of interest in a real color satellite image from Google Maps measuring 
671×493 pixels with several types of aircraft, various underlying surfaces and structures.

After applying the object extraction algorithm to the input image, it was reduced several 
times and submitted for analysis to the Kohonen network. At the output of the neural network,  
24 center of the clusters should be determined, since it is precisely so many aircrafts of the mini-
mum size that can fit in this image, based on its scale. If the found points are located relatively close 
to each other, then it is possible to combine them into one located in the center between them. The 
same applies to “windows” that overlap with each other by more than 90 % of their area. It is also 
possible to exclude from the analysis points located in the immediate vicinity of the image edge, 
since they can’t be the center of the aircraft located in the whole image.

Fig. 3. Input image processing

As can be seen from Fig. 3, the Kohonen network determined the centers of the clusters in 
such a way that all aircraft will be highlighted with “windows” and will be further analyzed in the 
convolution network, without having to locate points in empty areas, as SOM often does, where 
the location of the found points depends on the position of neighboring ones. In this case, after the 
“window” marks out zones of interest around the centers of the clusters, about 80 cut frames the 
size of the maximum aircraft are sent for further analysis. This is 1000 times smaller than using 
sequential splitting of the input image into frames or 18–125 times smaller than using algorithms 
similar to RCNN, YOLO and SSD. Also, the application of this algorithm significantly reduces the 
required number of training images of the aircraft for the convolution network, because the size 
of the “window” is tied to the image scale and is equal to the size of the largest detectable aircraft, 
since there is no need to vary the size of the aircraft in training images.
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Table 1 shows the speed of the developed algorithm for searching and recognizing objects 
depending on the resolution of the input image and the number of possible objects of minimum 
size. The calculations were performed in a program of our own design without the use of a GPU 
(graphics processor), acceleration and optimization algorithms on a personal computer in the con-
figuration of Core i7-8700, 32 GB of RAM, NVIDIA GeForce GTX 1080.

Table 1
The speed of the search algorithm and object recognition

The size of the input image, pixels Number of search objects, items The speed of the algorithm, s
120×230 3 0,05
200×400 10 0,1
671×493 24 0,3

Compared to previously published results [17, 18], the speed of the algorithm has increased 
by more than 10 times. And subject to the use of the GPU, multithreading and optimization of cal-
culations, acceleration of more than 30 times is possible. This is extremely relevant in the context of 
an ever-increasing number of satellites and an increase in the resolution of the images they receive, 
reducing the processing of high-definition data from a few minutes to seconds.

8. Discussion of the results of the created algorithm for accelerated detection and recognition 
of objects in images

The existing algorithms for searching and recognizing objects are divided into several thou-
sand or even hundreds of thousands of parts for the input image and submit them to the convolution 
network for analysis. The algorithm proposed in this article allows, due to preliminary allocation 
of zones of interest, to reduce the number of analyzed parts of the input image. Also, by reducing 
the training sample for the convolutional network, the detection time of objects is significantly re-
duced and the recognition accuracy is increased. The size of the “window” of the scanning zone of 
interest is selected based on the image scale and dimensions of the largest detectable object, and the 
number of possible cluster centers is determined by the number of smallest objects that can fit on 
the image. Due to the selection of the centers of objects by the Kohonen network, when compiling 
the training sample for the convolutional NS, it becomes possible to locate the desired object in the 
center of the images, eliminating the variation in the shift of the object. Also, sizing the “window” 
sizes to an object of maximum size eliminates scale variation in the training set, which significant-
ly improves recognition accuracy.

The disadvantage of the created algorithm is the drop in recognition speed when analyzing 
images in which objects occupy most of the space. In this case, it is possible that the whole image 
will become a zone of interest, since the found centers of the clusters will be evenly distributed 
throughout the image. But even in this case, the parts of the image analyzed by the convolutional 
NS will be 400–600 times smaller than when using sequential splitting or 5–15 times smaller than 
when using algorithms similar to RCNN, YOLO and SSD.

In the future, it is planned to embed another convolutional neural network in the algorithm, 
which would make it possible to determine the angle of rotation of the aircraft around the axis in 
order to eliminate this variation when recognizing the type of aircraft in the final convolutional NS.

 9. Conclusions
To select the objects present in the input image, an algorithm based on the use of the Sobel 

operator is used.
To search for centers of objects, the Kohonen network was used, since it very rarely locates 

the found centers between objects, in contrast to SOM, where there is a relationship between the 
locations of neighboring nodes. By reducing the resolution of the image obtained after preliminary 
processing and sent to the Kohonen network, it was possible to accelerate the search for cluster 
centers by more than 10 times.
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The developed algorithm was tested on real satellite images and its application allows to 
reduce the amount of data sent to the convolution network by 18–125 times, which, accordingly, 
speeds up the search and recognition. Application of the algorithm reduces the required number of 
training images for the final convolutional NS, because the size of the “window” corresponds to 
the size of the largest detectable object. This fact, coupled with the centering of the object on the 
training images, allows to accelerate the training of convolutional NS by more than 5 times and 
increase the recognition accuracy by at least 10 %, as well as halve the required minimum number 
of layers and neurons of the network, thereby accelerating data analysis.
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