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 A spam filter is a program which is used to identify unwanted emails and 

prevents those messages from getting into a user's mail. The study was 

focused on how the algorithms can be applied on a number of e-mails 

consisting of both ham and spam e-mails. First, the working principle and 

steps which are followed for implementation of stop words, TF-IDF and 

stemming algorithm on NVIDIA’s Tesla P100 GPU are discussed and to 

verify the findings by executing of Naïve Bayes algorithm. After complete 

training and testing of the spam e-mails dataset taken from Kaggle by using 

the proposed method, we got a high training accuracy of 99.67% and got a 

testing accuracy of about 99.03% on the multicore GPU that boosted the 

speed of execution of training time period and testing time period which is 

improved of training and testing accuracy around 0.22% and 0.18% 

respectively when compared to that after applying only Naïve Bayes i.e. 

conventional method to the same dataset where we found training and testing 

accuracy to be 99.45% and 98.85% respectively. Also, we found that training 

time taken on GPU is 1.361 seconds which was about 1.49X faster than that 

taken on CPU which is 2.029 seconds. And the testing time taken on GPU is 

1.978 seconds which was about 1.15X faster than that taken on CPU which is 

2.280 seconds. 
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1. INTRODUCTION 

Spam emails are slowly growing since the 1990’s. They may consist of links that are untrusted 

which initially gives impression to users that they are familiar whereas in reality they lead to the phishing 

web sites which may have malware [1]. The processing of structured or semi-structured data in all 

organizations is becoming very difficult these days as the data has been increased tremendously [2]. Based on 

the observations, we developed a word stemming [3] technique that can match words which both look alike 

and sound alike. Like other kinds of filtering programs, a spam filter searches for criteria on which its 

decisions are based on. This method is not very effective, it may remove legitimate e-mails (called false 

positives) and pass actual spam messages to increase the accuracy of e-mails spam detection. Better programs 

like the Bayesian filters or other heuristic filters try to identify spams through suspicious word, phrases, 

patterns or word frequencies [4]. 

Naive Bayes is more popular in commercial and open-source spam filters and is the conventional 

method [5]. This is because of its simplicity that makes them easy to implement and just need short training 
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period or fast evaluation to filter spam e-mail. The use of computers for solving problems has been done for 

all areas of work. This is because computing is considered to be faster in solving problems than manual 

computation [6].  

The main goal of this paper is to be enhanced the accuracy of e-mails spam detection. To boost up 

the processing speed we need to be increased the speedup, therefore GPU is generally used instead of CPU 

for processing large sets of data used generally for machine learning or deep learning [7, 8]. 

This paper is consisted by as follows: Section 1 is explaining the important of spam detection and 

some technique which have been used for spam detection. Section 2 is describing the literature review of 

Naïve Bayes i.e. conventional method and various technique used with Naïve Bayes as a preprocessing phase 

and their limitation. Section 3 is describing a new state of art e-mail spam filter to enhance the accuracy as 

far as possible. Section 4 is describing the process of proposed method with flow chart. Section 5 and 6 are 

showing the better accuracy result of proposed method over Naïve Bayes and overview of result as 

conclusion respectively.  

 

 

2. RELATED WORK 

Rusland et al. [5] worked on enhancing the conventional spam detection technique which uses 

Naïve Bayes algorithm for classification of spam mails. Renuka and Hamsapriya [9] analysed spam filtration. 

Bayesian filter works by testing the probability of various words appearing in legitimate, valid and spam 

mails and then classifying them based on those probabilities as spam or not [9]. Shabbir and Mithun [3] 

showed that if some sort of word stemming or word hashing technique is used that can extract the base or 

stem of a misspelled or modified word, then the efficiency of any content based spam filter can be 

significantly improved [10]. Atsumoto et al. in their paper describe the result of an empirical study based on 

two spam detection methods, namely support vector machines (SVMs) and naive Bayes classifier (NBC). 

The evaluation criteria include accuracy rate, recall, precision, miss rate, and false alarm rate [11]. Issac and 

Jap [12] in their paper describe Porter Stemmer algorithm for stripping the word to detect spam using Naive 

Bayes. It improves the filter’s efficiency in terms of reducing the keyword searches and also generally 

improves the accuracy marginally. Saidani et al. [13] in their paper used a text semantic analysis to improve 

the accuracy of spam detection. This method shows better spam detection technique. Etaiwi and Naymat [14] 

in their paper analyzed the impact of applying different preprocessing steps to detect spam. 

 

 

3. RESEARCH METHOD 

To enhance the accuracy of detecting spam emails first we started data pre-processing phase as 

removing stop words, Porter’s Stemming algorithm and TF-IDF before the Naive Bayes machine learning 

classifier.  

 

3.1. Removing stop word 

In order to improve the performance to detect the spam emails, stop word play crucial role to boost 

up searching operation by excluding some words from mails which would appear to be little worth. There is 

no single global stop word list used by natural language processing tools. The most common words such as 

‘is’, ’at’, ’on’, ’the’, and ’am’. are to be determining stop list by arrange the terms for their frequencies into 

decreasing order and then take the most frequent terms to be filter out as a stop words. 

 

3.2.  Porter’s stemming algorithm 

The preprocessing in the text mining consists of tokenization, stopword removal, stemming. The 

Porter Stemmer was developed by Martin Porter in the University of Cambridge in 1980 [15]. It is a method 

for removing the morphological and in flexional endings from English words. This stemmer is a linear step 

stemmer and it has five steps applying rules within each step [16]. Porter’s Stemmer has advantages to its 

speed and accuracy due to the reduced the size of document. It is refine the data set to enhance the process of 

spam e-mails detection by stripping the suffix and produces a single stem. For example, teacher, teaches and 

teaching derived from the stem “teach” which needs to be considered as Teach for reducing the dimension of 

the word as in Table 1. 
 

 

Table 1. Example of Porter’s stemming 
S.No. Text After Stemming 

1 Teacher Teach 
2 

3 

Teaches 

Teaching 

Teach 

Teach 
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3.3.  TF-IDF 
After stemming, it is very important to understand how a word is important in a document. TF-IDF 

is the technique to represent the textual information into a unit vector. TF-IDF is the term weighting method 

in preprocessing phase of structured dataset [17, 18]. The term “term frequency” is called TF to measure that 

how many times a term is present in a document as in (1). 
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Where 𝑇𝐹𝑖,𝑗  is the frequency of term ith in document j, while 
,i jk

f is the total words in document j [19]. 

The term frequency (TF) does not able to measure the importance of those terms that appear rarely 

across in a few documents of a repository. So for those terms which have rarely occur in a few corpuses of 

documents intended to measure how important document. To measure this one as in (2), the term IDF is 

called inverse document frequency [20]. 
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If the word does not exist in any document, denominator could be zero. So, to avoid ∞ which could 

not upper bound, we use : 1d D i d    as a denominator in (2). 
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Where D  is the number of training document used and :d D i d   is the number of training document 

d that contains the term i . 

To established the bound of IDF (lower and upper), we need to be normalized of (3). Therefore, we 

use 1D   as numerator and add 1 in (3) to be set the lower bound of 1 as in (4) called the smooth IDF. 
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To calculate the TF-IDF, multiply (1) and (4) together as in (5). The resulting equation filter the 

common words and retain the important document. 

 

 , , ,TF IDF i j d D    =
,

,

i j

i jk

f

f


1
log 1

: 1

D

d D i d

 
     

 (5) 

 

3.4.  Naïve Bayes 

The Naive Bayes algorithm is a simple conventional probabilistic classifier which calculates a set of 

probabilities. It counts the frequency and combination of values in a given dataset [21]. In this classification, 

we have to find out the probability of a term in the spam mails or in the no spam mails then we decide the 

spam probability for that particular term [22, 23]. Based upon those two probabilities we can find the spam 

probability for that mail. Bayes theorem provides a way of calculating posterior probability. 
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Here, P(c|x) is the posterior probability of class(target) given predictor(attribute), P(c) is the prior probability 

of class, P(x|c) is the likelihood which is the probability of predictor given class, P(x) is the prior probability 

of predictor. 

 

 

4. PROPOSED WORK 

4.1.  Integration of TF-IDF and stemming algorithm with Naïve Bayes 

The main idea of incorporating TF-IDF and Porter’s Stemming algorithm in the 

implementation of Naïve Bayes algorithm for spam mail classification is to enhance the accuracy and 

processing speed of the algorithm as this method finds the valid terms via the stemming algorithm. The 

stop words are eliminated and the valid words are stemmed to their root form using the Porter’s 

Stemming algorithm. Then the term frequencies and the relevance of those valid terms are used to form 

a vector table using the TF-IDF method in the pre-processing phase itself thereby further reducing the 

preprocessing time. The TF-IDF along with Naïve Bayes classifier is implemented for optimal results.  

As we know, Naïve Bayes algorithm is a simple and efficient algorithm for categorization. In order 

to improve the performance of categorization of Naive Bayes algorithm in text categorization, based on TF-

IDF attribute weighting is used. In Figure 1 we depict how our model works by incorporating four methods, 

namely removing stop words, Stemming, TF-IDF and Naïve Bayes. The process starts by receiving the mail 

in the user’s inbox after which the mail form is checked for repetitive words and stop words which are mostly 

irrelevant for prediction. The words which can be changes into their root form are stemmed using the 

stemming algorithm following which the TF-IDF [24] preprocessing is applied on the stemmed words. After 

the vector table is created, it is checked for being spam using the Naïve Bayes classifier. If it is found to be 

spam, it is rejected; other the mail is delivered to the user’s inbox. 

 

 

 
 

Figure 1. Flow chart depicting the process of mail filtration 

 

 

5. IMPLEMENTATION AND EXPERIMENTAL RESULT 

5.1.  Dataset analysis 

The model is trained and tested on the Kaggle [25] spam e-mails dataset. To achieve this, user email 

data has been collected in the .csv format and marked them as either spam or ham. It has 5171 emails which 

are labelled and are collected for email spam research. Label Encoder labels with values 0 (ham) and 1 

(spam) as in Figure 2. Out of the entire dataset, 80% is used for the purpose of training while the rest 20% is 

used for testing. 
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Figure 2. Dataset ‘spam_ham dataset’  

 

 

5.2.  Experimental setup 

Colaboratory [26], or “Colab” for short, is a product of Google Research. Colab is a hosted Jupyter 

notebook service that requires no external setup for use, while providing us with free access to various 

computing resources including GPUs as in Table 2. 

 

 

Table 2. Hardware and software specification of Colab 
S. No. Specification type Description 

1. GPU Tesla P100-PCIE-16 GB 

2. CPU Intel(R) Xeon(R) CPU 
@2.30 GHz 

3. 

4. 
5. 

6. 

RAM 

Disk 
IDE 

Programing language 

~12.72 GB 
~68.4 GB 

Colab Notebook 

Python 3.6 

 

 

5.3.  Simulation and result 

Various experiments are applied on the dataset which were based on natural language processing 

(NLP) concepts like label encoding, tokenization, stemming, stop word removal, generating features. We 

taught our program what a spam email looks like and what non-spam emails looks like. The formula show 

the evaluation measures as in (5), (6), (7) and (8). 

 

 
(7) 

 

 
(8) 

 

 
(9) 

 

 
(10) 
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Accuracy (Acc): Percentage of correctly identified spam and not spam message 

 F-measure (F): Weighted average of precision and recall 

 Recall (R): Percentage spam mails managed to block 

 Precision (P): Percentage of correct message for spam mail 

 

5.3.1. Training and testing evaluation 

The 80% of the total labelled dataset is first used for training the system based on which it learns 

how to classify the mails that will be fetched to it for the purpose of testing the remaining 20% of the dataset 

is then fetched to the trained system and on the basis of the trained data, the system is tested for accuracy and 

other factors and the results of Naïve Bayes (conventional method) and proposed method on training and 

testing dataset are in Tables 3 and 4. In Figures 3, 4, 5 and 6 the graph depicts the results of Tables 3 and 4. 

 

 

Table 3. Table for Naïve Bayes (conventional) filtering technique 
S.No. Evaluation Parameters Percentage (%)(Training) Percentage (%)(Testing) 

1 Accuracy 99.45 98.85 

2 F1 Score 97.19 95.60 
3 Recall 95.24 94.05 

4 Precision 98.67 97.21 

 

 

Table 4. Table for proposed method 
S.No. Evaluation Parameters Percentage (%)(Training) Percentage (%)(Testing) 

1 Accuracy 99.67 99.03 

2 F1 Score 100.00 99.00 

3 Recall 100.00 99.00 
4 Precision 100.00 100.00 

 

 

 
 

Figure 3. Accuracy curve of Naïve Bayes (conventional method) for training and testing dataset 

 

 

 
 

Figure 4. Accuracy curve of proposed method for training and testing dataset 
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Figure 5. Accuracy curve of proposed method over Naïve Bayes (conventional method) for training dataset 

 

 

 
 

Figure 6. Accuracy curve of proposed method over Naïve Bayes (conventional method) for testing dataset 

 

 

6. CONCLUSION 

In this paper, the preprocessing method of stop words, TF-IDF and stemming algorithm is discussed 

in detection of spam e-mails using the Naïve Bayes classifier. The study is focused on how the algorithms 

can be applied on a number of e-mails consisting of both ham and spam e-mails. First, the working principle 

and steps which should be followed for implementation of stop words, TF-IDF and stemming algorithm are 

discussed. From the Kaggle spam e-mails dataset, the training data showed an accuracy of 99.67% while the 

test evaluation gives 99.03% accuracy which is quite accurate compared to the only Naïve Bayes 

(conventional method) classifier where accuracy of training data is 99.45% while accuracy of testing data is 

98.85%. We also found that, as the proposed algorithm was executed with high speed on multi-core GPU of 

Google Colab environment. The time taken on the CPU and GPU for the training dataset is 2.029 seconds 

and 1.361 seconds respectively while that on the testing dataset is 2.280 seconds and 1.978 seconds 

respectively. 
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