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Abstract

The smartphone usage in the low-income sections of India, which form over 70% of the population, is rela-

tively small in comparison to urban areas. Recent reports says that India’s mobile penetration is at 73% (up

from 30% in 2009), fast catching up to the global average of 93%. India is the fastest growing country for

mobile Internet users with the latest predictions at 20% growth every quarter. This growth is mainly driven

by low-cost smartphones, which are particularly interesting due to their enhanced capabilities and potential to

enable services for the masses. With the advent of affordable smart-phones (Rs 3,000 - Rs 10,000) designed

for the Indian user from indigenous manufacturers such as Micromax, Karbonn, etc., more people are shifting

to smartphones. Other factors contributing to this shift includes the fact that 98.9% of India currently has no

access to fixed-line broadband connectivity options and industries like banking, retail, entertainment, health

and education have begun to introduce compelling mobile services. Due to these factors, smartphone sales

have begun to cannibalize the traditional feature phone market, while the overall market grew by 12% last

year, the smartphone market grew by 229%. At this rate, the smartphone market will overtake feature phones

in terms of number of units sold, by 2017.

In the rural areas of India, majority section of the people have low income and poor paying capacity for

mobile network operators in regular intervals. They are suffering from inadequate power supply also. A

network of low cost and power effective, which can cover an entire village will be very handy to this situation

because local people can communicate among themselves withfree of charge. Such kind of networks are

developed in the previous literature, but using proprietary hardware. So, a network of low cost and power

effective supporting voice communication and developed usingpopular and cheaply available devices like

smartphones (Android devices) in the market is desirable.

As a first step towards this we implemented a handset interfacing Android device with IEEE 802.15.4/Zig-

bee mote. The advantages with this handset are, it is using Android device which is most popular and available

at affordable prices and it is using IEEE 802.15.4/Zigbee mote which can be connected to the Zigbee network

which is low cost and power effective. Using this handset we implemented peer to peer message chatting ap-

plication, peer to peer real time half-duplex voice callingapplication and non-real time voice communication

over a static network.

We also analyzed a self-powered IEEE 802.15.4 based multi-hop network consisting of an Internet gate-

way (IG) and relay nodes for providing Internet facility in rural areas like villages of India. In case of

proportional fair scheduling, it has already been shown in the existing literature that if the backhaul capacity

of both IG and relay nodes is infinite then it results in users being given equal time in scheduling. However,

in case of the proposed multi-hop network, backhaul capacity of both IG and relay nodes is limited. Hence,

we analyze the scheduling for the proposed multi-hop network in presence of limited backhaul capacities.
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Chapter 1

Android controlled Zigbee motes for

Wireless Sensor Networks

1.1 Introduction

Wireless Sensor Networks (WSNs) are primarily used in applications where low bit rate, low cost, low com-

plexity and more lifetime are required. WSN nodes usually consist of an 8 or 16 bit microcontroller and a

short range transceiver in order to create a low cost networkwith maximum lifetime. Traditionally, WSNs

have been used for sensing and reporting. Recently, however, there is a great demand to support a short range

communication system in WSNs for use in educational institutes, residential areas and even in emergency

situations. Voice over WSNs was implemented in [1] and [2]. However, these implementations were done on

proprietary hardware. But, for this project we used the android platform along with Zigbee protocol both of

which are quite popular and open in nature.

Figure 1.1: IITH-mote

In this project, we use IIT-H motes as nodes in the network (see Fig. 1). IITH-mote is a 2.4 GHz mote

used for enabling low-power WSNs. It works on 8 MHz atmega microcontrollers with 8 KB RAM. It has a 6

pin usb interface jack for serial communication and uses IEEE 802.15.4 [3] compliant RF (Radio Frequency)

Transceiver for radio communication. IIT-H mote supports two ways of communication. One is wireless
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communication through RF transceiver. The other way is wired serial communication through Universal

Asynchronous Receiver/Transmitter (UART) [4] port. IITH-mote can be programmed using TinyOS [5] or

assembly language. We use TinyOS platform for programming the motes.

1.2 TinyOS

TinyOS is a free and open source software used for embedded systems. One special feature of TinyOS is, it

is a component-based operating system developed for implementing applications of WSNs. We can structure

the problem into component implementations and reuse them.This is the optimal way to design and combine

the code. NesC (Network Embedded System C) [6], which is a dialect of C language, is the programming

language used in this embedded operating system. TinyOS provides various interfaces and components to

work with the WSN motes. Unlike other WSN programming platforms, TinyOS supports event based pro-

gramming and is suitable for low power applications. TinyOSsupports a variety of microcontroller families

and radio chips. It efficiently manages the limited power available and renders excellent support for wireless

networking.

1.3 System model and details

Figure 1.2: Text messaging between two android devices (Aakash tablet)
through IIT-H motes

Fig.2 shows peer to peer communication between android devices.Here the android devices used are

Aakash tablets [7] The communication between motes is basedon the Zigbee standard. The IITH-mote is

connected to the android device through microUSB serial port.

1.3.1 Radio communication

Radio communication between the IIT-H motes is done throughpackets. This packet based communication

is completely controlled by the TinyOS application.

TinyOS application

A basic TinyOS application for radio communication contains 4 files.

1. Configuration file
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2. Module file

3. Make file

4. Header file

Configuration file contains the components that are used on IIT-H mote. Module file contains variables,

code logic and interfaces. Makefile allows platform selection and includes rules required to make the appli-

cation. Header file contains packet structure which is important. Following is an example of packet structure.

#ifndefPACKET_STRUCTURE_H

#definePACKET_STRUCTURE_H

typedef nx_struct AmMsg {
nx_uint8_t counter;

} AmMsg;

#endif/* PACKET_STRUCTURE_H */

In the above example, packet contains a single identifier named ’counter’ ofnx_uint8_t data type. Data

typenx_uint8_t in TinyOS is equivalent to unsigned character data type. Thedefault maximum payload

size of a packet in TinyOS is 28 bytes. In this we used maximum payload size.

1.3.2 Serial communication

Serial communication is helpful in communicating with external devices. In general, a WSN will have a

gateway for collecting data, observing network traffic and sending commands to the network. A gateway

is nothing but a computing device connected with a node of that WSN. Here the communication between

node and computing device is serial (UART) communication. TinyOS provides two different types of serial

communication. They are packet based and packet less serialcommunication.

Packet based serial communication

In Packet based serial communication, both computing device and mote communicate using packets. TinyOS

platform on computing device provides different tools for packet based serial communication. These tools

help in creating, sending packets to the mote, parsing the packet sent by mote and analyzing the data. Listen

tool is a basic packet sniffer provided by TinyOS used for packet based serial communication. Let us assume

that the packet discussed above in radio communication is sent serially. Listen tool displays that packet as

ff ff 00 00 04 22 06 00 0B

The interpretation of the above data is shown in the Table. 1.1

Dest addr Link source addr msg len group ID handler ID counter

ff ff 00 00 04 22 06 0B

Table 1.1: Interpreting packet data

The payload of the packet is counter and all remaining fields are header information. On PC TinyOS

provides tools for separating header information from payload

But the disadvantage of this mode is that there are no sophisticated tools in android platform for support-
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ing packet based communication. Hence we use packet less serial communication between IIT-H mote and

tablet.

Packet less serial communication

In this mode raw data sent from tablet is converted to serial data by RS232 FTDI chip. It does not follow

any packet structure. Every serial communication will havea baud rate and IITH-mote supports a baud rate

of 57600. For this purpose an android application called B2Bwas developed for this. This application is

developed based on a demo application ’TN 147 java D2XX’ [8] provided by FTDI. B2B will automatically

detect the device whenever mote is connected to the tablet. This application has default settings of baud rate,

data bits and parity bit to be used. B2B writes the message to the micro usb port byte by byte. RS232 chip

receives the bytes and convert them into UART format and sends byte by byte serially to the mote.

1.3.3 Message structure

While creating the WSN each node is given a unique identification called node ID with which user is iden-

tified. This node ID is used as source address and destinationaddress while messaging. B2B application

provides a text field for writing the message. After completion of writing, touch send button next to the text

field to send the message. Text messaging follows a message structure shown in Fig. 1.3

Figure 1.3: Message structure

1.4 Advantages

ZigBee provides low cost and low power connectivity deviceswhere lifetime lasts for months but does not

provide bit rate as high as those enabled by Bluetooth. But the bit rate provided by Zigbee is sufficient for text

chatting. Zigbee uses an unlicensed globally compatible ISM band ranging from 2.4 GHz to 2.4835 GHz. So

a low cost communication system can be developed for use in residential areas. Since the android platform is

now interfaced with WSNs, it should be possible to incorporate this in mobile devices on a large scale at low

cost.

1.5 Conclusion

In this project we implemented a peer to peer message chatting application in android platform over wireless

sensor networks. Since we use low power nodes with IEEE 802.15.4 compliant RF Transceiver for radio

communication, the range of a node is limited to few tens of meters. The range of the network can be

increased by using multiple hops in between. We can implement different topologies with good networking

to cover larger areas. The realization of such a network in residential areas should be the focus of future

research.
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Chapter 2

Real time half-duplex voice calling over

IEEE 802.15.4/Zigbee standard using

Android platform

2.1 Introduction

As mentioned in the first chapter, Wireless Sensor Networks(WSNs) are primarily used for Health care mon-

itoring, Industrial monitoring, Environmental sensing, Data logging etc. These applications require low bit

rates but IEEE 802.15.4/Zigbee standard supports bit rates of 250 Kbits/s [9], which is much higher than

what is required for the above applications. Also, WSN motesconsume less power and require minimal

maintenance. These unique properties of IEEE 802.15.4/Zigbee standard can be exploited to enable short

range voice communication over WSNs. The main application of this can be found in underdeveloped areas

that suffer from power outages and poor economy. Such a network was implemented in [10] and tested. They

implemented real time voice communication over a Zigbee network which covers an entire village. The main

disadvantage of the network was that proprietary handsets were used which were expensive.

As a first step towards developing a short range communication network which uses commercially avail-

able devices, we implemented peer to peer half-duplex voicecommunication over IEEE 802.15.4/Zigbee

using cheap open source Android devices. Since Android devices have high speed processors, we can im-

plement the necessary voice codecs for effective voice communication on them. Also, necessary hardware

for voice input and output is built into the device, so no other hardware apart from Zigbee motes is required

for implementation. We used Aakash tablets running Android, Zigbee based TelsoB [11] motes and TinyOS

platform for programming the motes.

2.2 Implementation details

The user handset in this implementation is Aakash tablet interfaced with TelosB mote (See Fig. 2.1) using

USB (Universal Serial Bus) On-The-Go (OTG) cable. Aakash tablet uses packet-less serial communication

[12] to communicate with the TelosB mote. The TelosB motes communicate through packet based radio

communication. Fig. 2.2 shows the flow diagram of the peer to peer voice call. At the sender side, the process
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Figure 2.1: User handset (left) and Android application layout (right)

of recording voice, encoding voice data and sending the encoded data happens simultaneously.Encoding and

sending data to TelosB mote will be done at intervals of 20 ms.Each encoded data of 20 ms voice is loaded

into a packet and sent over radio by the TelosB mote. While at the receiver end, the received packets are

parsed and forwarded to the Android device. The data received by the Android device will be decoded and

played. For this project, we developed an Android application for communicating with TelosB mote.

2.2.1 User interface layout of Android application

The user interface layout (see Fig. 2.1) of the application contains a text view, a text box and three user

buttons. Text view gives the instructions of operation. Text box is to input the destination node id which

is given to each TelosB mote. The three buttons are Enter destination, Record and Stop. After writing the

destination node id in the text box, click on Enter destination button. After that by clicking on Record button

the voice call is initiated. Stop button is used to end the voice call.

2.2.2 Voice Recording

The voice data from the microphone is handled using AudioRecord Android Application Program Interface

(API). The main input parameters for this API are recorder sample rate, audio encoding format and buffer size

to store the voice data. There are five supported sample ratesranging from 8 Kbps to 44.1 Kbps. Owing to the

low bit rate of Zigbee standard, we chose the minimal possible sample rate of 8 Kbps. The audio encoding

format used is 16 bit PCM (Pulse Coded Modulation) as 8 bit PCMis not supported by all android devices.

The buffer size is 4096 bytes for the above mentioned sampling rate and recording format. The recorded data

is written into a temporary file in frames of size 4096 bytes.

2.2.3 Speex Voice Codec

The raw voice data needs moderately high bit rates for establishing real time voice communication. In order

to work with low bit rate IEEE 802.15.4 standard voice data should be compressed. For this purpose it

is necessary to implement a voice codec on Android platform.There are many voice compression tools
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Figure 2.2: Flow diagram of the voice call

available. We chose to implement Speex codec [13] since it isthe best open source codec available and has

been optimized for high quality speech and low bit rates. Also it is possible to control the trade off made

between quality and bit rate by using Speex codec. Unlike many other speech codecs, Speex is not designed

for mobile applications but rather for packet networks and VoIP (Voice over IP) applications. So, initially

we used Jspeex [14], which is the Java port of the Speex codec,for the implementation. But, encoding

and decoding processing time using Jspeex was adding delay and was not suitable for real time application.

The alternative method is implementing native C codes of Speex in android which is not straight forward as

Android supports only Java based libraries. So, for doing this we used Android NDK (Native Development

Kit) tool set which allows to implement parts of an Android application using native code languages such

as C and C++. Implementation of Speex codec involves encoding of recorded voice data at sender end and

decoding of the received voice data at the receiver end.

Figure 2.3: Speex encoder

Encoding

Speex codec uses multiple bit rates and supports different sampling rates of 32 KHz (Ultra-Wideband), 16

KHz (Wideband) and 8 KHz (Narrowband). Compression ratio ofvoice data depends on sampling rate

used. In this project, we used Narrowband sampling rate which has the highest compression ratio and offers

telephone quality voice. Speex encoder operates in frames.A frame contains raw voice data corresponding

to 20 ms of voice. Frame size depends on sampling rate used by encoder and recording format, sampling

rate used in voice recording. In Narrowband operation mode and for the parameters used in voice recording

section, the frame size is 320 bytes (160 samples). These frames are read from the temporary file (created
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while recording voice) and given as input to the Speex encoder, which compresses the given frame and returns

38 bytes of encoded voice data. Now the 38 bytes of encoded voice data is written into a file, which will be

later used by the Serial communication part (subsection D).

Figure 2.4: Speex decoder

Decoding and playing

At the receiving end, 38 bytes of encoded voice data is received from TelosB. Every time 38 bytes of data is

received, it is stored in receive buffer and this buffer is given as input to the decode method, which decodes

the data and returns 320 bytes of voice data. Now, the decodeddata should be played immediately in order

to make the communication real time. So, these 320 bytes are stored in a dynamic buffer and every time after

decoding 38 bytes, 320 bytes are appended to this dynamic buffer.

This dynamic buffer is used for playing the voice. AudioTrack Android API is used for this purpose.

Write and Play methods of this API are used here. When 320 bytes are decoded for the first time, Play

method is initiated and starts playing the voice. Write method is used for writing the data from dynamic

buffer to Play method. As the dynamic buffer will be modified every 20 ms, the voice will be played in real

time until the sender ends the voice call.

2.2.4 Serial Communication

Android device and TelosB mote communicate using serial communication. TelosB mote has a USB port

through which it can be interfaced with external devices. The micro USB port of Android device is connected

to the USB port of TelosB mote using OTG cable. The USB port of TelosB mote is internally interfaced with

FT232BL [15] chip which is used for conversion of serial dataformat to USB data format and vice versa.

This serial communication works with a baud rate of 115.2 Kbps.

FTDI device manager

The serial communication on the Android device is managed byusing FTdevice [16] Android API and ftdi

D2xx [16] Java library. This API can be used for managing and configuring FTDI [17] devices connected

externally to the Android device. The FT232BL chip embeddedon the TelosB mote is well supported by this

API. The Android application is designed such that the application starts automatically on connecting TelosB

mote to Android device.

Sending serial data

FT device API provides write method to send the encoded data to the microUSB port. To make the commu-

nication real time, we need to ensure that voice data is encoded and sent simultaneously. For this purpose,

we are using a thread for reading 38 bytes of encoded data fromencoded file and writing it to the micro USB
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port every 20 ms. Along with this 38 bytes of data, an extra byte containing the destination node id is sent

before 38 bytes, which will be used by TelosB for further processing.

Receiving serial data

TelosB mote sends data byte by byte to the micro USB port. These bytes are stored into a buffer queue. The

getQueueStatus method provided by FTdevice API is used to check the length of the buffer. When the length

of the buffer reaches 38 bytes, these 38 bytes of data are read using Readmethod and loaded into a byte array.

This byte array will be used by the decoding section.

2.2.5 TinyOS program

TelosB motes communicate through packet based radio communication. For this project, TinyOS v2.1.2

platform is used for programming TelosB motes. In this application, TinyOS program handles Serial com-

munication with Android device and Radio communication between two motes.

Mote to Android device communication

The TinyOS interface used for this serial communication is UartStream which provides Send method for

sending data and an event Receivedbyte which signals the receipt of a byte. As and when Android device

starts sending data, Receivedbyte event is triggered whichstores the received byte into a buffer. When the

buffer size reaches 39 bytes (including destination node id), this data will be processed and used to form a

packet and is sent over radio. For sending the received data from other mote, Send method is called. Send

takes pointer to the stored received data and length of the data to be sent as its arguments.

Mote to mote communication

TelosB uses cc2420 radio for communicating with other motes. cc2420 uses CSMA/CA [18] as default MAC

layer. This communication is purely packet based. The structure of a packet can be defined in a header file.

The default packet size in TinyOS is 28 bytes. As we need to send 38 bytes of encoded data and destination

node id, the packet size has to be 39 bytes. Packet size can be changed by modifying few header files in the

TinyOS directory. In this project, the packet contains a variable for destination node id and a byte array of

size 38 bytes for storing encoded data.

After receiving every 39 bytes from USB port, a packet will becreated. The first byte of the 39 bytes is

destination node id which is loaded into the variable of created packet and the remaining 38 bytes are copied

into byte array. For sending the packet, we used Send method provided by AMSend interface. Send method

can broadcast the packet or it can send it to a particular destination by writing the destination node id in the

address field of the method.

For receiving data from other motes, AMReceive interface isused. This interface provides an event called

Receive for handling the received packets. This event parses the received packets and extracts the data from

it. The extracted 38 bytes of data is sent to Android device using UartStream interface.
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2.3 Conclusion

We implemented real time half duplex voice calling on Android devices with IEEE 802.15.4/Zigbee as un-

derlying communication standard. The user handset developed in this project is Android device interfaced

with TelosB mote, both are popular and cheaply available in the market. We can extend this peer to peer half

duplex voice communication to full duplex voice communication over a network which can cover an entire

village (which is proved in [19]). This application can alsobe extended to support reliable messaging [20]

and file transfer as they need not be done in real time. This kind of network is likely to be very useful to the

people in underdeveloped areas.
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Chapter 3

Non-real time voice messaging over

static IEEE 802.15.4/Zigbee network

3.1 Introduction

Real-time full duplex voice communication over IEEE 802.15.4 network is implemented in [10]. Figure 3.1

depicts the Lo3 mesh architecture used in [10]. There are twotypes of nodes in Lo3 : static nodes which are

infrastructure nodes acting as relay nodes for data communication, and user nodes acting as data originators

or terminators which can be mobile inside the network. The infrastructure nodes are deployed on rooftops

(5-10m height) and a range of over 400m can be achieved for 0dBm transmit power and 8dBi omnidirectional

antenna mounted at a height of less than 3m. With this arrangement, an area of about 3km diameter can be

covered by a mesh of about 20-30 infrastructure nodes. The user handset (see in 2.1) developed in this project

can be used as user node in the network which is described above. This will reduce the cost of the network

and is easy to implement.

Figure 3.1: LO3 mesh network
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3.2 Ideal IEEE 802.15.4 network for real time voice implementation

The default MAC layer used in TelosB mote is CSMA/CA. Before accessing the channel CSMA senses

the channel for any activity in the channel. If channel is busy, it backs off for a random period of time

and repeats the process again. The CSMA protocol in much of prior work allows for an easy distributed

implementation, but it is known to suffer from poor performance in multi-hop networks [21], especially for

real-time applications [22]. Self-interference, i.e. simultaneous transmissions across hops of a path, results

in capacity reduction and delay unpredictability. In this respect, TDMA is known to perform better. TDMA-

based approach also provides good support for duty-cyclingand power savings in the network nodes. So in

LO3 project, they implemented a TDMA based MAC for the network.

For effective real-time application support, especially for features such as delay-aware scheduling or

call-admission control, a centralized approach is intuitively better. A centralized architecture gives signifi-

cant leverage in effectively addressing the challenges like centralized coordination of time-slots and multiple

channels lends itself to a simpler design, as compared to a distributed approach, in a multi-hop network.

Although centralized approach is frowned upon for lack of scalability, LO3 MAC showed that the control

overheads are not scaling bottlenecks in practice.

802.11b/g (wi-fi standard) has 3 non-overlapping channels of operation, and 802.15.4 has 16 different

channels in the 2.4GHz ISM band. Clearly, the use of multiplechannels has better potential through- put,

if the channel coordination can be done efficiently. Centralized TDMA based approach eases the issue of

multichannel coordination significantly. Channel switching does add a small but noticeable overhead, but the

benefits of multi-channel operation far outweigh this. LO3 project uses a network of this kind and is very

suitable for implementing real time voice application.

3.3 Limiting aspects of User handset for real-time voice

The two limiting aspects of user handset are data rate of serial communication and processing delay at TelosB

mote. The data rate of serial communication is 115.2 Kbps. With this set up, the user handset is taking 20

ms time for sending a packet of data which contains encoded data of 20 ms voice. With this processing

delay we can implement peer to peer real time voice. Most of the delay is coming from processing delay of

TelosB mote. Because, for writing a packet of 38 bytes (Encoded voice data size for 20 ms voice) over serial

communication it takes 0.32 ms and the remaining delay is from TelosB mote.

The cause of huge processing delay on TelosB mote is due to lowprocessing speed and CSMA MAC.

We have to live with the low processing speed. But, we can reduce the delay due to MAC by changing the

medium access layer with TDMA as it is done in LO3 project. LO3MAC works with TDMA frames, each

frame of duration 60 ms. In this 60 ms, a user gets 9 ms of time for sending or receiving the data. In LO3

implementation, a user has to send 45 bytes of encoded voice data in that 9 ms slot, which corresponds to 60

ms of real time voice.

But, the user handset developed in this project is capable ofsending 38 bytes in 20 ms which corresponds

to 20 ms voice data. The reasons for this are the voice codec and TelosB mote. The voice codec implemented

in LO3 user handset works with a sample rate of 5.9 Kbps which generates 45 bytes for 60 ms of voice

data. Where as the voice codec implemented in this project works with a sampling rate of 8 Kbps as it is

the lowest sampling rate possible on Android platform. The other bottleneck is TelosB mote attached with

Android device. In LO3 handset, the encoded data is sent directly from the processor to CC2420 antenna
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(which is also used by TelosB mote) with out any delay. But here, first the encoded data need to go to TelosB

mote, process the data, make packets and sent using antenna which works using CSMA MAC.So, the handset

developed can’t be used directly in LO3 network. For this to happen, modifications are needed to the frame

structure used in LO3.

3.4 Non-real time voice messaging

Before going to implement real time voice communication over network, we tried to implement non-real time

voice communication over a network of three infrastructurenodes (See in Figure. 3.2). Users can connect to

these infra nodes. This network is static and users are not mobile. Since it is a static network routing is done at

the node level. Infra nodes will route the data based on the destination node id. These infra nodes can support

any number of users but this network can handle only one active route at a time. Static network architecture

can be of any design based on the application. Following is anexample network which is deployed and tested

in real time conditions. We observed very small amount of jitter while playing the voice message received

which is due to packet losses resulted because of bad channelconditions and it can be eliminated by using a

reliable TDMA MAC layer.

Figure 3.2: Static network
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Chapter 4

Impact of multiple limited backhaul

capacities on user scheduling in

heterogeneous networks

4.1 Introduction

Several rural areas across the globe still suffer from limited and discontinuous power supply. For example,

according to a survey done by [23], several villages in Indiahave, on an average of, 15 hours of power outage

per day. Several IEEE 802.11 standard based solutions existfor Internet connectivity in diverse scenarios.

However, in presence of such limited power supply these solutions are no more applicable. Hence, a low cost

and low powered IEEE 802.15.4 based solution for voice services has been provided in [24]. More details

regarding comparison of IEEE 802.11 and IEEE 802.15.4 basednetworks can be found in [24]. However, a

low cost and self-powered IEEE 802.15.4 based solution for data services in rural areas is needed. Further,

user scheduling in presence of limited backhaul capacity for cellular networks has been examined in [25].

However, in presence of a multi-hop networks with limited backhaul capacity of both Internet gateway (IG)

and relay nodes the joint user scheduling with proportinal fairness is an open research problem. This is the

motivation for this work.

In [26], they have implemented a connection oriented, multihop, multichannel TDMA based MAC on

a village network. They used this network for establishing voice calls among the villagers. Their analysis

says, CSMA MAC gives poor performance for bulk data transferdue to intrapath interference which reduces

data rates even more which is very critical in our case. The advantage with CSMA is that it is a distributed

MAC. So, routing can be done at node level which is connectionless. But it is hard to implement routing

protocol on it as there is no standardized routing protocol over IEEE 802.15.4. There is a team which is

working on standardizing a routing protocol RPL (Routing Protocol over Low power lossy networks) but it

is still under development and also it did not account the mobility of of the nodes in the network which is

common in our netwrok. So we adopted the MAC used in [26] with acentralized node for routing the data.

The centralized node need not be a power hungry and powerful processor. An IEEE 802.15.4 node can serve

the purpose which can be self-powered. Many applications ofIEEE 802.15.4 are static networks and uses

CSMA as MAC layer. Hence research in the field of mobile IEEE 802.15.4 networks which use TDMA as
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Internet Gateway

Relay node

UE connected to a relay node

UE connected to intenet gateway

Figure 4.1:Network model

MAC layer is little. [24], [26] are good examples of researchin the aforementioned field. These two papers

describe creating IEEE 802.15.4 multihop network for extending the cellular network range into a village

and also establishing voice calls among them. They designeda MAC called PIP (Packets In Pipe) based on

TDMA. The MAC frame also includes a field for handling mobility of users in the network.

The multiop network in [24] can cover a small village with thehelp of 17 nodes. They have achieved a

throughput of 60 kbps which shows that even though the maximum data rate of IEEE 802.15.4 channel is

250 kbps, relaying data over multiple hops will reduce the throughput of the network. In our network case

the maximum number of nodes in path are two(one hop). So data rates will not reduce much as that in the

previous case. But the handsets used in [24] are proprietaryhardware. In our case, handsets are android

mobile interfaced with IEEE 802.15.4 node also known as mote(See in Fig. 2.1). We have used IIT-H mote

for our project. The interfacing of mote with android deviceis done in [20] which made accesing internet

and making phone calls easier.

Given the user association in the network, scheduling of theusers is the critical job. So far no research

has been done on optimizing the time fractions that are goingto be allotted to the users under IEEE 802.15.4

framework. Assuming different link rates are possible with motes then definitely optimization can be done on

user scheduling. [27] and [28] have done optimization on user scheduling and user association under infinite

backhaul capacity which is not practical in IEEE 802.15.4 network. [25] analyzes impact of single limited

backhaul capacity on user scheduling in heterogeneous networks. It did not provide complete solution for for

optimizing user scheduling in one of the three cases it studied.

4.2 System Model

We consider a network comprising of one Internet Gateway andW relays andN users (See Figure 4.1).

Let I represent Internet Gateway node,R be the set of relay nodes andN be the set of users. Internet

Gateway is connected to internet through a backhaul capacity of Ci. Each relay nodej ∈ R is connected

to Internet Gateway through wireless channel withC j backhaul capacity. Here the user handsets are zigbee

mote connected to android mobile (See Figure. 2.1). Even though the maximum data rate possible is 250 kbps

but the speed of UART connection acts as bottleneck for data rates. So different zigbee mote manufacturers

provide different UART speed.
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Hence the link data rates of users might not be same. Let us assume that the Internet Gateway knows the

channel capacity of relay node apriori and also relay nodes know the user data rates before hand. Here the

backhaul capacities of Internet Gateway and relay nodes arelimited. If a user wants to access the internet the

data has to go through two limited backhaul channels.

Letλi be the throughput ofith user. It was shown in [29] that global proportional fairness can be achieved

by maximizing the following objective function
∑

i∈N log(λi). R ji be the data rate ofith user connected tojth

relay node andα ji be the time fraction allotted toith user. The optimization problem is findingα jis which

maximize the objective function.S be the scheduling problem to solve, then

S = max
λi ,α ji

∑

i∈N
log(λi)

subject to the conditions:

λi =
∑

j∈Rs∪{I}
R jiα ji ∀i ∈ N (4.1)

∑

i∈N
R jiα ji ≤ C j ∀ j ∈ Rs (4.2)

∑

i∈N
R jiα ji ≤ CI j = I (4.3)

∑

i∈N
α ji ≤ 1, ∀ j ∈ Rs ∪ {I} (4.4)

α ji ≥ 0, ∀i ∈ N ,∀ j ∈ Rs ∪ {I} (4.5)

4.1 is the throughput ofith user associated with different relay nodes or Internet Gateway. 4.2 and 4.3 are

limitations relay node and Internet Gateway backhaul capacity respectively. 4.4 and 4.5 are constraints on the

user scheduling.

As it is discussed in [26], the above problem can be decomposed into R+ 1 independent proportional fair

scheduling problems and [26] divides theseR+1 problems into two categories. First one is Internet Gateway

problem and the other one isjth relay node problem. [26] also provides the proof for this decomposition,

where optimal schedules for local problems will optimize the global problem. In [26], backhaul capacity of

Internet Gateway is infinite. So the solution for the first category becomes equal time scheduling to users.

But in our case the backhaul capacity of Internet Gateway is also limited. So the decomposition becomes

differnt from [25].

4.2.1 Decomposition

The local problem for Internet Gateway is

SI
Local = max

(αIk)k∈AI

∑

k∈AI

log(nkRIkαIk)

∑

k∈AI

nkRIkαIk ≤ CI (µ)

∑

k∈AI

αIk ≤ 1 (β)

αIk ≥ 0, ∀k ∈ AI (lk)
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Here,nk is user density ofkth link, the number of users get serviced bykth particular link. nk will be one

if kth link is user or will be number of users connected to the relay node if thekth link is a relay node.AI

is the set of users and relay nodes connected to the Internet Gateway. In this caseRIks may also contain

channel capcity of the links. Andµ ≥ 0, β ≥ 0, łk ≥ 0 andρk ≥ 0 are dual variables pertaining to backhaul

limitation of Internet Gateway, time fraction constraint,non-negativity of timefraction constraint and user

density constraint.

For relay nodej ∈ Rs, the local problem with backhaul capacityC j is

Sj
Local(C j) = max

(αIk )k∈A j

∑

k∈A j

log(R jkα jk)

∑

k∈A j

R jkα jk ≤ C j (µ j) (4.6)

∑

k∈A j

α jk ≤ 1 (β j)

α jk ≥ 0, ∀k ∈ A j (l jk)

where,µ j ≥ 0, β j ≥ 0 andl jk ≥ 0 are dual variables pertaining to backhaul limitation ofjth relay node,

time fraction constraint and non-negativity of timefraction constraint.A j is the set of users and relay nodes

connected to thejth relay node.

In [26] the solution for the relay node case is obtained by solving the following Lagrangian equation

L(α j; µ j, β j, l j) = −
∑

i∈A j

log(α ji) + µ j(
∑

i∈A j

R jiα ji −C j)

+ β j(
∑

i∈A j

α ji − 1)−
∑

i∈A j

l jiα ji

The Karush-Kuhn-Tucker (KKT) conditions [30] for the abovelagrangian equation are

∂L
∂α ji

= 0 =⇒ α ji =
1

µ jR ji + β j − l ji
∀i ∈ A j

β j(
∑

i∈A j

α ji − 1) = 0 (4.7)

µ j(
∑

i∈A j

R jiα ji −C j) = 0 (4.8)

l jiα ji = 0, ∀i ∈ A j (4.9)

So the optimal solution will satisfy all the constarints 4.7,4.8 and 4.9. In equation 4.9 we know thatα ji > 0

so l ji will be zero for alli ∈ A j. So the time fraction equation becomes

α ji =
1

µ jR ji + β j − l ji
∀i ∈ A j (4.10)

Here we know that bothµ j, β j ≥ 0 andα ji has to be greater than zero, so [26] divided the solution forα jis into

three cases. First one is (µ j = 0, β j > 0), second case is (µ j > 0, β j = 0) and the last one is (µ j > 0, β j > 0).

The solutions for the first two cases are derived in [26]. Theyare
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4.2.2 case 1 (µ j = 0, β j > 0)

In this caseα ji =
1
β j
, ∀i ∈ A j. Theseα jis should satisfy condition 4.7 also. From this condition we will get

C j ≥
∑

i∈A j
R ji

|A j|
. Soα ji =

1
β j

is the optimum user scheduling when the backhaul capacityC j ≥
∑

i∈A j
R ji

|A j|
.

4.2.3 case 2 (µ j > 0, β j = 0)

Now, in this caseα ji =
1
µ jR ji

, ∀i ∈ A j. Substituting this in condition 4.7 we will getµ j =
|A j|
C j

. Soα ji

becomes

α ji =
C j

|A j|R ji
∀i ∈ A j

Theseα jis should satisfy condition 4.8. From this condition we will getC j ≤
|A j|

∑

i∈A j

1
R ji

. This particular user

scheduling,α ji =
C j

|A j|R ji
∀i ∈ A j is valid only for backhaul capacityC j ≤

|A j|
∑

i∈A j

1
R ji

.

4.2.4 case 3 (µ j > 0, β j > 0)

The solutions for case 1 and case 2 are well provided in [26]. But for case 3 solution is incomplete. They

have provided proof for solution existance in this case and proves the other solutions are invalid for this case.

They said solution can be obtained by solving the equations (20) and (21) forµ j andβ j. Equations (20) and

(21) are obtained by substituting 4.10 into 4.7 and 4.8 respectively.

∑

i∈A j

R ji

µ jR ji + β j
= C j (4.11)

∑

i∈A j

1
µ jR ji + β j

= 1 (4.12)

Let us go through the complete solution of this case. We can obtain a relation betweenµ j &β j by dividing

4.11 into partial fractions. Equation 4.11 can be expressedas

1
µ j

∑

i∈A j

1−
β j

µ j

∑

i∈A j

1
µ jR ji + β j

= C j (4.13)

Substituting 4.12 into 4.13 we will get

µ jC j + β j = |A j| (4.14)

If we can set the value of eitherµ j or β j the other one can be obtained from 4.14. Substituteβ j value in 4.12

for getting the value ofµ j. So, 4.12 becomes

∑

i∈A j

1
µ j(R ji − C j) + |A j|

= 1 (4.15)
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As i ranges from 1 to|A j|, 4.15 is a polynomial of degree|A j|. So there exists|A j| solutions forµ j & β j

In our network case, we put a minimum lower limit to the link rate for having the resonable performance.

Taking UART speed and provision of minimum internet speed for user into consideration we need a minimum

link rateRmin = 60 Kbps. Soα jiR ji ≥ Rmin which implies

∑

i∈A j

α jiR ji ≥ |A j|Rmin (4.16)

From 4.6 and 4.16 we can write

|A j|Rmin ≤ C j

|A j| ≤
C j

Rmin

As our network is IEEE 802.15.4 based , the backhaul capacityof relay node isC j = 250 Kbps. So|A j| ≤ 4.16,

which means the maximum number of users can be served by relaynode can be|A j|max = 4. Let us look obtain

the user scheduling for different possible|A j| values.

For |Aj| = 4:

Equation 4.15 becomes

4
∑

i=1

1
µ j(R ji − C j) + |A j|

= 1 (4.17)

Let

x = µ j

ai = (R ji −C j)

c = |A j|

Equation 4.17 transforms into

4
∑

i=1

1
aix + c

= 1

In polynomial form, it reduces into

















4
∏

i=1

ai

















x4 +





























(c − 1)
4

∑

i=1

4
∑

j=1
i< j<k

4
∑

k=1

aia jak





























x3+





























c(c − 2)
4

∑

i=1

4
∑

j=1
i< j

aia j





























x2+

















c2(c − 3)
4

∑

i=1

ai

















x +
(

c3(c − 4)
)

= 0
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Let

a =
4

∏

i=1

ai

b = (c − 1)
4

∑

i=1

4
∑

j=1
i< j<k

4
∑

k=1

aia jak

c = c(c − 2)
4

∑

i=1

4
∑

j=1
i< j

aia j

d = c2(c − 3)
4

∑

i=1

ai

e = c3(c − 4)

The roots are:

x = − b
4a
− p4

2
−
√

p5 − p6

2

or x = −
b
4a
−

p4

2
+

√
p5 − p6

2

or x = −
b
4a
+

p4

2
−
√

p5 + p6

2

or x = −
b
4a
+

p4

2
+

√
p5 + p6

2

where

p1 = 2c3 − 9bcd + 27ad2 + 27b2e − 72ace

p2 = p1 +

√

−4
(

c2 − 3bd + 12ae
)3
+ p2

1

p3 =
c2 − 3bd + 12ae

3a 3

√

p2

2

+

3

√

p2

2

3a

p4 =

√

b2

4a2
−

2c
3a
+ p3

p5 =
b2

2a2
− 4c

3a
− p3

p6 =
− b3

a3 +
4bc
a2 − 8d

a

4p4

For |A j| = 3:

The equation becomes

3
∑

i=1

1
aix + c

= 1
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In polynomial form, it reduces into

















3
∏

i=1

ai

















x3 +





























(c − 1)
3

∑

i=1

3
∑

j=1
i< j

aia j





























x2+

















c(c − 2)
3

∑

i=1

ai

















x+

(

c2(c − 3)
)

= 0

Let

a =
3

∏

i=1

ai

b = (c − 1)
3

∑

i=1

3
∑

j=1
i< j

aia j

c = c(c − 2)
3

∑

i=1

ai

d = c2(c − 3)

the general formula for the roots, in terms of the coefficients, is

xk = −
1
3a

(

b + ukC +
∆0

ukC

)

, k ∈ {1, 2, 3}

where

u1 = 1 , u2 =
−1+ i

√
3

2
, u3 =

−1− i
√

3
2

are the three cube roots of unity, and where

C =
3

√

√

∆1 +

√

∆2
1 − 4∆3

0

2

with

∆0 = b2 − 3ac

∆1 = 2b3 − 9abc + 27a2d

and

∆2
1 − 4∆3

0 = −27a2∆

where∆ is the discriminant discussed above.

For |Aj| = 2:
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The equation becomes

2
∑

i=1

1
aix + c

= 1

In polynomial form, it reduces into

















2
∏

i=1

ai

















x2 +

















(c − 1)
2

∑

i=1

ai

















x+

c(c − 2) = 0

a =
2

∏

i=1

ai

b = (c − 1)
2

∑

i=1

ai

c = c(c − 2)

The possible roots are,

x =
−b −

√
b2 − 4ac

2a

or x =
−b +

√
b2 − 4ac

2a

By substituting the roots obtained in the all possible|A j|’s in 4.15 we can get the corresponding user schedul-

ings α ji’s. And the solution of the Internet Gateway local problem isobtained by solving the following

Lagrangian equation

LI(α j; µ, β, lk, ρ) = −
∑

k∈AI

log(αIk) + µ(
∑

k∈AI

nkRIkαIk −CI)

+ β(
∑

k∈AI

nkαIk − 1)−
∑

k∈AI

lkαIk −
∑

k∈AI

ρknk

The KKT conditions for the above lagrangian function are

∂LI

∂αIk
= 0 =⇒ αIk =

1
nk(µRIk + β) − lk

∀k ∈ AI

β(
∑

k∈AI

αIk − 1) = 0

µ(
∑

k∈AI

RIkαIk − CI) = 0

lIkαIk = 0, ∀k ∈ AI (4.18)
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In 4.18,αIk is always greater than zero. So we can makelk equal to zero and

αIk =
1

nk(µRIk + β)
∀k ∈ AI

The solution for different cases can be obtained using the aforementioned procedures.

4.3 Conclusion

We analysed the effect of multiple limited backhaul capacities on user scheduling in the proposed multi-hop

network. We provided the complete solution for user scheduling under proportional fair scheme with two

limited backhaul capacites in series. This optimization ofscheduling will be helpful for the networks using

TDMA as the medium access layer.
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