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#### Abstract

Fuzzy implications are one of the two most important fuzzy logic connectives, the other being t -norms. They are a generalisation of the classical implication from two-valued logic to the multivalued setting. A binary operation $I$ on $[0,1]$ is called a fuzzy implication if (i) $I$ is decreasing in the first variable, (ii) $I$ is increasing in the second variable, (iii) $I(0,0)=I(1,1)=1$ and $I(1,0)=0$.


The set of all fuzzy implications defined on $[0,1]$ is denoted by $\mathbb{I}$.
Fuzzy implications have many applications in fields like fuzzy control, approximate reasoning, decision making, multivalued logic, fuzzy image processing, etc. Their applicational value necessitates new ways of generating fuzzy implications that are fit for a specific task. The generating methods of fuzzy implications can be broadly categorised as in the following:
(M1): From binary functions on $[0,1]$, typically other fuzzy logic connectives, viz., ( $S, N$ )-, $R-, Q L$ implications,
(M2): From unary functions on [0,1], typically monotonic functions, for instance, Yager's $f-, g$ implications, or from fuzzy negations,
(M3): From existing fuzzy implications.

## Motivation for this thesis:

Among the above generating methods, the third one, namely the generating method (M3), has an interesting fallout. This generating method not only generates new fuzzy implications from fuzzy implications but also, often, gives rise to algebraic structures on the set $\mathbb{I}$. All the existing generating methods of fuzzy implications from fuzzy implications involve either other fuzzy logic connective(s) or parameter(s). Moreover the richest algebraic structure that is available so far is a semigroup, that too, on a subset of $\mathbb{I}$, under some assumptions. In this study our objectives are the following:
(Obj 1): Propose new generating method(s) of fuzzy implications from fuzzy implications without using other fuzzy logic connectives or parameters.
(Obj 2): Ensure that the generating method(s) that we propose would give richer algebraic structures on $\mathbb{I}$ that would allow us to glean newer and better perspectives of fuzzy implications.

## The research work carried out in this thesis:

The contents of this thesis can be subdivided into the following three parts.

## Part-I : The $\circledast$-composition-A novel generating method and a monoid structure.

(i) For any $I, J \in \mathbb{I}$, we propose their $\circledast$-composition $I \circledast J$ in the following manner:

$$
(I \circledast J)(x, y)=I(x, J(x, y)), \quad x, y \in[0,1]
$$

Then we show that $I \circledast J$ is indeed a fuzzy implication, i.e., $I \circledast J \in \mathbb{I}$. Note that this clearly achieves our first objective (Obj 1), since we do not use any other fuzzy logic connectives or parameters.
(ii) Looking at the $\circledast$-composition as a binary operation on $\mathbb{I}$, we show that $(\mathbb{I}, \circledast)$ is, indeed, a non-idempotent monoid, the richest algebraic structure on whole of $\mathbb{I}$ known so far, thus achieving partially, our second objective, (Obj 2).

Since the $\circledast$-composition on $\mathbb{I}$ can be looked in two different ways, viz, a generating method of fuzzy implications and a binary operation on the set $\mathbb{I}$, we explore the $\circledast$-composition on $\mathbb{I}$ along these two aspects in Part II and Part III, respectively.

## Part-II : The $\circledast$-composition w.r.to properties, functional equations, families and powers.

(i) We study the $\circledast$-closures of fuzzy implications with respect to some desirable properties of fuzzy implications and some functional equations involving fuzzy implications.
(ii) We study the effect of $\circledast$-composition on fuzzy implications that are obtained from the remaining two generating methods, viz., (M1) and (M2).
(iii) Given an $I \in \mathbb{I}$, one could always compose $I$ with itself to obtain $I \circledast I \in \mathbb{I}$. Using the associativity of $\circledast$, we define the $n^{\text {th }}$ powers of $I$ and study the convergence of the powers of fuzzy implications in the limiting case.
(iv) Further, we investigate whether the self-composition of fuzzy implications w.r.to $\circledast$ leads to newer fuzzy implications. In the case where the self-composition of fuzzy implications generates new fuzzy implications, we examine the powers of of fuzzy implications w.r.to the desirable properties and functional equations.

## Part-III: Algebraic aspects of $\mathbb{I}$ w.r.to the $\circledast$-composition.

(i) From Part $I$, we know that the generative method $\circledast$ that we have proposed makes $\mathbb{I}$ a nonidempotent monoid. Unfortunately, due to the presence of zero elements, we note that $(\mathbb{I}, \circledast)$ is not a group and can not be made a group by some well known techniques like Grothendieck construction due to the lack of commutativity. However, we characterise the largest subgroup $\mathbb{S}$ of $\mathbb{I}$ and obtain its representation.
(ii) Based on the representation of $\mathbb{S}$, we define group actions of $\mathbb{S}$ on $\mathbb{I}$ and show that these group actions lead to the following:
(a) Representations of Yager's families of fuzzy implications in terms of the following three basic fuzzy implications, namely, the Yager implication, the Reichenbach implication and Goguen implication.
(b) An algebraic connotation of some conjugacy classes of fuzzy implications that were proposed earlier.
(iii) We know that any monoid is injectively homomorphic to the set of all right translations defined on it. Since $(\mathbb{I}, \circledast)$ is a monoid, we determine the set of all right translation homomorphisms on $(\mathbb{I}, \circledast)$ which helps us to characterise few important subsets like center and the set of right zero elements of $(\mathbb{I}, \circledast)$.

## Highlights of the work contained in this thesis:

- Proposed a novel generating method of fuzzy implications without using any other fuzzy logic connective(s), parameters or transformations.
- Obtained the richest algebraic structure known so far, on the whole of $\mathbb{I}$, namely, a nonidempotent monoid.
- For the first time, showed that the Yager's families of fuzzy implications can be seen as pseudo-conjugates of three basic fuzzy implications.
- Conjugacy transformations, that were proposed earlier from a purely analytical perspective, were shown to have clear algebraic connotations.
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## Part I

## Fuzzy Implications and the $\circledast$-composition

## Chapter 1

# Fuzzy Implications and Generating Methods: A Brief Review 

Fuzzy implications, along with triangular norms (t-norms, in short) form the two most important fuzzy logic connectives. They are a generalisation of the classical implication and conjunction, respectively, to multivalued logic and play an equally important role in fuzzy logic as their counterparts in classical logic. The truth table of classical implication is given in Table 1.1.

| $p$ | $q$ | $p \Longrightarrow q$ |
| :---: | :---: | :---: |
| 0 | 0 | 1 |
| 0 | 1 | 1 |
| 1 | 0 | 0 |
| 1 | 1 | 1 |

Table 1.1: Truth Table of Classical Implication Operator

In this chapter we begin with recalling the definition of fuzzy implications and present few examples of fuzzy implications. Then we briefly review the different generating methods of fuzzy implications in Section 1.2. In Section 1.3, we recall the existing generative methods of fuzzy implications from fuzzy implications and the algebraic structures on the set of all fuzzy implications thus obtained from them. Based on the discussions in these sections, we derive the main motivation behind this thesis in Section 1.4.

### 1.1 Fuzzy Implications

In the literature one can find many equivalent definitions of fuzzy implications. In the following we recall its definition from [8] (see also [47, 31]).

Definition 1.1.1 ([8], Definition 1.1.1). A function $I:[0,1]^{2} \longrightarrow[0,1]$ is called a fuzzy implication if it satisfies, for all $x, x_{1}, x_{2}, y, y_{1}, y_{2} \in[0,1]$, the following conditions:

$$
\begin{align*}
& \text { if } x_{1} \leq x_{2} \text {, then } I\left(x_{1}, y\right) \geq I\left(x_{2}, y\right) \text {, i.e., } I(\cdot, y) \text { is decreasing, }  \tag{I1}\\
& \text { if } y_{1} \leq y_{2} \text {, then } I\left(x, y_{1}\right) \leq I\left(x, y_{2}\right) \text {, i.e., } I(x, \cdot) \text { is increasing }  \tag{I2}\\
& \qquad I(0,0)=1, I(1,1)=1, I(1,0)=0 \tag{I3}
\end{align*}
$$

From Definition 1.1.1, it is clear that a fuzzy implication, when restricted to $\{0,1\}$, coincides with the classical implication. The set of all fuzzy implications will be denoted by $\mathbb{I}$. Table 1.2 (see also [8]) lists some examples of basic fuzzy implications.

| Name | Formula |
| :---: | :---: |
| Łukasiewicz | $I_{\mathbf{L K}}(x, y)=\min (1,1-x+y)$ |
| Gödel | $I_{\mathbf{G D}}(x, y)= \begin{cases}1, & \text { if } x \leq y \\ y, & \text { if } x>y\end{cases}$ |
| Reichenbach | $I_{\text {RC }}(x, y)=1-x+x y$ |
| Kleene-Dienes | $I_{\text {KD }}(x, y)=\max (1-x, y)$ |
| Goguen | $I_{\mathbf{G G}}(x, y)= \begin{cases}1, & \text { if } x \leq y \\ \frac{y}{x}, & \text { if } x>y\end{cases}$ |
| Rescher | $I_{\mathbf{R S}}(x, y)= \begin{cases}1, & \text { if } x \leq y \\ 0, & \text { if } x>y\end{cases}$ |
| Yager | $I_{\mathbf{Y G}}(x, y)= \begin{cases}1, & \text { if } x=0 \text { and } y=0 \\ y^{x}, & \text { if } x>0 \text { or } y>0\end{cases}$ |
| Weber | $I_{\text {WB }}(x, y)= \begin{cases}1, & \text { if } x<1 \\ y, & \text { if } x=1\end{cases}$ |
| Fodor | $I_{\mathbf{F D}}(x, y)= \begin{cases}1, & \text { if } x \leq y \\ \max (1-x, y), & \text { if } x>y\end{cases}$ |
| Smallest FI | $I_{\mathbf{0}}(x, y)= \begin{cases}1, & \text { if } x=0 \text { or } y=1 \\ 0, & \text { if } x>0 \text { and } y<1\end{cases}$ |
| Largest FI | $I_{\mathbf{1}}(x, y)= \begin{cases}1, & \text { if } x<1 \text { or } y>0 \\ 0, & \text { if } x=1 \text { and } y=0\end{cases}$ |
| Most Strict | $I_{\mathbf{D}}(x, y)= \begin{cases}1, & \text { if } x=0 \\ y, & \text { if } x>0\end{cases}$ |

Table 1.2: Examples of fuzzy implications
It is clear that Definition 1.1.1 of fuzzy implication is only a particular generalisation of classical implication from $\{0,1\}$ to the multivalued setting, namely, the unit interval $[0,1]$. Note that Definition 1.1.1 can also be generalised to posets, lattices, chains that are either finite, infinite, bounded or even unbounded (see, [3, 14, 24, 25, 51, 49] ). Further, it can also be generalised to fuzzy sets, interval valued fuzzy sets, type-2 fuzzy sets, etc., which lead to different generalisations of classical implications (see, $[2,13,16,26,45,50,52,23]$ ). Moreover, it should be emphasized that such generalisations are also useful in various contexts and it is worthwhile to study them in a comprehensive manner.

However, in this thesis, we restrict ourselves to the study of fuzzy implications that are defined only on the unit interval $[0,1]$ (i.e., those that are defined in Definition 1.1.1).

Fuzzy implications play an important role in approximate reasoning, fuzzy control, decision theory, control theory, expert systems, fuzzy mathematical morphology, fuzzy image processing, etc. - see for example $[15,19,39,40,80,81,83,84]$ or the recent monograph exclusively devoted to fuzzy implications [8]. Hence, there is always a need for a panoply of fuzzy implications satisfying different properties that make them valuable in the appropriate context. The different generation methods of fuzzy implications can be broadly classified into the following three categories, viz,
(M1) From binary functions on [0, 1], typically other fuzzy logic connectives, viz., ( $S, N$ )-, $R-, Q L$ implications (see [8]),
(M2) From unary functions on [0,1], typically monotonic functions, for instance, Yager's $f$-, $g$ implications (see [83]), or from fuzzy negations [11, 38, 58, 72],
(M3) From fuzzy implications (see [6, 10, 27, 28, 30, 37, 62]).

### 1.2 Fuzzy Implications - Some Generating Methods

The first generating method mentioned above was one of the earliest approaches taken to obtain fuzzy implications. Herein, a fuzzy implication is obtained from given fuzzy logic connective(s). For instance, given a t-conorm $S$ and a fuzzy negation $N$, one obtains ( $S, N$ )-implications, which are a generalisation of the material implication in the classical logic. Similarly, from only a t-norm $T$ one can obtain a fuzzy implication as its residuation - once again this is a direct generalisation of the two-valued implication in intuitionistic logic. For definitions of these families, please see Definitions 5.1.1 and 5.2.1 in Chapter 5. The properties, characterisations, representations, intersections between these families of fuzzy implications and their generalisations have been studied by many authors in various contexts and for an up-to-date analysis of these families of fuzzy implications, please see, Chapters 2-5 of [8] or the survey paper [9].

A second method for obtaining fuzzy implications was firstly proposed by Yager [83], see also [79]. Two methods of generating fuzzy implications by using monotone functions defined from $[0,1]$ to $[0, \infty]$ were presented by Yager. These have now come to be known as the $f$ - and $g$ generated implications. Their role in approximate reasoning was studied in [83] (also see [55] for more details). Characterisation results of Yager's classes of fuzzy implications were obtained only recently in [61]. This approach has also been successfully applied to more general monotone functions, see for instance [82], and also by a combination of unary monotone functions and binary fuzzy logic connectives, see for instance, [1, 21, 41, 59, 73].

While the above two methods help us in creating fuzzy implications from other unary or binary functions, in general, a third method exists which generates fuzzy implications from given fuzzy implications. In the literature, one finds many generating methods along this approach. Once again, we could divide such approaches as either generative or constructive.
(i) By generative methods, we refer to those works which propose a closed form formula for obtaining new fuzzy implications from given ones, often with the help of other fuzzy logic connectives. Interestingly, these methods not only generate fuzzy implications but also, often,
impose algebraic structures on the set $\mathbb{I}$. These algebraic structures can present a different perspective of fuzzy implications.

The earliest such works were due to the group of Drewniak, see for instance, [6, 27, 28]. In these works, it was shown that the proposed operations, viewed as binary operations on the set $\mathbb{I}$, give rise to some lattice and group theoretic structures, see, Section 1.3 for more details.

There exist works that have proposed other generative methods but whose algebraic underpinnings are either non-existent or as yet unknown - see, for instance, [10, 30, 72] or the works of Hliněná et. al. [37,38].
(ii) By constructive methods, we refer to those methods that somehow depend on the underlying geometry to construct a fuzzy implication from a pair of fuzzy implications, often by specifying the values over different sub-regions of $[0,1]^{2}$. For instance, the threshold and vertical threshold generation methods of Massanet and Torrens [56, 60, 62, 63] fall under this category. Note that these methods do not always have any algebraic connotations. For more on these constructions, we refer the readers to the recent excellent survey of Massanet and Torrens [64].

### 1.3 Fuzzy Implications from Fuzzy Implications: Existing Generative Methods

As noted earlier, we are interested in generative methods for obtaining new fuzzy implications from existing ones. In the literature only a few such generative methods are known. In this section, we begin by giving a brief review of the existing methods and the algebraic structures they produce on II. For more details, please see, Chapter 6 of [8].

### 1.3.1 Lattice of Fuzzy Implications

The lattice operations of meet and join were the first to be employed towards generating new fuzzy implications. Bandler and Kohout [12] obtained fuzzy implications by taking the meet and join of a given fuzzy implication I and its reciprocal $I_{N}(x, y)=I(N(y), N(x))$, where $N$ is a strong negation (for the definition of a strong negation, see, Definition 3.3.6). This method has been discussed extensively under the topic of contrapositivisation of fuzzy implications, see Fodor [30], Balasubramaniam [10].

In general, given $I, J \in \mathbb{I}$, we consider the following 'meet' and 'join' operations:

$$
\begin{array}{llll}
(I \vee J)(x, y)=\max (I(x, y), J(x, y)), & x, y \in[0,1], & I, J \in \mathbb{I}, & \text { (Latt-Max) } \\
(I \wedge J)(x, y)=\min (I(x, y), J(x, y)), & x, y \in[0,1], & I, J \in \mathbb{I} . & \text { (Latt-Min) }
\end{array}
$$

Theorem 1.3.1 ([8], Theorem 6.1.1). The family $(\mathbb{I}, \leq)$ is a complete, completely distributive lattice with the lattice operations (Latt-Max) and (Latt-Min), where $\leq$ is the usual pointwise order on the set of binary functions.

In fact, one can use any aggregation operator $A$ (see, Definition 1.1, [34]) instead of min or max in (Latt-Max) and (Latt-Min), respectively, to obtain a new fuzzy implication as follows:

$$
\begin{equation*}
\left(I \circ^{A} J\right)(x, y)=A(I(x, y), J(x, y)), \quad x, y \in[0,1], \quad I, J \in \mathbb{I} . \tag{1.1}
\end{equation*}
$$

Please refer to the recent work of Reiser et al. [69] for the conditions on $A$ for $\left(I{ }_{\circ}^{A} J\right)$ to be a fuzzy implication and the properties the obtained fuzzy implications possess. However, whether they lead to any algebraic or order-theoretic structures on $\mathbb{I}$ with an arbitrary aggregation $A$ is yet to be explored. For more details and other similar works, please refer to [18, 20, 67, 68].

### 1.3.2 Convex Combinations of Fuzzy Implications

We know that fuzzy implications are basically binary functions on $[0,1]$. Thus one can define convex combinations of fuzzy implications in the usual manner.

Definition 1.3.2. Convex combination of two fuzzy implications $I, J \in \mathbb{I}$ is defined as

$$
K(x, y)=\lambda I(x, y)+(1-\lambda) J(x, y), \quad x, y \in[0,1], \lambda \in[0,1] .
$$

Theorem 1.3.3 ([8], Theorem 6.2.2). Convex combination of any two fuzzy implications is also a fuzzy implication. Thus the set $\mathbb{I}$ of all fuzzy implications is a convex set.

### 1.3.3 Conjugacy Classes of Fuzzy Implications

Let $\Phi$ denote the set of all increasing bijections on $[0,1]$. Note that if $([0,1], *)$ and $([0,1], \diamond)$ are two ordered groupoids, then $\varphi(x * y)=\varphi(x) \diamond \varphi(y)$ is a groupoid homomorphism for any $\varphi \in \Phi$. Conversely, given a binary groupoid operation, one could obtain new groupoid operations from the above as follows: $x * y=\varphi^{-1}(\varphi(x) \diamond \varphi(y))$.

Viewing a fuzzy implication as a groupoid on $[0,1]$, Baczyński and Drewniak [5, 70] obtained further fuzzy implications from given ones as above.

Definition 1.3.4 ([5]). For any $\varphi \in \Phi$ and $I \in \mathbb{I}$, we define the $\varphi$-conjugate of $I$ by,

$$
I_{\varphi}(x, y)=\varphi^{-1}(I(\varphi(x), \varphi(y))), \quad x, y \in[0,1]
$$

Theorem 1.3.5 ([8], Theorem 6.3.1). If $I \in \mathbb{I}$ then for every $\varphi \in \Phi$, the function $I_{\varphi} \in \mathbb{I}$.
Definition 1.3.6 (cf. [27], [8]). A fuzzy implication $I$ is called self-conjugate or invariant if $I_{\varphi}=I$, for all $\varphi \in \Phi$.

Let $\mathbb{I}_{\text {inv }}$ denote the set of all invariant fuzzy implications.
Theorem 1.3.7 (cf. [27], [8], Theorem 6.3.8). $\mathbb{I}_{\mathrm{inv}}$ is a distributive lattice.

### 1.3.4 Compositions of Fuzzy Implications

Definition 1.3.8 ([48], Definition 3.1). A binary operation $T(S):[0,1]^{2} \longrightarrow[0,1]$ is called a t -norm (t-conorm), if it is increasing in both the variables, commutative, associative and has $1(0)$ as the neutral element.

| Name | Formula |
| :---: | :---: |
| minimum | $T_{\mathbf{M}}(x, y)=\min (x, y)$ |
| algebraic product | $T_{\mathbf{P}}(x, y)=x y$ |
| Łukasiewicz | $T_{\mathbf{L K}}(x, y)=\max (x+y-1,0)$ |
| drastic product | $T_{\mathbf{D}}(x, y)= \begin{cases}0, & \text { if } x, y \in[0,1) \\ \min (x, y), & \text { otherwise }\end{cases}$ |
| nilpotent minimum | $T_{\mathbf{n M}}(x, y)= \begin{cases}0, & \text { if } x+y \leq 1 \\ \min (x, y), & \text { otherwise }\end{cases}$ |

Table 1.3: Basic t-norms

| Name | Formula |
| :---: | :---: |
| maximum | $S_{\mathbf{M}}(x, y)=\max (x, y)$ |
| probabilistic sum | $S_{\mathbf{P}}(x, y)=x+y-x y$ |
| Łukasiewicz | $S_{\mathbf{L K}}(x, y)=\min (x+y, 1)$ |
| drastic sum | $S_{\mathbf{D}}(x, y)= \begin{cases}1, & \text { if } x, y \in(0,1] \\ \max (x, y), & \text { otherwise }\end{cases}$ |
| nilpotent maximum | $S_{\mathbf{n M}}(x, y)= \begin{cases}1, & \text { if } x+y \geq 1 \\ \max (x, y), & \text { otherwise }\end{cases}$ |

Table 1.4: Basic t-conorms

In the infix notation, usually a $T(S)$ is denoted by $*(\oplus)$. Tables 1.3 and 1.4 list a few of the t -norms and t -conorms respectively that are considered basic in the literature, which will also be useful in the sequel.

Note that any binary function $F:[0,1]^{2} \longrightarrow[0,1]$ can be treated as a binary fuzzy relation on $[0,1]$. Once again, treating a fuzzy implication $I$ as a fuzzy relation, Baczyński and Drewniak [6] employed relational composition operators to obtain new fuzzy implications.

Definition 1.3.9 (cf. [6], [8], Definition 6.4.1). Let $I, J \in \mathbb{I}$ and $*$ be a $t$-norm. Then sup-* composition of $I, J$ is given as follows:

$$
\begin{equation*}
(I \stackrel{*}{\circ} J)(x, y)=\sup _{t \in[0,1]}(I(x, t) * J(t, y)), \quad x, y \in[0,1] \tag{COMP}
\end{equation*}
$$

Theorem 1.3.10 (cf. [6],[8], Theorem 6.4.4). Let * be a t-norm. If $I, J \in \mathbb{I}$, then $(I \stackrel{*}{\circ} J) \in \mathbb{I} \Longleftrightarrow(I \stackrel{*}{\circ}$ $J)(1,0)=0$.

Theorem 1.3.11 ([8], Theorem 6.4.12). If $*$ is a left continuous (l.c.) t-norm, then ${ }^{*}$ is associative. Thus $(\mathbb{I}, \stackrel{*}{\circ})$ is a semigroup.

From Theorem 1.3.10, we note that (COMP) gives a semigroup only on a subset of $\mathbb{I}$. For a further generalisation of this generative method, see Drewniak and Sobera [29]. However, no newer algebraic structures are known.

### 1.4 Motivation for the Proposed Work

In Section 1.3, we have recalled the existing generative methods of fuzzy implications from fuzzy implications and the algebraic structures of $\mathbb{I}$ thus obtained from them. Moreover, from these gen-
erating methods the following two facts emerge:
(i) All the existing generative methods of fuzzy implications involve either other fuzzy logic connective(s), parameter(s) or transformations.
(ii) The richest algebraic structure that is available so far is a semigroup, that too, on a subset of $\mathbb{I}$, under some assumptions.

Based on the above two observations we derive our motivation for this research work. Specifically, our objectives for this thesis are the following:
(Obj 1) : Propose new generative method(s) of fuzzy implications from fuzzy implications without using other fuzzy logic connectives or parameters.
(Obj 2) : Ensure that the generative method(s) that we propose would give richer algebraic structures on $\mathbb{I}$ that would allow us to glean newer and better perspectives of fuzzy implications.

## Chapter 2

## The $\circledast$-composition of Fuzzy Implications

I have created a new universe from nothing. - Janos Bolyai (1802-1860)

From our stated motivation in Section 1.4, it is clear that we are interested in novel generative methods of fuzzy implications from fuzzy implications that would impose richer algebraic structures on I. In this chapter we accomplish the same. In Section 2.1, given any two fuzzy implications we propose a novel composition called the $\circledast$-composition and show that it is also a fuzzy implication. We show that the $\circledast$-composition, when looked at as a binary operation on $\mathbb{I}$, makes the whole of $\mathbb{I}$, a non-idempotent monoid. Towards the end, we give the outline of the thesis in Section 2.3.

### 2.1 The $\circledast$-composition on $\mathbb{I}:$ A Novel Generative Method

In the following given two fuzzy implications $I, J$ we propose the $\circledast$-composition $I \circledast J$ of $I, J$ and show that $I \circledast J$ is indeed a fuzzy implication.

Definition 2.1.1. Given $I, J \in \mathbb{I}$, define $I \circledast J:[0,1]^{2} \longrightarrow[0,1]$ as

$$
(I \circledast J)(x, y)=I(x, J(x, y)), \quad x, y \in[0,1]
$$

Theorem 2.1.2. The function $I \circledast J$ is a fuzzy implication, i.e., $I \circledast J \in \mathbb{I}$.
Proof. Let $I, J \in \mathbb{I}$ and $x_{1}, x_{2}, y \in[0,1]$.
(i) Let $x_{1} \leq x_{2}$. Then $J\left(x_{1}, y\right) \geq J\left(x_{2}, y\right)$. Also we have, $I\left(x_{1}, J\left(x_{1}, y\right)\right) \geq I\left(x_{2}, J\left(x_{2}, y\right)\right)$. Thus $(I \circledast J)\left(x_{1}, y\right) \geq(I \circledast J)\left(x_{2}, y\right)$. Similarly, one can show that $I \circledast J$ is increasing in the second variable.
(ii) $(I \circledast J)(0,0)=I(0, J(0,0))=I(0,1)=1$.
$(I \circledast J)(1,1)=I(1, J(1,1))=I(1,1)=1$.
$(I \circledast J)(1,0)=I(1, J(1,0))=I(1,0)=0$.

Thus $I \circledast J$ is a fuzzy implication.

Note that from Theorem 2.1.2, $\circledast$ is closed on the set $\mathbb{I}$, i.e., it does indeed generate fuzzy implications from given pair of fuzzy implications. Moreover this generating method involves neither other fuzzy logic connectives nor parameters, thus clearly achieving our first objective (Obj 1).

Table 2.1 shows some new fuzzy implications obtained from some of the basic fuzzy implications listed in Table 1.2 via the $\circledast$-composition defined in Definition 2.1.1. From Table 2.1 one can note that $\circledast$ indeed generates newer fuzzy implications from fuzzy implications.

| $I$ | $J$ | $I \circledast J$ |
| :---: | :---: | :---: |
| $I_{\mathbf{R C}}$ | $I_{\mathbf{L K}}$ | $\begin{cases}1, & \text { if } x \leq y \\ 1-x^{2}+x y, & \text { if } x>y\end{cases}$ |
| $I_{\mathbf{G G}}$ | $I_{\mathbf{R C}}$ | $\begin{cases}1, & \text { if } x \leq 1-x+x y \\ \frac{1-x+x y}{x}, & \text { otherwise }\end{cases}$ |
| $I_{\mathbf{K D}}$ | $I_{\mathbf{R S}}$ | $\begin{cases}1, & \text { if } x \leq y \\ 1-x, & \text { if } x>y\end{cases}$ |
| $I_{\mathbf{R C}}$ | $I_{\mathbf{K D}}$ | $\max \left(1-x^{2}, 1-x+x y\right)$ |
| $I_{\mathbf{F D}}$ | $I_{\mathbf{R C}}$ | $\begin{cases}1, & \text { if } x \leq 1-x+x y \\ 1-x+x y & \text { otherwise }\end{cases}$ |
| $I_{\mathbf{Y G}}$ | $I_{\mathbf{G D}}$ | $\begin{cases}1, & \text { if } x \leq y \\ y^{x}, & \text { if } x>y\end{cases}$ |
| $I_{\mathbf{G D}}$ | $I_{\mathbf{L K}}$ | $\begin{cases}1, & \text { if } x \leq \frac{1+y}{2} \\ 1-x+y, & \text { otherwise }\end{cases}$ |

Table 2.1: Compositions of some fuzzy implications w.r.to $\circledast$.

### 2.2 The $\circledast$-composition on $\mathbb{I}$ : A Monoid Structure

In Theorem 2.1.2, we have proved that for $I, J \in \mathbb{I}$, the function $I \circledast J \in \mathbb{I}$. In other words, we have shown that $\circledast$ is indeed a binary operation on the set $\mathbb{I}$. In the following we show that $\circledast$ makes $\mathbb{I}$ a monoid. Note that this is the richest algebraic structure obtained so far on the set $\mathbb{I}$ without any assumptions.

Theorem 2.2.1. $(\mathbb{I}, \circledast)$ forms a monoid, whose identity element is given by

$$
I_{\mathbf{D}}(x, y)= \begin{cases}1, & \text { if } x=0 \\ y, & \text { if } x>0\end{cases}
$$

Proof. From Theorem 2.1.2, it follows that $\circledast$ is a binary operation on the set $\mathbb{I}$. To see the associativ-
ity of $\circledast$, let $I, J, K \in \mathbb{I}$ and $x, y \in[0,1]$. Then

$$
\begin{aligned}
(I \circledast(J \circledast K))(x, y) & =I(x,(J \circledast K)(x, y)) \\
& =I(x, J(x, K(x, y))) \\
& =(I \circledast J)(x, K(x, y)) \\
& =((I \circledast J) \circledast K)(x, y),
\end{aligned}
$$

showing that $\circledast$ is associative. Further,

$$
\begin{aligned}
\left(I \circledast I_{\mathbf{D}}\right)(x, y) & =I\left(x, I_{\mathbf{D}}(x, y)\right) \\
& = \begin{cases}1, & \text { if } x=0, \\
I(x, y), & \text { if } x>0,\end{cases} \\
& =I(x, y),
\end{aligned}
$$

and similarly $I_{\mathbf{D}} \circledast I=I$. Thus $I_{\mathbf{D}}$ becomes the identity element in $\mathbb{I}$.
Remark 2.2.2. Take $I(x, y)=I_{\mathbf{R C}}(x, y)=1-x+x y$. Then it is easy to see that $(I \circledast I)(x, y)=1-x^{2}+x^{2} y$ is not same as $I_{\mathbf{R C}}$. Thus $\circledast$ is not idempotent in $\mathbb{I}$ and consequently, $(\mathbb{I}, \circledast)$ is a non-idempotent monoid.

### 2.3 Outline of the rest of the Thesis

In this chapter, we have proposed a novel generative method of fuzzy implications from fuzzy implications, namely, the $\circledast$-composition and presented some of the new fuzzy implications thus obtained. Looking at the $\circledast$-composition as a binary operation on $\mathbb{I}$, we have shown that the set $\mathbb{I}$ becomes a non-idempotent monoid. Since the $\circledast$-composition can be looked in two different ways, viz, a generative method of fuzzy implications and a binary operation on the set $\mathbb{I}$, we explore the $\circledast$-composition on $\mathbb{I}$ along these two aspects in Part II and Part III of this thesis, respectively.

Part II, consisting of the Chapters 3-5, investigates the behavior of the $\circledast$-composition as a generative method of fuzzy implications from fuzzy implications. In particular, we study the $\circledast$-closures of fuzzy implications w.r.to some desirable basic properties, functional equations and families of fuzzy implications. Further, we study the powers of fuzzy implications obtained from the self composition of fuzzy implications w.r.to the $\circledast$-composition. Specifically, we investigate the following:
(i) If $I, J \in \mathbb{I}$ satisfy a property (functional equation or belong to a certain family), we investigate whether $I \circledast J$ also satisfies the same. If not, we try to find the fuzzy implications $I, J$ such that $I \circledast J$ preserves the same property (functional equation or belongs to a certain family).
(ii) If $I \in \mathbb{I}$ satisfies a property (functional equation or belong to a certain family), we investigate whether all the powers of $I$ w.r.to $\circledast$ also satisfy the same. If not, we try to find the fuzzy implications $I$ such that all the powers also satisfy the same property (functional equation or belongs to a certain family).

Part III, consisting of the Chapters 6-8, investigates the algebraic aspects of the monoid $(\mathbb{I}, \circledast)$. Our investigations show the following :
(i) Though $(\mathbb{I}, \circledast)$ is a monoid, we show that it can not be made a group due to the presence of zero elements.
(ii) Since the set of all invertible elements of any monoid forms a subgroup, we characterise the set of all such elements of $(\mathbb{I}, \circledast)$ and give their representations.
(iii) Based on the representations obtained, we propose group actions on $\mathbb{I}$ which lead to newer and better perspectives of some families of fuzzy implications.
(iv) We know that any monoid is injectively homomorphic to its set of all right translations. Since $(\mathbb{I}, \circledast)$ is a monoid, we determine the set of all right translation homomorphisms on $(\mathbb{I}, \circledast)$ which helps us to characterise few important sub algebras like center, set of right zero elements, etc., of $(\mathbb{I}, \circledast)$.

## Part II

The $\circledast$-composition : As a Generative Method of Fuzzy Implications

## Chapter 3

## The $\circledast$-composition : Closures w.r.to Properties and Functional Equations

> Take what you need; act as you must, and you will obtain that for which you wish!
> - Rene Descartes (1596-1650)

In Chapter 2, we have proposed a novel generative method of fuzzy implications from fuzzy implications. However, the applicability of any generative method of fuzzy implications lies mostly on the preservation of some desirable basic properties and functional equations of the original fuzzy implications. Thus it is essential to investigate the preservation of properties and functional equations of fuzzy implications w.r.to any generating method of fuzzy implications. In this chapter, we attempt to investigate the $\circledast$-closures of fuzzy implications w.r.to properties and functional equations. In particular, we would like to do the following:

If $I, J \in \mathbb{I}$ satisfy a property (functional equation), we investigate whether $I \circledast J$ also satisfies the same. If not, we try to find those fuzzy implications $I, J$ satisfying that property (functional equation) such that $I \circledast J$ also satisfies the same property (functional equation).

Towards this end, in Section 3.1, we recall the most desirable basic properties of fuzzy implications and give a comparative analysis of these properties w.r.to the existing generative methods of fuzzy implications discussed in Section 1.3. In Section 3.2, we investigate the closures of $\circledast$-composition w.r.to these basic properties. The $\circledast$-closures of fuzzy implications are also investigated for fuzzy implications satisfying two important functional equations in Section 3.3.

### 3.1 Basic Properties of Fuzzy Implications

In the literature, one finds some properties of fuzzy implications that play a key role in characterising different fuzzy implications and in various applications of fuzzy implications. Note that they are also a natural generalisation of the corresponding properties of the classical implication to multivalued logic. In the following, we recall a few of the most important properties of fuzzy implications (see [8, 66, 75]).

Definition 3.1.1 (cf. [8], Definition 1.3.1).

- A fuzzy implication I is said to satisfy
(i) the left neutrality property (NP) if

$$
\begin{equation*}
I(1, y)=y, \quad y \in[0,1] \tag{NP}
\end{equation*}
$$

(ii) the ordering property (OP), if

$$
\begin{equation*}
x \leq y \Longleftrightarrow I(x, y)=1, \quad x, y \in[0,1] . \tag{OP}
\end{equation*}
$$

(iii) the identity principle (IP), if

$$
\begin{equation*}
I(x, x)=1, \quad x \in[0,1] . \tag{IP}
\end{equation*}
$$

(iv) the exchange principle (EP), if

$$
\begin{equation*}
I(x, I(y, z))=I(y, I(x, z)), \quad x, y, z \in[0,1] . \tag{EP}
\end{equation*}
$$

- A fuzzy implication I is said to be continuous if it is continuous in both the variables.

Let $\mathbb{I}_{\mathbf{N P}}$ denote the set of fuzzy implications satisfying (NP). Similarly, let the subsets $\mathbb{I}_{\mathbf{I P}}, \mathbb{I}_{\mathbf{O P}}, \mathbb{I}_{\mathbf{E P}}$ denote the set of fuzzy implications satisfying (IP), (OP) and (EP), respectively. Recall that $\mathbb{I}_{\text {inv }}$ denotes the set of all fuzzy implications satisfying self conjugacy.

### 3.1.1 Existing Generative Methods and Preservation of Basic Properties

In Section 1.3, we have reviewed the existing generative methods of fuzzy implications from fuzzy implications. In the following table we present a comparative analysis of the existing generative methods w.r.to the basic properties. For the relevant results and their proofs please see, for instance, [4, 6, 8, 29].

| Property | $I$ | $J$ | $I \vee J$ | $I \wedge J$ | Convex Combination | $I{ }^{*} J$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| IP | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| OP | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| NP | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\times$ | $\times$ |
| EP | $\checkmark$ | $\checkmark$ | $\times$ | $\times$ | $\times$ | $\times$ |
| Self conjugacy | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\times$ |
| Continuity | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |

Table 3.1: Existing generative methods w.r.to different properties.

In the following we investigate the $\circledast$ - preservation of the most basic properties of fuzzy implications and some functional equations involving fuzzy implications, as was done in the case of other existing generative methods of fuzzy implications.

### 3.2 The $\circledast$-composition w.r.to the Basic Properties

In this section, as mentioned before, we do the following: Given $I, J \in \mathbb{I}$ satisfying a certain property $\mathbf{P}$, we now investigate whether $I \circledast J$ also satisfies the same property or not. If not, then we
attempt to characterise $I, J$ such that $I \circledast J$ also satisfies the same property. Towards this end we have the following result.

Theorem 3.2.1. Let $I, J \in \mathbb{I}$ and $\varphi \in \Phi$. Then $(I \circledast J)_{\varphi}=I_{\varphi} \circledast J_{\varphi}$.
Proof. Let $I, J \in \mathbb{I}$ and $\varphi \in \Phi$. Let $x, y \in[0,1]$.

$$
\begin{aligned}
(I \circledast J)_{\varphi}(x, y) & =\varphi^{-1}((I \circledast J)(\varphi(x), \varphi(y))) \\
& =\varphi^{-1}(I(\varphi(x), J(\varphi(x), \varphi(y)))) \\
& =\varphi^{-1}\left(I\left(\varphi(x), \varphi\left(J_{\varphi}(x, y)\right)\right)\right) \\
& =I_{\varphi}\left(x, J_{\varphi}(x, y)\right) \\
& =\left(I_{\varphi} \circledast J_{\varphi}\right)(x, y) .
\end{aligned}
$$

Thus we have proved that $(I \circledast J)_{\varphi}=I_{\varphi} \circledast J_{\varphi}$.

Lemma 3.2.2. If $I, J \in \mathbb{I}$ satisfy (NP) ((IP), self conjugacy, continuity) then $I \circledast J$ satisfies the same property.

Proof. A direct verification provides the proof.

### 3.2.1 The $\circledast$-composition w.r.to the Ordering Property (OP)

While the composition $\circledast$ preserves (NP), (IP), self-conjugacy and continuity, this is not true with either the ordering property ( OP ) or the exchange principle (EP), as is made clear from the following remark.

Remark 3.2.3. (i) From Table 1.2, it is clear that both $I=I_{\mathbf{G D}}, J=I_{\mathbf{L K}}$ satisfy (OP). However, $I \circledast J$ does not satisfy $(\mathrm{OP})$ because $(I \circledast J)(0.4,0.2)=1$ but $0.4>0.2$ (see Table 2.1 for its explicit formula).
(ii) However, note that in the above example, $J \circledast I$ satisfies (OP), since $J \circledast I=J=I_{\mathbf{L K}}$, satisfies (OP). In fact, it is easy to check that $I \circledast I_{\mathbf{G D}}=I$ for all $I \in \mathbb{I}_{\mathbf{O P}}$.
(iii) Let us consider another example where $I \circledast J$ is neither $I$ nor $J$. To this end, let $I=I_{\mathbf{G G}}$, the Goguen implication, and

$$
J(x, y)= \begin{cases}1, & \text { if } x \leq y \\ y^{2}, & \text { if } x>y\end{cases}
$$

Now, both $I, J$ satisfy (OP) and so also their $\circledast$ composition given by

$$
(I \circledast J)(x, y)= \begin{cases}1, & \text { if } x \leq y \\ \frac{y^{2}}{x}, & \text { if } x>y\end{cases}
$$

(iv) It is also interesting to note that even when not both of $I, J$ satisfy (OP), one can have that $I \circledast J$ satisfies (OP). To see this, let $I=I_{\mathbf{G G}}$, the Goguen implication which satisfies (OP), and $I=I_{\mathbf{R C}}$, the Reichenbach implication which does not satisfy (OP). Now, $I \circledast J=I_{\mathbf{L K}}$, which does satisfy (OP).
(v) Let $I=I_{\mathbf{R C}}$ and $J=I_{\mathbf{K D}}$. From Table 1.2, it is clear that both $I, J$ do not satisfy (OP). Moreover, their $\circledast$ composition $I \circledast J$ also does not satisfy (OP) because $0.3<0.5$ but $(I \circledast J)(0.3,0.5)=$ $0.91<1$.

The following result characterises all fuzzy implications $I, J \in \mathbb{I}_{\mathbf{O P}}$ such that $I \circledast J \in \mathbb{I}_{\mathbf{O P}}$.
Theorem 3.2.4. Let $I, J \in \mathbb{I}$ satisfy (OP). Then the following statements are equivalent:
(i) $I \circledast J$ satisfies (OP).
(ii) $J$ satisfies the following for $x, y \in[0,1]$ :

$$
\begin{equation*}
x>J(x, y), \text { whenever } x>y \tag{3.1}
\end{equation*}
$$

(iii) $J(x, y) \leq y$, whenever $x>y$.

Proof. Let $I, J \in \mathbb{I}$ satisfy (OP).
(i) $\Longrightarrow$ (ii) : Let $I \circledast J$ satisfy (OP). Then $(I \circledast J)(x, y)=1 \Longleftrightarrow x \leq y$,

$$
\begin{gathered}
\text { i.e., } I(x, J(x, y))=1 \Longleftrightarrow x \leq y, \\
\text { i.e., } x \leq J(x, y) \Longleftrightarrow x \leq y,
\end{gathered}
$$

which implies $x>J(x, y)$ for all $x>y$.
(ii) $\Longrightarrow$ (iii) : Let $J$ satisfy (3.1). If $x>y$, then there exists $\varepsilon>0$, arbitrarily small, such that $x>y+\varepsilon>y$. Now, from the antitonicity of $J$ in the first variable and (3.1), we have $J(x, y) \leq J(y+\varepsilon, y)<y+\varepsilon$. Since $\varepsilon>0$ is arbitrary, we see that $J(x, y) \leq y$ for all $x>y$.
(iii) $\Longrightarrow$ (i) : Let $J$ satisfy $J(x, y) \leq y$ for all $x>y$.

- Let $x \leq y$. Then, since $J$ satisfies (OP), $J(x, y)=1$ and consequently, $(I \circledast J)(x, y)=$ $I(x, J(x, y))=1$.
- Let $x>y$. Then we have $J(x, y) \leq y<x$. From (OP) of $I$, it follows that $I(x, J(x, y))<1$.

In other words, we have $x>y \Longleftrightarrow(I \circledast J)(x, y)<1$ and hence $I \circledast J$ satisfies (OP).

In the following example we present a family of fuzzy implications satisfying (OP) which satisfies the conditions in Theorem 3.2.4.

Example 3.2.5. (i) Let us denote by $\mathbb{I}_{\varphi}^{\circ} \subset \mathbb{I}_{\mathbf{O P}}$ such that every $I \in \mathbb{I}_{\varphi}^{\circ}$ is of the following form:

$$
I(x, y)= \begin{cases}1, & \text { if } x \leq y \\ \varphi(y), & \text { if } x>y\end{cases}
$$

where $\varphi \in \Phi$ and $\varphi(y) \leq y$ for all $y \in[0,1]$. Clearly, every $I \in \mathbb{I}_{\varphi}^{\circ}$ satisfies (3.1) and hence, if $I, J \in \mathbb{I}_{\varphi}^{\circ}$ then $I \circledast J$ satisfies (OP). In fact, $I \circledast J \in \mathbb{I}_{\varphi}^{\circ}$.
(ii) However, $\mathbb{I}_{\varphi}^{\circ}$ does not contain all fuzzy implications satisfying (3.1). To see this consider the following fuzzy implication which does satisfy (3.1) but does not belong to $\mathbb{I}_{\varphi}^{\circ}$ :

$$
J(x, y)= \begin{cases}1, & \text { if } x \leq y \\ \min \left(y, 1-\frac{x}{2}\right), & \text { if } x>y\end{cases}
$$

### 3.2.2 The $\circledast$-composition w.r.to the Exchange Principle (EP)

Among the basic properties of fuzzy implications, the exchange principle (EP) is the most important. Along with the ordering property (OP), it implies many other properties. For instance, the following result from [8] shows that (OP) and (EP) are sufficient to make an arbitrary binary function on $[0,1]$ into almost a fuzzy implication with all the desirable properties.

Lemma 3.2.6 ([8], Lemma 1.3.4). If a function $I:[0,1]^{2} \longrightarrow[0,1]$ satisfies (EP) and (OP), then I satisfies (I1), (I3), (NP) and (IP).

Once again, as in the case of (OP), the following remark shows that $\circledast$ does not always preserve (EP).

Remark 3.2.7. (i) From Table 1.4 in [8], one notes that both the fuzzy implications $I=I_{\mathbf{R C}}, J=$ $I_{\mathbf{K D}}$ satisfy $(\mathrm{EP})$. Table 2.1 gives the formula for $I_{\mathbf{R C}} \circledast I_{\mathbf{K D}}$. However, $\left(I_{\mathbf{R C}} \circledast I_{\mathbf{K D}}\right)\left(0.3,\left(I_{\mathbf{R C}} \circledast\right.\right.$ $\left.\left.I_{\mathbf{K D}}\right)(0.8,0.5)\right)=0.91$, while $\left(I_{\mathbf{R C}} \circledast I_{\mathbf{K D}}\right)\left(0.8,\left(I_{\mathbf{R C}} \circledast I_{\mathbf{K D}}\right)(0.3,0.5)\right)=0.928$. Thus $I_{\mathbf{R C}} \circledast I_{\mathbf{K D}}$ does not satisfy (EP) even if I and $J$ satisfy (EP).
(ii) Once again, as in the case of (OP), observe that for the same $I$, $J$ above their composition $J \circledast I$ satisfies $(\mathrm{EP})$, since $I_{\mathbf{K D}} \circledast I_{\mathbf{R C}}=I_{\mathbf{R C}}$.
(iii) Let $I=I_{\mathrm{WB}}$ and $J=I_{\mathrm{SQ}}$ where $I_{\mathrm{SQ}}$ is given by

$$
I_{\mathbf{S Q}}(x, y)= \begin{cases}1, & \text { if }(x, y) \in\{(0,0) \text { or }(1,1)\} \\ \max \left(y^{x},(1-x)^{\sqrt{1-y}}\right), & \text { otherwise }\end{cases}
$$

From Tables 1.4 and 1.5, it follows respectively, that $I_{\mathrm{WB}}$ satisfies (EP) where as $I_{\mathrm{SQ}}$ does not satisfy (EP). However, it easy to check that the composition $I \circledast J$ is equal to $I$ and hence satisfies (EP).
(iv) Let $I(x, y)=\max \left(1-x, y^{2}\right)$ and $J(x, y)=(1-x+x y)^{\frac{1}{2}}$. It is easy to check that these two functions $I, J$ are fuzzy implications. Moreover, one can always prove that $I, J$ do not satisfy (EP) always, for example,

$$
\begin{aligned}
& I(0.2, I(0.3,0.4))=0.8 \neq 0.7=I(0.3, I(0.2,0.4)), \\
& J(0.2, J(0.7,0))=0.9537 \neq 0.923 J(0.7, J(0.2,0)) .
\end{aligned}
$$

However

$$
\begin{aligned}
(I \circledast J)(x, y) & =I(x, J(x, y)) \\
& =I\left(x,(1-x+x y)^{\frac{1}{2}}\right) \\
& =\max \left(1-x,\left((1-x+x y)^{\frac{1}{2}}\right)^{2}\right) \\
& =\max (1-x, 1-x+x y) \\
& =1-x+x y=I_{\mathbf{R C}}(x, y),
\end{aligned}
$$

which satisfies (EP) from Table 1.4 in [8].

From the above, we see that the $\circledast$-composition does not always preserve (EP). In the following we define a property of a pair of fuzzy implications $I, J$ which turns out to be a sufficient condition for the preservation of (EP) by $\circledast$. In fact, as we will see later, this property plays an important role in the sequel.

Definition 3.2.8. A pair $(I, J)$ of fuzzy implications is said to be mutually exchangeable if

$$
\begin{equation*}
I(x, J(y, z))=J(y, I(x, z)), \quad x, y, z \in[0,1] . \tag{ME}
\end{equation*}
$$

Remark 3.2.9. (i) In the context of aggregating fuzzy implications, Reiser.et.al. proposed the generalised exchange property (GEP) of two fuzzy implications $I, J$ in [69] as follows.

$$
I(x, J(y, z))=I(y, J(x, z)), \quad x, y, z \in[0,1] .
$$

Note that Definition 3.2.8 is different from (GEP). However, when $I=J \in \mathbb{I}$ both (ME) and the (GEP) of [69] reduce to the usual (EP) of I.
(ii) If $I, J$ are mutually exchangeable, then $I \circledast J=J \circledast I$, i.e., $\circledast$ is commutative on $I, J$. To see this, let $x=y$ in $(\mathrm{ME})$, which then becomes $I(x, J(x, z))=J(x, I(x, z))$. i.e., $(I \circledast J)(x, z)=(J \circledast I)(x, z)$, for all $x, z \in[0,1]$.

Example 3.2.10. Let $\epsilon, \delta \in[0,1]$. Let us consider the following two fuzzy implications:

$$
I(x, y)=\left\{\begin{array}{ll}
1, & \text { if } x \leq \epsilon, \\
y^{2}, & \text { if } x>\epsilon,
\end{array} \text { and } J(x, y)= \begin{cases}1, & \text { if } x \leq \delta, \\
y^{3}, & \text { if } x>\delta\end{cases}\right.
$$

It is easy to check that the pair $(I, J)$ satisfies (ME).

Now, we are ready to give a sufficient condition on the pair $I, J$ of fuzzy implications satisfying (EP) such that their $\circledast$-composition $I \circledast J$ also satisfies (EP).

Theorem 3.2.11. Let $I, J \in \mathbb{I}$ satisfy (EP) and be mutually exchangeable, i.e., satisfy (ME). Then $I \circledast J$ satisfies (EP).

Proof. Let $I, J \in \mathbb{I}_{\mathbf{E P}}$ satisfy (ME) and $x, y, z \in[0,1]$. Then

$$
\begin{array}{rlrl}
(I \circledast J)(x,(I \circledast J)(y, z)) & =I(x, J(x,(I \circledast J)(y, z))) & & \\
& =I(x, J(x, I(y, J(y, z)))) & & \\
& =I(x, I(y, J(x, J(y, z)))) & & \lceil(I, J) \text { satisfies (ME) } \\
& =I(y, I(x, J(y, J(x, z)))) & & \lceil I, J \text { satisfy (EP) } \\
& =I(y, J(y, I(x, J(x, z)))) & & \Gamma \because(I, J) \text { satisfies (ME) } \\
& =(I \circledast J)(y,(I \circledast J)(x, z)) . &
\end{array}
$$

Thus $I \circledast J$ also satisfies (EP).

Remark 3.2.12. The condition that $I, J \in \mathbb{I}_{\mathbf{E P}}$ satisfy (ME) for $I \circledast J$ to satisfy (EP) is only sufficient but not necessary. To see this, let

$$
I(x, y)=\left\{\begin{array}{ll}
1, & \text { if } x \leq 0.3, \\
y^{2}, & \text { if } x>0.3,
\end{array} \text { and } J(x, y)= \begin{cases}1, & \text { if } x \leq 0.5 \\
\sin \left(\frac{\pi y}{2}\right), & \text { if } x>0.5\end{cases}\right.
$$

Now, $I \circledast J$ is given by the following formula

$$
(I \circledast J)(x, y)= \begin{cases}1, & \text { if } x \leq 0.5 \\ \sin ^{2}\left(\frac{\pi y}{2}\right), & \text { if } x>0.5\end{cases}
$$

It is easy to check that $I, J, I \circledast J \in \mathbb{I}_{\mathbf{E P}}$. However, if $x=0.6, y=0.7, z=0.8$, then $I(x, J(y, z))=0.9045$ and $J(y, I(x, z))=0.8443$. Thus $I, J$ fail to satisfy (ME).

### 3.3 The $\circledast$-composition : Closures w.r.to Functional Equations

The study of functional equations involving fuzzy implications has attracted much attention not only due to their theoretical aesthetics but also due to their applicational value. In this section, we present two of the most important functional equations involving fuzzy implications, viz., the law of importation (LI) and contraposition w.r.to a strong negation $N, \mathrm{CP}(N)$, and study the following question: If a given pair of fuzzy implications $I, J \in \mathbb{I}$ satisfies one of these functional equations, does $I \circledast J$ also satisfy the same functional equation?

Note that the choice of these functional equations were based not only on their importance in the literature but also their relevance to the subsequent analysis in this thesis.

### 3.3.1 The Law of Importation w.r.to a t-norm $T$

The law of importation (LI) has been shown to play a major role in the computational efficiency of fuzzy relational inference mechanisms that employ fuzzy implications to relate antecedents and consequents, see for instance, $[55,81]$.

Definition 3.3.1 ([8], Definition 1.5.1). A fuzzy implication I is said to satisfy the law of importation (LI) w.r.to a t-norm $T$, if

$$
\begin{equation*}
I(x, I(y, z))=I(T(x, y), z), \quad x, y, z \in[0,1] \tag{LI}
\end{equation*}
$$

In the literature, one finds many weaker versions of the law of importation (LI) where the t-norm $T$ is generalised to a commutative conjunctor, for instance, see the version presented in Massanet and Torrens [57]. However, here in this work we deal only with the classical version of (LI), i.e., where the conjunctor is a t-norm $T$. Note that any $I$ that satisfies (LI) automatically satisfies (EP) too, while the converse is not true, see for instance, Remark 7.3.1 in [8] and [57].

Remark 3.3.2. Note that even if $I, J \in \mathbb{I}$ satisfy (LI) w.r.to the same $t$-norm $T, I \circledast J$ may not satisfy (LI) w.r.to any $t$-norm or may satisfy (LI) w.r.to same $t$-norm or even a different $t$-norm $T^{\prime}$.
(i) Let $I=I_{\mathbf{R C}}, J=I_{\mathbf{Y G}}$. It follows from Table 7.1 in [8], that both $I$, $J$ satisfy (LI) w.r.to the product $t$-norm $T_{\mathbf{P}}(x, y)=x y$. However, $I \circledast J$ given by

$$
(I \circledast J)(x, y)= \begin{cases}1, & \text { if } x=0 \text { and } y=0 \\ 1-x+x y^{x}, & \text { if } x>0 \text { or } y>0\end{cases}
$$

does not satisfy (EP) since

$$
(I \circledast J)(0.2,(I \circledast J)(0.3,0.4))=0.9487 \neq 0.8752=(I \circledast J)(0.3,(I \circledast J)(0.2,0.4)) .
$$

From the necessary conditions of (EP) for (LI) (see, Remark 7.3.1 in [8]), it follows that $I \circledast J$ does not satisfy (LI) w.r.to any t-norm $T$.
(ii) Consider the fuzzy implication $I_{(n)}(x, y)=1-x^{n}+x^{n} y$, for some arbitrary but fixed $n \in \mathbb{N}$. Then

$$
\begin{aligned}
I_{(n)}\left(T_{\mathbf{P}}(x, y), z\right) & =I_{(n)}(x y, z)=1-x^{n} y^{n}+x^{n} y^{n} z, \text { and } \\
I_{(n)}\left(x, I_{(n)}(y, z)\right) & =I_{(n)}\left(x, 1-y^{n}+y^{n} z\right)=1-x^{n}+x^{n}\left(1-y^{n}+y^{n} z\right)=1-x^{n} y^{n}+x^{n} y^{n} z
\end{aligned}
$$

Thus $I_{(n)}$ satisfies (LI) w.r.to the $t$-norm $T_{\mathbf{P}}$ for any finite $n \in \mathbb{N}$.
Now, let $I(x, y)=I_{(1)}(x, y)=I_{\mathbf{R C}}(x, y)=1-x+x y$, and $J(x, y)=I_{(2)}(x, y)=1-x^{2}+x^{2} y$. From above, it follows that $I, J$ both satisfy (LI) w.r.to $T_{\mathbf{P}}$. Now $(I \circledast J)(x, y)=1-x^{3}+x^{3} y=$ $I_{(3)}(x, y)$, which also satisfies (LI) w.r.to $T_{\mathbf{P}}$.
(iii) Let $I=I_{\mathbf{R C}}, J=I_{\mathbf{G G}}$. It follows from Table 7.1 in [8] that $I$, $J$ satisfy (LI) w.r.to $T=T_{\mathbf{P}}$. Now, $I_{\mathbf{R C}} \circledast I_{\mathbf{G G}}=I_{\mathbf{L K}}$. From Theorem 7.3.5 in [8], it follows that $I_{\mathbf{L K}}$ satisfies (LI) w.r.to only the Lukasiewicz $t$-norm $T_{\mathbf{L K}}(x, y)=\max (0, x+y-1)$, which means that $I_{\mathbf{R C}} \circledast I_{\mathbf{G G}}$ does not satisfy (LI) w.r.to the product t-norm $T_{\mathbf{P}}$ but with a different $t$-norm $T_{\mathbf{L K}}$.
(iv) Finally, let us consider $I, J \in \mathbb{I}$ defined as

$$
I(x, y)=\left\{\begin{array}{ll}
1, & \text { if } x<1, \\
\sin \left(\frac{\pi y}{2}\right), & \text { if } x=1,
\end{array} \text { and } J(x, y)= \begin{cases}1, & \text { if } x<1 \\
y^{3}, & \text { if } x=1\end{cases}\right.
$$

Then it is easy to check that all of $I, J$ and $I \circledast J$ (as given below) satisfy (LI) w.r.to any $t$-norm $T$ :

$$
(I \circledast J)(x, y)= \begin{cases}1, & \text { if } x<1 \\ \sin \left(\frac{\pi y^{3}}{2}\right), & \text { if } x=1\end{cases}
$$

The following result contains a sufficient condition on the implications $I$, $J$ satisfying (LI) w.r.to the same t-norm $T$ under which their $\circledast$ composition $I \circledast J$ also satisfies (LI) w.r.to the same $T$. Once again, we see that (ME) plays an important role.

Lemma 3.3.3. Let $I, J \in \mathbb{I}$ satisfy (LI) w.r.to a t-norm $T$. If $I, J$ satisfy (ME) then $I \circledast J$ satisfies (LI) w.r.to the same $t$-norm $T$.

Proof. Let $I, J \in \mathbb{I}$ satisfy (LI) w.r.to a t-norm $T$ and satisfy (ME).

$$
\begin{aligned}
(I \circledast J)(T(x, y), z) & =I(T(x, y), J(T(x, y), z))=I(x, I(y, J(T(x, y), z))) \\
& =I(x, I(y, J(x, J(y, z))))=I(x, J(x, I(y, J(y, z)))) \quad\lceil\because \text { using (ME) } \\
& =I(x, J(x,(I \circledast J)(y, z))) \\
& =(I \circledast J)(x,(I \circledast J)(y, z)) .
\end{aligned}
$$

Thus $I \circledast J$ satisfies (LI) w.r.to the same t-norm $T$.

Remark 3.3.4. Note that, in Lemma 3.3.3, (ME) is only sufficient and not necessary. To see this, let $I, J \in \mathbb{I}$ be as given in Remark 3.3.2(iv). We know that $I \circledast J$ satisfies (LI) w.r.to any $T$. However, $I$ and $J$ are not mutually exchangeable. To see this, we note that

$$
I(x, J(y, z))= \begin{cases}1, & \text { if } x<1 \text { or } y<1 \\ \sin \left(\frac{\pi z^{3}}{2}\right), & \text { if } x=1 \text { and } y=1\end{cases}
$$

and

$$
J(y, I(x, z))= \begin{cases}1, & \text { if } x<1 \text { or } y<1 \\ \sin ^{3}\left(\frac{\pi z}{2}\right), & \text { if } x=1 \text { and } y=1\end{cases}
$$

which are not identically the same for all $x, y, z \in[0,1]$. To see this, let $z=\frac{1}{2}$ and $x, y \in(0,1)$ be arbitrary for instance.

The following result gives a condition on $I, J$ such that (ME) also becomes necessary for (LI).
Theorem 3.3.5. Let $I, J \in \mathbb{I}$ satisfy (LI) w.r.to a t-norm T. Further, for all $x \in(0,1]$, let $I(x, \cdot)$ be one-one and $J(x, \cdot)$ be both one-one and onto, i.e., $J(x, \cdot)$ is an increasing bijection on $[0,1]$. Then the following statements are equivalent:
(i) $I, J$ satisfy (ME).
(ii) $I \circledast J$ satisfies (LI) w.r.to $T$.

Proof. (i) $\Longrightarrow$ (ii) : Follows from Lemma 3.3.3.
(ii) $\Longrightarrow$ (i) : Let $I \circledast J$ satisfy (LI) w.r.to same $T$. Then, for any $x, y \in(0,1)$,

$$
\begin{aligned}
(I \circledast J)(T(x, y), z) & =(I \circledast J)(x,(I \circledast J)(y, z)) \\
& \Longrightarrow I(x, I(y, J(x, J(y, z))))=I(x, J(x, I(y, J(y, z)))) \\
& \Longrightarrow I(y, J(x, J(y, z))=J(x, I(y, J(y, z))) . \quad\lceil\because I(x, \cdot) \text { is one-one }
\end{aligned}
$$

Since $J(x, \cdot)$ is a bijection on $[0,1]$, for every $t \in[0,1]$ and any $y \in[0,1]$ there exists a unique $z \in[0,1]$ such that $t=J(y, z)$. Hence, we have $I(y, J(x, t))=J(x, I(y, t))$ for all $x, y, t \in[0,1]$, i.e., $I, J$ are mutually exchangeable.

### 3.3.2 Contrapositive Symmetry w.r.to a Fuzzy Negation $N$

Before discussing the contrapositive symmetry of fuzzy implications, we introduce fuzzy negations. Fuzzy negations, are once again, a generalisation of classical negation from binary logic to multi-valued logic.

Definition 3.3.6 ([48], Definition 11.3). A function $N:[0,1] \rightarrow[0,1]$ is called a fuzzy negation if $N(0)=1, N(1)=0$ and $N$ is decreasing. A fuzzy negation $N$ is called
(i) strict if, in addition, $N$ is strictly decreasing and is continuous,
(ii) strong if it is an involution, i.e., $N(N(x))=x$, for all $x \in[0,1]$.

Table 3.2 lists the basic fuzzy negations, which will also be useful in the sequel.

| Name | Formula |
| :---: | :---: |
| Standard | $N_{\mathbf{C}}(x)=1-x$ |
| Least | $N_{\mathbf{D}_{\mathbf{1}}}(x)=\left\{\begin{array}{ll\|}1, & \text { if } x=0 \\ 0, & \text { if } x>0\end{array}\right.$ |
| Greatest | $N_{\mathbf{D}_{\mathbf{2}}}(x)= \begin{cases}1, & \text { if } x<1 \\ 0, & \text { if } x=1\end{cases}$ |

Table 3.2: Basic fuzzy negations

Interestingly, given a fuzzy implication $I$, one can always obtain a fuzzy negation from it as follows.

Definition 3.3.7 ([8], Definition 1.4.14). Let $I \in \mathbb{I}$ be any fuzzy implication. The function $N_{I}:[0,1] \longrightarrow$ $[0,1]$ defined by $N_{I}(x)=I(x, 0)$ is a fuzzy negation and is called the natural negation of $I$.

Contrapositive symmetry of implications is a tautology in classical logic. Contrapositive symmetry of fuzzy implications w.r.to an involutive or a strong negation plays an equally important role in fuzzy logic as its classical counterpart - especially in t-norm based multivalued logics, see for instance, [32, 33, 42, 43, 54, 44].

Once again, many generalisations and weaker versions of the law of contraposition are considered in the literature, see for instance, [8], Section 1.5. However, here we consider only the classical law of contraposition where the involved negation is strong.

Definition 3.3.8 ([8], Definition 7.3). An implication I is said to satisfy the contrapositive symmetry w.r.to a fuzzy negation $N$ if

$$
\begin{equation*}
I(x, y)=I(N(y), N(x)), \quad x, y \in[0,1] . \tag{CP}
\end{equation*}
$$

In such a case, we often write that I satisfies $C P(N)$.
Just as (EP) and (LI) are closely related, so are (CP) and (NP). In fact, as the following result shows if a neutral fuzzy implication satisfies (CP) w.r.to some fuzzy negation $N$, then it does so only with its natural negation which should be necessarily strong.

Lemma 3.3.9 ([8], Lemma 1.5.4). Let $I \in \mathbb{I}_{\mathbf{N P}}$ satisfy (CP) w.r.to a fuzzy negation $N$. Then $N_{I}=N$ and $N_{I}$ is strong.

However, it should be emphasized, that even if a fuzzy implication $I$ does not satisfy (NP), it still can satisfy (CP) with some fuzzy, even strong, negation, see [8], Example 1.5.10.

Remark 3.3.10. Once again, note that even if $I, J$ satisfy $(\mathrm{CP})$ w.r.to a fuzzy negation $N, I \circledast J$ may not satisfy (CP) w.r.to any fuzzy negation $N$ or may satisfy (CP) w.r.to the same fuzzy negation $N$.
(i) Let $I=I_{\mathbf{R C}}$ and $J=I_{\mathbf{K D}}$. It is easy to check that $I_{\mathbf{R C}}$ and $I_{\mathbf{K D}}$ both satisfy $C P\left(N_{\mathbf{C}}\right)$, i.e., (CP) w.r.to the classical strong negation $N_{\mathbf{C}}(x)=1-x$. Now, from the definition of $\circledast$, it follows that, $\left(I_{\mathbf{R C}} \circledast I_{\mathbf{K D}}\right)(x, y)=\max \left(1-x^{2}, 1-x+x y\right)$ which has $(\mathrm{NP})$. From Lemma 3.3.9 above, we see that since $I_{\mathbf{R C}} \circledast I_{\mathbf{K D}}$ has (NP), if it satisfies (CP) w.r.to some fuzzy negation $N$, then its natural negation should be strong. However, we see that $N_{I_{\mathbf{R C}} \circledast I_{\mathrm{KD}}}(x)=\left(I_{\mathbf{R C}} \circledast I_{\mathbf{K D}}\right)(x, 0)=\max \left(1-x^{2}, 1-x\right)=$ $1-x^{2}$, which is only strict but not strong. Hence, $I_{\mathbf{R C}} \circledast I_{\mathbf{K D}}$ does not satisfy (CP) w.r.to any fuzzy negation $N$.
(ii) Interestingly, if $I=I_{\mathbf{K D}}$ and $J=I_{\mathbf{R C}}, I \circledast J=I_{\mathbf{K D}} \circledast I_{\mathbf{R C}}=I_{\mathbf{R C}}$, which satisfies (CP) w.r.to the same negation $N$.

In the rest of this section, we only consider $I, J \in \mathbb{I}_{\mathbf{N P}}$. If such a pair also satisfies (CP) w.r.to the same fuzzy negation $N$, then the following result gives a necessary condition for $I \circledast J$ to satisfy (CP).

Theorem 3.3.11. Let $I, J \in \mathbb{I}_{\mathbf{N P}}$ satisfy (CP) w.r.to a fuzzy negation $N$. If $I \circledast J$ also satisfies $C P(N)$ then $I(x, N(x))=N(x)$ for all $x \in[0,1]$.

Proof. Firstly, from Lemma 3.2.2, we see that $I \circledast J \in \mathbb{I}_{\mathbf{N P}}$ and from Lemma 3.3.9 that $N_{J}=N$. Further, since $I \circledast J$ satisfies (CP) w.r.to $N$, once again from Lemma 3.3.9 we have that $N_{I \circledast J}(x)=$ $I(x, J(x, 0))=N(x)$ or equivalently, $I(x, N(x))=N(x)$.

In the following we show that if the considered pair $I, J \in \mathbb{I}_{\mathbf{N P}}$ also possesses other desirable properties like (EP) or (OP), then one obtains much stronger results. The following result is helpful in the characterisation results given below. The family of ( $S, N$ )-implications will be dealt with presently in Section 5.1 of Chapter 5.

Theorem 3.3.12 ([17], Theorem 5). Let I be an (S, N)-implication with an appropriate t-conorm $S$ and a strong negation $N$. Then $I(x, N(x))=N(x)$ if and only if $S=\max$.

Theorem 3.3.13. Let $I, J \in \mathbb{I}_{\mathbf{N P}} \bigcap \mathbb{I}_{\mathbf{E P}}$ satisfy (CP) w.r.to a fuzzy negation $N$. Then the following statements are equivalent:
(i) $I \circledast J$ satisfies $C P(N)$.
(ii) $I(x, y)=\max (N(x), y)=J(x, y)$.
(iii) $J \circledast I$ satisfies $C P(N)$.

Proof. (i) $\Longrightarrow$ (ii): Since $I$ has $(\mathrm{NP})$ and $\mathrm{CP}(\mathrm{N})$, we know from Lemma 3.3.9 that $N=N_{I}$ is strong. Further, since $I$ satisfies (EP), by the characterisation result for ( $S, N$ )-implications, viz., Theorem 5.1.3, we see that $I$ is an $(S, N)$ - implication. Now, since $I \circledast J$ satisfies $\mathrm{CP}(\mathrm{N})$ with a strong negation $N$, from Theorem 3.3.11 we have that $I(x, N(x)=N(x)$ for all $x \in[0,1]$ and from Theorem 3.3.12 above we have that $I(x, y)=\max (N(x), y)$.

Similarly, one can show that $J$ is also an $(S, N)$-implication with a possibly different t -conorm $S$ other than max, but with the same negation $N$, i.e., $J(x, y)=S(N(x), y)$. Since the t-conorm max is distributive over any $S$, we have

$$
\begin{aligned}
& (I \circledast J)(x, y)=\max (N(x), S(N(x), y))=S(N(x), \max (N(x), y)) \\
& (I \circledast J)(N(y), N(x))=\max (y, S(N(x), y))=S(y, \max (N(x), y))
\end{aligned}
$$

Letting $y=0$ in the above equations and using the fact that $I \circledast J$ satisfies $\mathrm{CP}(N)$, we obtain that $S(N(x), N(x))=N(x)$ and hence $S=\max$, since $N$ is involutive and hence is onto on $[0,1]$.
(ii) $\Longrightarrow$ (iii) and (iii) $\Longrightarrow$ (i) are straight-forward now.

Theorem 3.3.14. Let $I, J \in \mathbb{I}_{\mathbf{N P}} \bigcap \mathbb{I}_{\mathbf{O P}}$ satisfy (CP) w.r.to the same fuzzy negation $N$. Then $I \circledast J$ does not satisfy (CP) w.r.to any negation $N$.

Proof. Suppose $I \circledast J$ satisfies (CP) w.r.to fuzzy negation $N$. Then from Theorem 3.3.11, we see that $I(x, N(x))=N(x)$ for all $x \in[0,1]$. In particular, if we take $x=e \in(0,1)$, the equilibrium point of $N$, i.e., $N(e)=e$, we have that $I(e, N(e))=I(e, e)=N(e)=e<1$, a contradiction to the fact that $I$ satisfies (OP).

### 3.4 Conclusions

| Property | $I$ | $J$ | $I \circledast J$ | Remark |
| :---: | :---: | :---: | :---: | :---: |
| IP | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |
| OP | $\checkmark$ | $\checkmark$ | $\times$ | Theorem 3.2.4 |
| NP | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |
| EP | $\checkmark$ | $\checkmark$ | $\times$ | Theorem 3.2.11 |
| Self conjugacy | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |
| Continuity | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |
| CP(N) | $\checkmark$ | $\checkmark$ | $\times$ | Theorem 3.3.13 |
| LI | $\checkmark$ | $\checkmark$ | $\times$ | Theorem 3.3.5 |

Table 3.3: Closure of $\circledast$ w.r.to different properties and functional equations.

In this chapter, we have investigated whether the $\circledast$-composition preserves some of the desirable basic properties of fuzzy implications and two important functional equations involving fuzzy
implications. Specifically, we have shown that the $\circledast$-composition preserves properties like (NP), (IP), continuity and self conjugacy but fails to preserve (OP) and (EP). Since the $\circledast$-composition does not preserve (OP) and (EP) we have attempted to characterise the largest subsets of $\mathbb{I}_{\mathbf{O P}}, \mathbb{I}_{\mathbf{E P}}$, respectively, such that the $\circledast$-composition is closed on both of them. We have also studied the behavior of $\circledast$-composition w.r.to two functional equations involving fuzzy implications. In this chapter, we have also proposed a new concept of mutual exchangeability (ME), a generalisation of (EP) to a pair of fuzzy implications and showed that it plays an important role in the preservation of properties like (EP), (LI). The summary of the main results obtained in this chapter is given in Table 3.3.

## Chapter 4

## Self Composition of Fuzzy Implications w..r.to $*$

For the things we have to learn before we can do them, we learn by doing them. - Aristotle (384 BC - 322 BC)

In Chapter 2, we have shown that if $I, J \in \mathbb{I}$ then $I \circledast J \in \mathbb{I}$. From this it follows that, if $J=I$ then $I \circledast I$ is also an implication on $[0,1]$. Since the binary operation $\circledast$ is associative in $\mathbb{I}$ (see Theorem 2.2.1), one can generate fuzzy implications from a single fuzzy implication.

In this chapter, we begin with the definition of powers of fuzzy implications and investigate their behavior in the limiting case. In Section 4.2 we examine if a fuzzy implication $I$ satisfies a desirable property whether all the powers $I_{\circledast}^{[n]}$ of $I$ satisfy the same or not. In Section 4.3, we study the closures of the powers of $I$ w.r.to functional equations that $I$ satisfies.

### 4.1 Self Composition w.r.to $\circledast-I_{\circledast}^{[n]}$

Since $\circledast$ is an associative binary operation on $\mathbb{I}$, one can define the self composition of fuzzy implications w.r.to $\circledast$.

Definition 4.1.1. Let $I \in \mathbb{I}$. For any $n \in \mathbb{N}$, we define the $n$-th power of $I$ w.r.to the binary operation $\circledast$ as follows: For $n=1$,

$$
I_{\circledast}^{[n]}=I,
$$

and for $n \geq 2$,

$$
\begin{equation*}
I_{\circledast}^{[n]}(x, y)=I\left(x, I_{\circledast}^{[n-1]}(x, y)\right)=I_{\circledast}^{[n-1]}(x, I(x, y)), \quad x, y \in[0,1] \tag{4.1}
\end{equation*}
$$

Note that if $I \in \mathbb{I}$ then $I_{\circledast}^{[n]} \in \mathbb{I}$ for all $n \in \mathbb{N}$. While $I_{\circledast}^{[n]} \in \mathbb{I}$, the following posers still remain :
(i) Whether for every $I$, the powers of $I$ will be different from $I$.
(ii) If so, will they continue to generate implications different from them forever.

| Implication(I) | Order $\mathcal{O}(I)$ | $\lim _{n \rightarrow \infty} I_{\circledast}^{[n]}$ |
| :---: | :---: | :---: |
| $I_{\mathbf{R C}}$ | $\infty$ | $I_{\mathrm{WB}}$ |
| $I_{\mathbf{K D}}$ | 1 | $I_{\mathbf{K D}}$ |
| $I_{\mathbf{F D}}$ | 2 | $I_{\mathbf{F D}}^{2}$ |
| $I_{\mathbf{G D}}$ | 1 | $I_{\mathbf{G D}}$ |
| $I_{\mathbf{G G}}$ | $\infty$ | $I_{\mathrm{WB}}$ |
| $I_{\mathbf{R S}}$ | 1 | $I_{\mathbf{R S}}$ |
| $I_{\mathbf{L K}}$ | $\infty$ | $I_{\mathrm{WB}}$ |
| $I_{\mathbf{W B}}$ | $\infty$ | $I_{\mathrm{WB}}$ |
| $I_{\mathbf{Y G}}$ | $\infty$ | $I_{\mathrm{WB}}$ |
| $I_{\mathbf{1}}$ | 1 | $I_{\mathbf{1}}$ |
| $I_{\mathbf{0}}$ | 1 | $I_{\mathbf{0}}$ |

Table 4.1: Powers of the basic fuzzy implications w.r.to $\circledast$ and their orders.

Towards discussing these questions, we propose the following characteristic of a fuzzy implication $I$.

### 4.1.1 Order of a Fuzzy Implication $I$ w.r.to $\circledast-\mathcal{O}(I)$

Definition 4.1.2. An $I \in \mathbb{I}$ is said to be of fixed point order $n \in \mathbb{N}$ w.r.to the $\circledast$-composition if $n$ is the smallest integer such that $I_{\circledast}^{[n]}=I_{\circledast}^{[n+1]}$. We denote it by $\mathcal{O}(I)$ and refer to it just as the order of an $I$.

Note that for every $I \in \mathbb{I}$ its order is either finite or infinite. Table 4.1 tabulates the orders and the limiting case behavior of the basic fuzzy implications listed in Table 1.2.

Note that $I_{\mathbf{F D}}^{2}$ in Table 4.1 is obtained as

$$
\left(I_{\mathbf{F D}} \circledast I_{\mathbf{F D}}\right)(x, y)=\left(I_{\mathbf{F D}}\right)_{\circledast}^{[2]}(x, y)= \begin{cases}1, & \text { if } x \leq y \text { or } x \in[0,0.5] \\ \max (1-x, y), & \text { otherwise }\end{cases}
$$

If $\mathcal{O}(I)=1$ then $I_{\circledast}^{[2]}=I$ and we do not obtain any new implications from $I \in \mathbb{I}$. In algebraic terms, such $I \in \mathbb{I}$ form the set of idempotents in the monoid $(\mathbb{I}, \circledast)$. Note that the characterisation of all such idempotent elements is a non-trivial task. Some partial results are already available in [77, 78]. In the case when $I \in \mathbb{I}$ comes from a specific family of fuzzy implications, say $(S, N)$ - or $R$-implications, this functional equation has been dealt with by Shi et al. [72]. Since our motivation in this work is to obtain new fuzzy implications from given ones, in the sequel we only study the case when $\mathcal{O}(I)>1$.

### 4.1.2 Convergence of Powers of Fuzzy Implications $I_{\circledast}^{[n]}$

We observe from Table 4.1, that most of the basic fuzzy implications do converge to $I_{\text {WB }}$ w.r.to the $\circledast$-composition in the limiting case. The following result explores the context in which this is true for any general fuzzy implication. Note the important role played by the law of importation (Definition 3.3.1).

Theorem 4.1.3. Let $I \in \mathbb{I}$ satisfy (LI) w.r.to a $t$-norm $T$.
(i) Then $I_{\circledast}^{[n]}(x, y)=I\left(x_{T}^{[n]}, y\right)$, where $x_{T}^{[n]}=T\left(x, x_{T}^{[n-1]}\right)$ and $x_{T}^{[1]}=x$ for any $x \in[0,1]$ and $n \in \mathbb{N}$.
(ii) Further, let $T$ be Archimedean, i.e., for any $x, y \in(0,1)$ there exists an $n \in \mathbb{N}$ such that $x_{T}^{[n]}<y$. Then $\lim _{n \rightarrow \infty} I_{\circledast}^{[n]}(x, y)= \begin{cases}1, & \text { if } x<1, \\ I(x, y), & \text { if } x=1 .\end{cases}$
(iii) If, in addition, $I \in \mathbb{I}_{\mathbf{N P}}$ then $\lim _{n \rightarrow \infty} I_{\circledast}^{[n]}=I_{\mathbf{W B}}$.

Proof. (i) Let $x, y \in[0,1]$. Then $I_{\circledast}^{[2]}(x, y)=I(x, I(x, y))=I(T(x, x), y)$, since $I$ satisfies (LI). Thus $I_{\circledast}^{[2]}(x, y)=I\left(x_{T}^{[2]}, y\right)$. By induction, we obtain $I_{\circledast}^{[n]}(x, y)=I\left(x_{T}^{[n]}, y\right)$.
(ii) Let $\epsilon>0$ and $x<1$. Since $T$ is Archimedean, for any $\epsilon>0$, there exists an $m \in \mathbb{N}$ such that $x_{T}^{[m]}<\epsilon$. Thus, for any $y \in[0,1], I_{\circledast}^{[n]}(x, y)=I\left(x_{T}^{[n]}, y\right) \longrightarrow I(0, y)$ as $n \longrightarrow \infty$ and $\lim _{n \rightarrow \infty} I_{\circledast}^{[n]}(x, y)=1$.
If $x=1$, then $I_{\circledast}^{[2]}(1, y)=I(1, I(1, y))=I(T(1,1), y)=I(1, y)$ and in general, $I_{\circledast}^{[n]}(1, y)=$ $I(1, y)$.
(iii) Follows from (ii) and the fact that $I(1, y)=y$.

### 4.2 Closure of $I_{\circledast}^{[n]}$ w.r.to the Basic Properties

In this section, given an $I \in \mathbb{I}$ satisfying a particular property $\mathbf{P}$, we investigate whether all the powers $I_{\circledast}^{[n]}$ of $I$ satisfy the same property or not, along the lines of Section 3.2. From Lemma 3.2.2 in Chapter 3, we see that if $I \in \mathbb{I}$ satisfies any one of the properties (NP), (IP), self-conjugacy and continuity then $I_{\circledast}^{[n]}$ satisfies the same for all $n \in \mathbb{N}$. Hence it is enough to investigate the preservation of (OP) and (EP).

Before doing this, in the following we prove that if $I \in \mathbb{I}$ satisfies (EP) then the pair $\left(I, I_{\circledast}^{[n]}\right)$ satisfies (ME) for any $n \in \mathbb{N}$.

Lemma 4.2.1. If $I \in \mathbb{I}_{\mathbf{E P}}$ then the pair $\left(I, I_{\circledast}^{[n]}\right)$ satisfies (ME) for all $n \in \mathbb{N}$. i.e.,

$$
\begin{equation*}
I\left(x, I_{\circledast}^{[n]}(y, z)\right)=I_{\circledast}^{[n]}(y, I(x, z)), \quad \text { for all } x, y, z \in[0,1] . \tag{4.2}
\end{equation*}
$$

Proof. We prove this by using mathematical induction on $n$. For, $n=1, I$ satisfies (4.2), from the (EP) of $I$. Assume that $I$ satisfies (4.2) for $n=k-1$. Now, for $n=k$,

$$
\begin{aligned}
I\left(x, I_{\circledast}^{[k]}(y, z)\right) & =I\left(x, I\left(y, I_{\circledast}^{[k-1]}(y, z)\right)\right) \\
& =I\left(x, I_{\circledast}^{[k-1]}(y, I(y, z))\right) \\
& =I_{\circledast}^{[k-1]}(y, I(x, I(y, z))) \\
& =I_{\circledast}^{[k-1]}(y, I(y, I(x, z))) \\
& =I_{\circledast}^{[k]}(y, I(x, z)), \text { for all } x, y, z \in[0,1] .
\end{aligned}
$$

Thus the pair $\left(I, I_{\circledast}^{[n]}\right)$ satisfies (ME) for all $n \in \mathbb{N}$.

Theorem 4.2.2. If $I \in \mathbb{I}_{E P}$ then $I_{\circledast}^{[n]}$ satisfies (EP) for all $n \in \mathbb{N}$.

Proof. Follows from Lemma 4.2.1 and Theorem 3.2.11.

Note that a similar result as Theorem 4.2.2 is not true for fuzzy implications satisfying (OP). The following result establishes that if both $I, I_{\circledast}^{[2]}$ satisfy (OP) then $I_{\circledast}^{[n]}$ satisfies (OP) for every $n \in \mathbb{N}$.

Theorem 4.2.3. Let $I \in \mathbb{I}_{\mathbf{O P}}$. The following statements are equivalent:
(i) $I_{\circledast}^{[2]}$ satisfies (OP), i.e., $I_{\circledast}^{[2]} \in \mathbb{I}_{\mathbf{O P}}$.
(ii) $x>I(x, y)$, whenever $x>y$.
(iii) $I_{\circledast}^{[n]}$ satisfies (OP) for all $n \in \mathbb{N}$.

Proof. (i) $\Longrightarrow$ (ii) : This follows from Theorem 3.2.4 with $J=I$.
(ii) $\Longrightarrow$ (iii) : Let $x>I(x, y)$, whenever $x>y$. We prove that $I_{\circledast}^{[n]}$ satisfies (OP) for $n$. We do this by using mathematical induction on $n$. Since $I_{\circledast}^{[n]}$ satisfies (OP) for $n=1$, assume that $I_{\circledast}^{[n]}$ satisfies (OP) for $n=k-1$. Now we show that $I_{\circledast}^{[n]}$ also has (OP) for $n=k$.

- Let $x \leq y$. Then $I(x, y)=1$. Hence $I_{\circledast}^{[k]}(x, y)=I_{\circledast}^{[k-1]}(x, I(x, y))=1$.
- Let $x>y$. Then from our assumption, we have $x>I(x, y)$. Now from (OP) of $I_{\circledast}^{[k-1]}$, it follows that $I_{\circledast}^{[k]}(x, y)=I_{\circledast}^{[k-1]}(x, I(x, y))<1$ and hence $I_{\circledast}^{[n]}$ satisfies (OP) for all $n \in \mathbb{N}$.
(iii) $\Longrightarrow$ (i) : Follows trivially for $n=2$.

Corollary 4.2.4. Let $I \in \mathbb{I}_{\mathbf{O P}}$. If $I_{\circledast}^{[m]}$ satisfies (OP) for some $m \in \mathbb{N}$ then $I_{\circledast}^{[n]}$ satisfies (OP) for all $n \in \mathbb{N}$.

### 4.3 Closures of $I_{\circledast}^{[n]}$ w.r.to Functional Equations

In Section 4.2, we have shown that the $\circledast$-composition preserves most of the properties of fuzzy implications w.r.to powers of fuzzy implications. Now, in this subsection, we do the same but for functional equations $(\mathrm{LI})$ and $\mathrm{CP}(\mathrm{N})$ satisfied by fuzzy implications.

Theorem 4.3.1. If $I \in \mathbb{I}$ satisfies (LI) w.r.to a $t$-norm $T$, then $I_{\circledast}^{[n]}$ also satisfies (LI) w.r.to $T$.
Proof. We prove this also by using mathematical induction on $n$. For $n=1, I_{\circledast}^{[n]}$ satisfies (LI). Assume that $I_{\circledast}^{[n]}$ satisfies (LI) w.r.to the same t-norm $T$ for $n=k-1$, i.e.,

$$
I_{\circledast}^{[k-1]}(T(x, y), z)=I_{\circledast}^{[k-1]}\left(x, I_{\circledast}^{[k-1]}(y, z)\right)
$$

for all $x, y, z \in[0,1]$. From Theorem 4.1.3(i) recall that if $I$ satisfies (LI) w.r.to a t-norm $T$ then
$I_{\circledast}^{[k]}(x, y)=I\left(x_{T}^{[k]}, y\right)$ for all $x, y \in[0,1]$. Now, for any $x, y, z \in[0,1]$,

$$
\begin{array}{rlrl}
I_{\circledast}^{[k]}(T(x, y), z) & =I\left((T(x, y))_{T}^{[k]}, z\right) & \quad\lceil\because \text { From Theorem 4.1.3 } \\
& =I\left(T\left(T(x, y),(T(x, y))_{T}^{[k-1]}\right), z\right) & & \left\lceil\because \text { From Definition of } x_{T}^{[n]}\right. \\
& =I\left(T(x, y), I\left((T(x, y))_{T}^{[k-1]}, z\right)\right) & & \lceil\because(\mathrm{LI}) \text { of } I \\
& =I\left(T(x, y), I_{\circledast}^{[k-1]}(T(x, y), z)\right) & & \left\lceil\because(\mathrm{LI}) \text { of } I_{\circledast}^{[k-1]}\right. \\
& =I\left(x, I\left(y, I_{\circledast}^{[k-1]}(T(x, y), z)\right)\right. & \lceil\because(\mathrm{LI}) \text { of } I \\
& =I\left(x, I\left(y, I_{\circledast}^{[k-1]}\left(x, I_{\circledast}^{[k-1]}(y, z)\right)\right)\right) & & \left\lceil\because(\mathrm{LI}) \text { of } I_{\circledast}^{[k-1]}\right. \\
& =I\left(x, I_{\circledast}^{[k-1]}\left(x, I\left(y, I_{\circledast}^{[k-1]}(y, z)\right)\right)\right) & & \left\lceil\because\left(I, I_{\circledast}^{[k-1]}\right)\right. \text { satisfies (ME) } \\
& =I_{\circledast}^{[k]}\left(x, I_{\circledast}^{[k]}(y, z)\right) . &
\end{array}
$$

Thus $I_{\circledast}^{[n]}$ satisfies (LI) for all $n \in \mathbb{N}$.
Remark 4.3.2. If $I \in \mathbb{I}$ satisfies (CP) w.r.to some strong negation $N$, then $I_{\circledast}^{[n]}$ may satisfy $C P(N)$ or may not satisfy CP w.r.to any $N$.
(i) Let $I(x, y)=\max (N(x), y)$, for some strong negation $N$. Then clearly I satisfies (CP) w.r.to $N$ and so does $I_{\circledast}^{[n]}$ for every $n \in \mathbb{N}$.
(ii) If we let $I=I_{\mathbf{R C}}$, then I satisfies (CP) w.r.to $N_{\mathbf{C}}(x)=1-x$. Since $I_{\mathbf{R C}}$ satisfies both (NP) and (EP), from Theorem 3.3.13 we see that, for $I_{\circledast}^{[2]}$ to satisfy $C P\left(N_{\mathrm{C}}\right), I$ should be expressible as $I(x, y)=\max (N(x), y)$ for some negation $N$. Clearly, this is not true, since $I_{\mathrm{RC}}$ cannot be expressed as $\max (N(x), y)$ for any negation $N$. Note that this also means that $I_{\circledast ฺ}^{[2]}$ does not (cannot) satisfy (CP) w.r.to any negation $N$.

The following result gives a necessary condition on an $I$ satisfying $\mathrm{CP}(\mathrm{N})$ such that all the powers of $I_{\oplus}^{[n]}$ of $I$ also satisfy $\mathrm{CP}(\mathrm{N})$.
Lemma 4.3.3. Let $I \in \mathbb{I}$ satisfy (NP). If I satisfies $C P(N)$ then $N_{I_{Q}^{[n]}}$ is strong for all $n \in \mathbb{N}$.
Proof. If $I \in \mathbb{I}_{\mathbf{N P}}$ satisfies (CP) then from Lemma 3.3.9 we have that $N_{I}=N$ should be strong. Further, if $I_{\circledast}^{[2]}$ satisfies $\mathrm{CP}(N)$, then from Theorem 3.3.11, we know that $I(x, N(x))=N(x)$ for all $x \in[0,1]$. Now,

$$
N_{I_{\oplus}^{[2]}}(x)=I(x, I(x, 0))=I\left(x, N_{I}(x)\right)=I(x, N(x))=N(x),
$$

and hence is strong. That $N_{I_{\otimes}^{[n]}}$ is strong for all $n \in \mathbb{N}$ follows by mathematical induction.
Lemma 4.3.4. Let $I \in \mathbb{I}$ satisfy (NP) and (EP). If I satisfies $C P(N)$ then so does $I_{\circledast}^{[n]}$ for all $n \in \mathbb{N}$.
Proof. From Theorem 3.3.13 with $J=I$, we see that $I_{\circledast}^{[2]}$ satisfies $\mathrm{CP}(N)$ if and only if $I(x, y)=$ $\max (N(x), y)$, which clearly satisfies $\mathrm{CP}(N)$. Further, note that $I_{\circledast}^{[n]}=I$, in this case, and hence satisfies $\operatorname{CP}(N)$ for all $n \in \mathbb{N}$.

The following result follows trivially from Theorem 3.3.14.
Lemma 4.3.5. Let $I \in \mathbb{I}$ satisfy (NP) and (OP). Then $I_{\circledast}^{[n]}$ does not satisfy (CP) for any $n \in \mathbb{N}$.

### 4.4 Conclusions

In this chapter, we have observed that one can, very often, generate new fuzzy implications from a single fuzzy implication via the $\circledast$-composition. Further, from the associativity of $\circledast$-composition, we have defined the $n$-th powers of fuzzy implications, w.r.to the $\circledast$-composition, in a natural way and consequently, investigated the nature of powers of fuzzy implications in the limiting case. Given an $I \in \mathbb{I}$ satisfying a desirable property or a functional equation, we have examined whether all the $n$-th powers $I_{\circledast}^{[n]}$ of $I$ satisfy the same. If not, given a property or a functional equation, we have characterised all fuzzy implications such that they and all their $n$-th powers also satisfy the corresponding property or the functional equation.

## Chapter 5

# The $\circledast$-composition : Closures w.r.to Families 

The family is the test of freedom; because the family is the only thing that the free man makes for himself and by himself.<br>- G. K. Chesterton (1874-1936)

As noted in Chapter 1, the earliest method of generating fuzzy implications was from binary functions on $[0,1]$, typically other fuzzy logic connectives, like $t$-norms and $t$-conorms, often with the help of other connectives like fuzzy negations. These gave rise to two of the most important and well studied families, viz., $(S, N)$ - and $R$-implications. For a comprehensive study of these two families, please refer to [8, 9].

While the above generation process generalised classical implications to the setting of fuzzy logic, it was Yager [83] who first proposed a method of obtaining fuzzy implications from unary functions on $[0,1]$. He proposed two new families of fuzzy implications, viz., $f$ - and $g$-implications. For a comprehensive study of these two families, please refer to [7, 8]. These four families have received a lot of interest and importance from the research community due to their use in both theoretical considerations and practical applications.

Note that among the above four families, $(S, N)$ - and $R$-implications can be thought of as representative examples of the first category of generation processes listed in Section 1.2, while the families of $f$ - and $g$-implications are representatives of the second category. We now study the effect of the proposed $\circledast$ operation, an example from the third category of the generation processes, on the above 4 families - which are representatives of the first and second categories of the mentioned generation processes.

Once again note that, while the families of $f$ - and $g$ - implications have been completely characterised, see [61], the families of $(S, N)$ - and $R$-implications, though two of the oldest, are yet to be characterised completely. In this work, we deal only with those sub-families of $(S, N)$ - and $R$ implications for which characterisation results are available.

In this chapter we study the closure of the binary operation $\circledast$ on the above families of fuzzy implications. More explicitly, we investigate the solutions to the following questions:

- Firstly, if $I, J \in \mathbb{I}$ belong to a certain family of fuzzy implications, then does $I \circledast J$ also belong to the same family? If not, what are the conditions on the underlying operations that ensure that $I \circledast J$ also belongs to the same family?
- Secondly, we investigate the effect on member of each of these families under self-composition w.r.to the $\circledast$ operation, or equivalently the powers of fuzzy implications from these families.

We investigate the solutions of the above two problems in Sections 5.1-5.4 for fuzzy implications coming from the families of $(S, N)-, R$-, $f$-, $g$-implications, respectively.

### 5.1 The $\circledast$-composition : Closures w.r.to $(S, N)$ - implications

One of the first generalisations of a classical implication to the setting of fuzzy logic, in fact, multivalued logic is based on the classical material implication $p \Longrightarrow q \equiv \neg p \vee q$. The family of $(S, N)$ implications were obtained by substituting a fuzzy negation $N$ for ' $\neg$ ' and a t-conorm $S$ for the join / maximum operation ' $V$ ' in the preceeding formula and hence the nomenclature.

### 5.1.1 ( $S, N$ )- implications

Definition 5.1.1 ([8], Definition 2.4.1). A function $I:[0,1]^{2} \longrightarrow[0,1]$ is called an $(S, N)$-implication if there exist a $t$-conorm $S$ and a fuzzy negation $N$ such that

$$
\begin{equation*}
I(x, y)=S(N(x), y), \quad x, y \in[0,1] . \tag{5.1}
\end{equation*}
$$

If $I$ is an $(S, N)$ - implication then we will often denote it by $I_{S, N}$. The family of all $(S, N)$ implications will be denoted by $\mathbb{I}_{\mathbb{S}, \mathbb{N}}$. Table 5.1 gives some of the basic $(S, N)$-implications. For detailed formulae, please see Tables 1.2 and 1.4 for their formulae.

| $S$ | $N$ | $(S, N)$-implication $I_{S, N}$ |
| :---: | :---: | :---: |
| $S_{\mathbf{M}}$ | $N_{\mathbf{C}}$ | $I_{\mathbf{K D}}$ |
| $S_{\mathbf{P}}$ | $N_{\mathbf{C}}$ | $I_{\mathbf{R C}}$ |
| $S_{\mathbf{L K}}$ | $N_{\mathbf{C}}$ | $I_{\mathbf{L K}}$ |
| $S_{\mathbf{n M}}$ | $N_{\mathbf{C}}$ | $I_{\mathbf{F D}}$ |
| any $S$ | $N_{\mathbf{D} 1}$ | $I_{\mathbf{D}}$ |
| any $S$ | $N_{\mathbf{D} 2}$ | $I_{\mathbf{W B}}$ |

Table 5.1: Examples of basic $(S, N)$ - implications.
Here in the following we recall a few of the desirable properties that an $(S, N)$-implication possesses.

Proposition 5.1.2 (cf. [8], Proposition 2.4.3). If $I_{S, N}$ is an ( $S, N$ )- implication, then
(i) $I_{S, N}$ satisfies (NP), (EP).
(ii) $N_{I_{S, N}}=N$.
(iii) If $N$ is strong, then $I_{S, N}$ satisfies $C P(N)$.

In the literature, the only available characterisations for $(S, N)$ - implications are those that are obtained from continuous negations.

Theorem 5.1.3 ([8], Theorem 2.4.10). For a function $I:[0,1]^{2} \longrightarrow[0,1]$ the following statements are equivalent:
(i) I is an $(S, N)$-implication with a continuous fuzzy negation $N$.
(ii) I satisfies (I1), (EP) and $N_{I}$ is a continuous fuzzy negation.

Moreover, the representation of ( $S, N$ )- implication (5.1) is unique in this case.
Let us denote some special subsets of $\mathbb{I}_{\mathbb{S}, \mathbb{N}}$ by the following:

- $\mathbb{I}_{S, \mathbb{N}_{\mathrm{C}}}-(S, N)$ - implications obtained from continuous negations.
- $\mathbb{I}_{\mathbb{S} C, \mathbb{N}_{\mathbb{C}}}-(S, N)$ - implications obtained from continuous t-conorms and continuous negations.


### 5.1.2 Closure of $\mathbb{I}_{S, \mathbb{N}_{\mathrm{C}}}$ w.r.to the $\circledast$-composition

In general, the $\circledast$-composition of two $(S, N)$-implications need not be an $(S, N)$-implication. To see this, let $I, J \in \mathbb{I}_{\mathbb{S}, \mathrm{N}}$. Then from Proposition 5.1.2, it follows that $I, J$ satisfy (EP). However, from Remark 3.2.7, it follows that $I \circledast J$ need not satisfy (EP) which implies that $I \circledast J$ need not again be an $(S, N)$-implication. Thus the composition of two $(S, N)$ - implications need not be an $(S, N)$ implication.

Remark 5.1.4. (i) On the one hand, if we let $I(x, y)=S_{\mathbf{P}}(1-x, y), J(x, y)=S_{\mathbf{P}}\left(1-x^{2}\right.$, $\left.y\right)$, which are $(S, N)$-implications, then $(I \circledast J)(x, y)=S_{\mathbf{P}}\left(1-x^{3}, y\right)$, is an $(S, N)$-implication.
(ii) On the other hand, if $I=I_{\mathbf{R C}}, J=I_{\mathbf{K D}}$ both of which are ( $S, N$ )- implications (see Table 5.1 ), then their composition $I_{\mathbf{R C}} \circledast I_{\mathbf{K D}}$, as given in Table 2.1, is not an $(S, N)$ - implication since it does not satisfy (EP). To see this, let $x=0.3, y=0.8$ and $z=0.5$. Then

$$
\begin{gathered}
\quad(I \circledast J)(0.3,(I \circledast J)(0.8,0.5))=0.91 \\
\text { where as, }(I \circledast J)(0.8,(I \circledast J)(0.3,0.5))=0.928
\end{gathered}
$$

Thus $I \circledast J$ does not satisfy (EP) and hence $I \circledast J$ does not become an $(S, N)$ - implication.
The following result gives a sufficient condition for $I \circledast J \in \mathbb{I}_{\mathbb{S}, \mathbb{N}}$.
Theorem 5.1.5. Let $I(x, y)=S\left(N_{1}(x), y\right)$ and $J(x, y)=S\left(N_{2}(x), y\right)$ be two $(S, N)$-implications. Then $I \circledast J$ is also an $(S, N)$ - implication.

Proof. Let $I(x, y)=S\left(N_{1}(x), y\right), J(x, y)=S\left(N_{2}(x), y\right)$ be two ( $\left.S, N\right)$ - implications. Now,

$$
\begin{aligned}
(I \circledast J)(x, y) & =I(x, J(x, y)) \\
& =I\left(x, S\left(N_{2}(x), y\right)\right) \\
& =S\left(N_{1}(x), S\left(N_{2}(x), y\right)\right) \\
& =S\left(S\left(N_{1}(x), N_{2}(x)\right), y\right) .
\end{aligned}
$$

Since for every $t$-conorm $S$ and fuzzy negations $N_{1}, N_{2}$, the function $N^{\prime}(x)=S\left(N_{1}(x), N_{2}(x)\right)$ is again a fuzzy negation, we get $(I \circledast J)(x, y)=S\left(N^{\prime}(x), y\right)$ is an $(S, N)$ - implication with $S$ being the t-conorm and $N^{\prime}(x)=S\left(N_{1}(x), N_{2}(x)\right)$ the fuzzy negation.

Remark 5.1.6. Note that the converse of Theorem 5.1.5 is not true. For example, we know that $I_{\mathbf{W B}}(x, y)=$ $S\left(N_{\mathbf{D}_{2}}(x), y\right)$ for any $t$-conorm $S$. Let $I(x, y)=S_{1}\left(N(x)\right.$, y) be an $(S, N)$ - implication where $S_{1}$ is a $t$ conorm different from $S$. Then $I \circledast I_{\mathrm{WB}}=I_{\mathrm{WB}}=I_{\mathrm{WB}} \circledast I$, is an $(S, N)$ - implication but $S \neq S_{1}$.

Let us consider $I, J \in \mathbb{I}_{\mathbb{S}, \mathbb{N}_{\mathbb{C}}}$, i.e., $I(x, y)=S_{1}\left(N_{1}(x), y\right)$ and $J(x, y)=S_{2}\left(N_{2}(x)\right.$, $\left.y\right)$, where $S_{1}, S_{2}$ are t-conorms and $N_{1}, N_{2}$ are two continuous negations. Clearly, $I \circledast J$ satisfies (I1). Note, however that, even when we consider only ( $S, N$ )- implications obtained from continuous negations, we have that the natural negation $N_{I \circledast J}$ of $I \circledast J$ given by

$$
N_{I \circledast J}(x)=(I \circledast J)(x, 0)=I(x, J(x, 0)), \quad x \in[0,1]
$$

may not be continuous. For instance, when $I(x, y)=S_{\mathbf{n M}}(1-x, y)=I_{\mathbf{F D}}(x, y)$ and $J(x, y)=$ $S_{\mathbf{P}}(1-x, y)=I_{\mathbf{R C}}(x, y)=1-x+x y$, we obtain

$$
N_{I \circledast J}(x)= \begin{cases}1, & \text { if } x \leq \frac{1}{2} \\ 1-x, & \text { if } x>\frac{1}{2}\end{cases}
$$

Clearly, $N_{I \circledast J}$ is not continuous at $x=\frac{1}{2}$.
As is already shown above, $I \circledast J$ may not preserve (EP). Clearly, if the pair $(I, J)$ satisfies (ME) then from Theorem 3.2.11 we know that $I \circledast J$ will satisfy (EP). While, this is neither sufficient nor necessary to ensure $I \circledast J \in \mathbb{I}_{\mathbb{S}, \mathbb{N}}$, the following result shows that this is equivalent to the condition $S_{1}=S_{2}$ of Theorem 5.1.5 when $I, J \in \mathbb{I}_{\mathbb{S}, \mathbb{N}_{\mathrm{C}}}$.

Theorem 5.1.7. Let $I(x, y)=S_{1}\left(N_{1}(x), y\right), J(x, y)=S_{2}\left(N_{2}(x), y\right)$ be two ( $\left.S, N\right)$-implications such that $N_{1}, N_{2}$ are continuous negations. Then the following statements are equivalent:
(i) $S_{1}=S_{2}$.
(ii) $I$, J satisfy (ME).

Proof. (i) $\Longrightarrow$ (ii). Let $S_{1}=S_{2}=S$. Then we have $I(x, y)=S\left(N_{1}(x), y\right), J(x, y)=S\left(N_{2}(x), y\right)$. Now,

$$
\begin{gathered}
\text { L.H.S of }(\mathrm{ME})=I(x, J(y, z))=S\left(N_{1}(x), S\left(N_{2}(y), z\right)\right)=S\left(S\left(N_{1}(x), N_{2}(y)\right), z\right) \text {, and } \\
\text { R.H.S of }(\mathrm{ME})=J(y, I(x, z))=S\left(N_{2}(y), S\left(N_{1}(x), z\right)\right)=S\left(S\left(N_{1}(x), N_{2}(y)\right), z\right) \text {. }
\end{gathered}
$$

Thus $I, J$ satisfy (ME).
(ii) $\Longrightarrow$ (i). Let $I, J$ satisfy (ME), i.e., $I(x, J(y, z))=J(y, I(x, z))$ for all $x, y, z \in[0,1]$. This implies that

$$
S_{1}\left(N_{1}(x), S_{2}\left(N_{2}(y), z\right)\right)=S_{2}\left(N_{2}\left(y, S_{1}\left(N_{1}(x), z\right)\right)\right)
$$

for all $x, y, z \in[0,1]$. Letting $z=0$, we obtain, for any $x, y \in[0,1]$,

$$
S_{1}\left(N_{1}(x), N_{2}(y)\right)=S_{2}\left(N_{1}(x), N_{2}(y)\right) .
$$

Since the ranges of $N_{1}, N_{2}$ are equal to $[0,1]$, we get, $S_{1}(a, b)=S_{2}(a, b)$ for all $a, b \in[0,1]$.
Finally, if we restrict the underlying t-conorm $S$ also to be continuous, i.e., if we consider $\mathbb{I}_{\mathbb{S}_{C}, \mathbb{N}_{C}} \subsetneq \mathbb{I}_{\mathbb{S}, \mathbb{N}}$, then the following result is immediate:

Corollary 5.1.8. Let $I, J \in \mathbb{I}_{\mathbb{S C}_{C}, \mathbb{N}_{\mathrm{C}}}$. If $I, J$ satisfy (ME) then $I \circledast J \in \mathbb{I}_{\mathbb{S C}_{C}, \mathbb{N}_{\mathrm{C}}}$.

### 5.1.3 Powers of $(S, N)$ - implications w.r.to the $\circledast$-composition

Note that if $I \in \mathbb{I}_{\mathbb{S}, \mathbb{N}}$, then it satisfies (EP) and hence from Theorem 4.2.2 it follows that $I_{\circledast}^{[n]}$ satisfies (EP) for all $n \in \mathbb{N}$.

From Theorem 5.1.5 we have the following:
Lemma 5.1.9. Let $I \in \mathbb{I}_{\mathbb{S}, \mathbb{N}}$. Then $I_{\circledast}^{[n]}$ is also an $(S, N)$-implication.
While $I_{\circledast}^{[n]} \in \mathbb{I}_{\mathbb{S}, \mathbb{N}}$ for every $n \in \mathbb{N}$, it is interesting to study those ( $S, N$ )- implications that give rise to newer $(S, N)$ - implications. Alternately, it is enough to study $I \in \mathbb{I}_{\mathbb{S}, \mathbb{N}}$ such that $\mathcal{O}(I)=1$, i.e., those $I \in \mathbb{I}_{\mathbb{S}, \mathbb{N}}$ that satisfy the following equation (5.2).

$$
\begin{equation*}
I(x, I(x, y))=I(x, y), \quad x, y \in[0,1] . \tag{5.2}
\end{equation*}
$$

This was already dealt with by Shi et al. [74].
Theorem 5.1.10 ([74], Theorem 10). An $I \in \mathbb{I}_{\mathbb{S}, \mathbb{N}}$ satisfies (5.2) if and only if the range of $N$ is a subset of the idempotent elements of $S$.

Corollary 5.1.11 ([74], Corollary 2 ). Let $I \in \mathbb{I}_{\mathbb{S}, \mathbb{N}_{\mathrm{C}}}$, i.e., $I(x, y)=S(N(x), y)$ for some continuous negation $N$. Then I satisfies (5.2) if and only if $S=S_{\mathrm{M}}=\max$.

The above results indicate that every ( $S, N$ )- implication (where $N$ is continuous) other than those derived from the t-conorm maximum will give rise to newer ( $S, N$ )- implications on selfcomposition with $\circledast$.

Finally, we only note that if $I \in \mathbb{I}_{\mathbb{S}, \mathbb{N}}$ then $\mathcal{O}(I)=m>1$ does not mean that $m=\infty$. For instance, the Fodor implication $I_{\mathbf{F D}} \in \mathbb{I}_{\mathbb{S}, \mathbb{N}}$ but $\mathcal{O}\left(I_{\mathbf{F D}}\right)=2$ (see, Table 4.1).

### 5.2 The $\circledast$-composition : Closures w.r.to R- implications

A second family of fuzzy implications obtained under the first category of the generation processes listed in Section 1.2, is the family of residual implications. This is a generalisation of the implication in the classical intuitionistic logic to the setting of fuzzy logic. Once again, for more details on this family regarding their properties, intersections with other families, etc., see for instance, [8].

### 5.2.1 R-implications

Definition 5.2.1 ([8], Definition 2.5.1). A function $I:[0,1]^{2} \longrightarrow[0,1]$ is called an R-implication if there exists a $t$-norm $T$ such that

$$
I(x, y)=\sup \{t \in[0,1] \mid T(x, t) \leq y\}, \quad x, y \in[0,1]
$$

If $I$ is an $R$-implication generated from a t-norm $T$, then it is denoted by $I_{T}$. The family of all $R$-implications will be denoted by $\mathbb{I}_{\mathbb{T}}$.

| t-norm $T$ | R-implication $I_{T}$ |
| :---: | :---: |
| $T_{\mathbf{M}}$ | $I_{\mathbf{G D}}$ |
| $T_{\mathbf{P}}$ | $I_{\mathbf{G G}}$ |
| $T_{\mathbf{L K}}$ | $I_{\mathbf{L K}}$ |
| $T_{\mathbf{D}}$ | $I_{\mathrm{WB}}$ |
| $T_{\mathbf{n M}}$ | $I_{\mathbf{F D}}$ |

Table 5.2: Examples of basic R-implications. For detailed formulae, please see Tables 1.2 and 1.3.

Theorem 5.2.2 ([8], Theorem 2.5.4). If $T$ is a $t$-norm, then $I_{T}$ satisfies (NP) and (IP).
As in the case of ( $S, N$ )-implications, the characterisation of $R$-implications is available only for $R$-implications those are obtained from left-continuous t-norms.

Theorem 5.2.3 ([8], Theorem 2.5.17). For a function $I:[0,1]^{2} \longrightarrow[0,1]$ the following statements are equivalent:
(i) I is an R-implication generated from a left-continuous $t$-norm.
(ii) I satisfies (I2), (EP), (OP) and it is right-continuous with respect to the second variable.

Moreover, the representation of an R-implication, up to a left-continuous $t$-norm, is unique.
The set of all R-implications generated from left-continuous $t$-norms will be denoted by $\mathbb{I}_{\mathbb{T}_{\text {LC }}}$. Then from Theorem 5.2.3 it follows that $\mathbb{I}_{\mathbb{L}_{\mathrm{LC}}} \subsetneq \mathbb{I}_{\mathbb{T}} \cap \mathbb{I}_{\mathbf{O P}}$. Once again, we focus on the problem of, if $I, J \in \mathbb{I}_{\mathbb{T}_{\mathbb{L C}}}$ then does $I \circledast J \in \mathbb{I}_{\mathbb{T}_{\mathrm{LC}}}$ ?

### 5.2.2 Closure of $\mathbb{I}_{\mathbb{T}_{\mathrm{LC}}}$ w.r.to the $\circledast$-composition

The $\circledast$-composition of two $R$-implications obtained from left-continuous t-norms need not be an $R$-implication obtained from a left-continuous t-norm.

Remark 5.2.4. (i) On the one hand, let $I=I_{\mathbf{G D}}, J=I_{\mathbf{L K}}$. Clearly $I, J \in \mathbb{I}_{\mathbb{T}_{\mathrm{LC}}}$ (see Table 5.2). However, from Remark 3.2 .3 we know that $I_{\mathbf{G D}} \circledast I_{\mathbf{L K}}$ does not satisfy (OP) and hence from the characterisation Theorem 5.2 .3 we see that $I_{\mathbf{G D}} \circledast I_{\mathbf{L K}} \notin \mathbb{I}_{\mathbb{T}_{\mathbf{L C}}}$.
(ii) On the other hand, consider the Goguen and Gödel implications $I_{\mathbf{G G}}, I_{\mathbf{G D}}$ which are two $R$-implications generated from left-continuous t-norms $T_{\mathbf{P}}, T_{\mathbf{M}}$, respectively. Then $I_{\mathbf{G G}} \circledast I_{\mathbf{G D}}=I_{\mathbf{G G}} \in \mathbb{I}_{\mathbb{T}_{\mathbf{L C}}}$.

Even though our focus on the problem is for R-implications obtained from left-continuous tnorms, in the following we do investigate the solutions of this problem for more generalised classes of R-implications than those obtained from left-continuous t-norms. Towards this, the following result shows that the $\circledast$-composition of two $R$-implications, not necessarily obtained from leftcontinuous t-norms, is an R-implication only if one of them is the Gödel implication $I_{\text {GD }}$.

Lemma 5.2.5. Let $I, J \in \mathbb{I}_{\mathbb{T}} \cap \mathbb{I}_{\mathbf{O P}}$. Then the following statements are equivalent:
(i) $I \circledast J \in \mathbb{I}_{\mathbb{T}} \cap \mathbb{I}_{\mathbf{O P}}$.
(ii) $J=I_{\mathbf{G D}}$.
(iii) $I \circledast J=I$.

Proof. (i) $\Longrightarrow$ (ii). Let $I \circledast J \in \mathbb{I}_{\mathbb{T}} \cap \mathbb{I}_{\mathbf{O P}}$. Then from Theorem 3.2.4, it follows that $y \geq J(x, y)$ for all $x>y$. Since $J$ is an $R$-implication it follows that $J(x, y) \geq y$ for all $x, y \in[0,1]$. Thus $J(x, y)=y$ for all $x>y$ and hence $J=I_{\mathbf{G D}}$.
(ii) $\Longrightarrow$ (iii). This follows from a direct verification.
(iii) $\Longrightarrow$ (i). This follows from the hypothesis.

For more details on when an $I \in \mathbb{I}_{\mathbb{T}}$ satisfies (OP), please refer to [9], Proposition 5.8.

### 5.2.3 Powers of R-implications w.r.to the $\circledast$-composition

From Lemma 5.2.5 the following result is obvious:
Lemma 5.2.6. Let $I \in \mathbb{I}_{\mathbb{L}_{\mathrm{LC}}}$. Then the following statements are equivalent:
(i) $I_{\circledast}^{[n]} \in \mathbb{I}_{\mathbb{T}}$ for all $n \in \mathbb{N}$.
(ii) $I=I_{\mathbf{G D}}$.

### 5.3 The $\circledast$-composition : Closures w.r.to $f$-implications

While the previous sections dealt with fuzzy implications obtained from other fuzzy logic connectives, which were, in essence, generalisations of classical implications to the setting of fuzzy logic, in the following sections we deal with the Yager's families of fuzzy implications, which were proposed by Yager in [83]. In fact, a specific example which can be thought of as a precursor to the generalisation of Yager was firstly suggested by Villar and Sanz-Bobi in [79] and the first such example they obtained was the Yager implication $I_{\mathbf{Y G}}$. However, it was Yager who made use of the additive generators of Archimedean $t$-norms and $t$-conorms as unary operators on $[0,1]$ to propose two new families of fuzzy implications, viz., $f$ - and $g$ - implications .

Towards this end, in this section, we investigate the behavior of $\circledast$-composition on Yager's class of $f$ - implications.

### 5.3.1 $f$-implications

In this subsection we present the definitions, some relevant properties and characterisations of $f$-implications and proceed along the lines similar to that of Sections 5.1 and 5.2 , exploring their closures w.r.to the $\circledast$-composition.

Definition 5.3.1 ([8], Definition 3.1.1). Let $f:[0,1] \longrightarrow[0, \infty]$ be a strictly decreasing and continuous function with $f(1)=0$. The function $I:[0,1]^{2} \longrightarrow[0,1]$ defined by

$$
\begin{equation*}
I(x, y)=f^{-1}(x \cdot f(y)), \quad x, y \in[0,1] \tag{5.3}
\end{equation*}
$$

with the understanding $0 \cdot \infty=0$, is called an f -implication. If I is an $f$-implication then it is denoted by $I_{f}$. The family of all $f$-implications will be denoted by $\mathbb{I}_{\mathbb{F}}$.

In the following, we list out some important but relevant results that give the properties and characterisations of the family of $f$-implications.

Theorem 5.3.2 ([8], Theorem 3.17). If $f$ is an $f$-generator then $I_{f}$ satisfies (NP) and (EP).
As shown by Baczyński and Jayaram [7] if $f$ is an $f$-generator such that $f(0)<\infty$, then the function $f_{1}:[0,1] \longrightarrow[0,1]$ defined by

$$
\begin{equation*}
f_{1}(x)=\frac{f(x)}{f(0)}, \quad x \in[0,1] \tag{5.4}
\end{equation*}
$$

is a well defined $f$-generator and the $f$-implications defined from both $f$ and $f_{1}$ are identical, i.e., $I_{f} \equiv I_{f_{1}}$ and moreover $f_{1}(0)=1$. In other words, it is enough to consider only decreasing generators $f$ for which $f(0)=\infty$ or $f(0)=1$.

Let us denote by

- $\mathbb{I}_{\mathbb{F}, \infty}$ - the family of all $f$ - implications such that $f(0)=\infty$,
- $\mathbb{I}_{\mathbb{F}, 1}$ - the family of all $f$ - implications such that $f(0)=1$,
- Clearly, $\mathbb{I}_{\mathbb{F}}=\mathbb{I}_{\mathbb{F}, \infty} \cup \mathbb{I}_{\mathbb{F}, 1}$.

Now, in the following we recall the characterisations of $f$-implications belonging to $\mathbb{I}_{\mathbb{F}, \infty}$ and $\mathbb{I}_{\mathrm{F}, 1}$.

Theorem 5.3.3 (cf. [61], Theorem 6). Let $I:[0,1] \longrightarrow[0,1]$ be a binary function. Then the following statements are equivalent:
(i) $I$ is an $f$-implication with $f(0)<\infty$, i.e., $I \in \mathbb{I}_{F, 1}$.
(ii) I satisfies (LI) w.r.to $T_{\mathbf{P}}$ and $N_{I}$ is strict negation.

Moreover, the $f$-generator is unique upto a positive multiplicative constant and is given by $f(x)=N_{I}^{-1}(x)$.
Theorem 5.3.4 (cf. [61], Theorem 12). Let $I:[0,1]^{2} \longrightarrow[0,1]$ be a binary function. Then the following statements are equivalent:
(i) $I$ is an $f$-implication with $f(0)=\infty$, i.e., $I \in \mathbb{I}_{\mathbb{F}, \infty}$.
(ii) I satisfies (LI) w.r.to $T_{\mathbf{P}}, I$ is continuous except $(0,0)$ and $I(x, y)=1 \Longleftrightarrow x=0$ or $y=1$.

### 5.3.2 Closure of $\mathbb{I}_{\mathbb{F}}$ w.r.to the $\circledast$-composition

Let $I, J \in \mathbb{I}_{\mathbb{F}}$. From Theorem 5.3.2, it follows that both $I, J$ satisfy (EP). However, from Remark 3.2.7, we know that $I \circledast J$ - need not satisfy (EP). Thus the $\circledast$ composition of two $f$-implications need not be an $f$-implication.

Remark 5.3.5. (i) Consider the fuzzy implications $I=I_{\mathbf{Y G}} \in \mathbb{I}_{\mathbb{F}, \infty}$ and $J=I_{\mathbf{R C}} \in \mathbb{I}_{\mathbb{F}, 1}$. Then their composition $I \circledast J=I_{\mathbf{Y G}} \circledast I_{\mathbf{R C}}$ is as given in Remark 3.3.2(i). Once again, from the same remark, we see that $I_{\mathbf{Y G}} \circledast I_{\mathbf{R C}}$ does not satisfy (EP) and hence from Remark 7.3.1 in [8] cannot satisfy (LI) w.r.to any t-norm $T$. Clearly, now, $I_{\mathbf{Y G}} \circledast I_{\mathbf{R C}} \notin \mathbb{I}_{\mathrm{F}}$.
(ii) Let $I(x, y)=I_{\mathbf{R C}}(x, y)=1-x+x y, J(x, y)=1-x^{2}+x^{2} y$. Then $N_{J}(x)=1-x^{2}$, a strict negation. Moreover, from Remark 3.3.2(iii), $J$ satisfies (LI) w.r.to $T_{\mathbf{P}}$. Finally from Theorem 5.3.3, it follows that $J \in \mathbb{I}_{\mathbb{F}}$. Once again, by the above arguments the composition $I \circledast J$ which is given by $(I \circledast J)(x, y)=1-x^{3}+x^{3} y$, also belongs to $\mathbb{I}_{\mathbb{F}}$.

To begin with, the following results show that, if the $\circledast$-composition of two $f$-implications $I_{f_{1}}, I_{f_{2}}$ is again an $f$-implication, then either both $I_{f_{1}}, I_{f_{2}} \in \mathbb{I}_{\mathbb{F}, \infty}$ or both $I_{f_{1}}, I_{f_{2}} \in \mathbb{I}_{\mathbb{F}, 1}$.

Lemma 5.3.6. Let $I_{f_{1}}, I_{f_{2}} \in \mathbb{I}_{\mathbb{F}}$ be such that $I_{f_{1}} \circledast I_{f_{2}}=I_{h} \in \mathbb{I}_{\mathbb{F}}$, for some $f$-generators $f_{1}, f_{2}$, $h$. If $f_{1}(0)<\infty$ and $f_{2}(0)<\infty$ then $h(0)<\infty$.

Proof. Let $I_{f_{1}}, I_{f_{2}}$ be two $f$-implications such that $I_{f_{1}} \circledast I_{f_{2}}=I_{h}$ is an $f$-implication. Then $f_{1}, f_{2}, h$ satisfy the following equation.

$$
\begin{equation*}
f_{1}^{-1}\left(x \cdot f_{1} \circ f_{2}^{-1}\left(x \cdot f_{2}(y)\right)\right)=h^{-1}(x \cdot h(y)), \quad x, y \in[0,1] . \tag{5.5}
\end{equation*}
$$

Let $x>0$ and $y=0$. Then

$$
\begin{aligned}
f_{2}^{-1}\left(x \cdot f_{2}(0)\right)>0 & \Longrightarrow f_{1}\left(f_{2}^{-1}\left(x \cdot f_{2}(0)\right)\right)<\infty \\
& \Longrightarrow x \cdot f_{1} \circ f_{2}^{-1}\left(x \cdot f_{2}(0)\right)<\infty \\
& \Longrightarrow f_{1}^{-1}\left(x \cdot f_{1} \circ f_{2}^{-1}\left(x \cdot f_{2}(0)\right)\right)>0, \text { i.e., L.H.S. of }(5.5)>0 .
\end{aligned}
$$

Thus we have R.H.S. of (5.5) is also greater than 0 or equivalently, $h^{-1}(x \cdot h(0))>0$. Now, if $h(0)=\infty$ then $x \cdot h(0)=\infty$ and hence $h^{-1}(x \cdot h(0))=0$, a contradiction. Thus $h(0)<\infty$. This completes the proof.

Theorem 5.3.7. Let $I_{f_{1}}, I_{f_{2}} \in \mathbb{I}_{\mathbb{F}}$ be such that $I_{f_{1}} \circledast I_{f_{2}}=I_{h} \in \mathbb{I}_{\mathbb{F}}$, for some $f$-generators $f_{1}, f_{2}, h$. Then the following statements are equivalent:
(i) $I_{f_{1}}, I_{f_{2}} \in \mathbb{I}_{\mathbb{F}, \infty}$.
(ii) $I_{h} \in \mathbb{I}_{\mathbb{F}, \infty}$.

Proof. Let $I_{f_{1}}, I_{f_{2}} \in \mathbb{I}_{\mathbb{F}}$ be such that $I_{f_{1}} \circledast I_{f_{2}}=I_{h}$ is an $f$-implication, for some $f$-generators $f_{1}, f_{2}, h$.
(i) $\Longrightarrow$ (ii). Let $f_{1}(0)=\infty=f_{2}(0)$. We prove that $h(0)=\infty$. Now, $I_{f_{1}} \circledast I_{f_{2}}=I_{h}$ is the expression given in (5.5). Once again, let $x>0$ and $y=0$ in (5.5). Then

$$
\begin{aligned}
\text { L.H.S. of (5.5) } & =f_{1}^{-1}\left(x \cdot f_{1} \circ f_{2}^{-1}\left(x \cdot f_{2}(0)\right)\right. \\
& =f_{1}^{-1}\left(x \cdot f_{1} \circ f_{2}^{-1}(x \cdot \infty)\right) \\
& =f_{1}^{-1}\left(x \cdot f_{1} \circ f_{2}^{-1}(\infty)\right) \\
& =f_{1}^{-1}\left(x \cdot f_{1}(0)\right) \\
& =f_{1}^{-1}(x \cdot \infty)=f_{1}^{-1}(\infty)=0 .
\end{aligned}
$$

Now R.H.S. of $(5.5)=h^{-1}(x \cdot h(0))=0$ implies that $x \cdot h(0)=h(0)$. Since $x>0$, either $h(0)=0$ or $h(0)=\infty$. Now, from monotonicity of $h$, it follows that $h(0)=\infty$.
(ii) $\Longrightarrow$ (i). Let $h(0)=\infty$. We prove that $f_{1}(0)=\infty=f_{2}(0)$. Now, R.H.S. of $(5.5)=h^{-1}(x \cdot h(0))=$ 0 and hence L.H.S. of $(5.5)=f_{1}^{-1}\left(x \cdot f_{1} f_{2}^{-1}\left(x \cdot f_{2}(0)\right)\right)=0$. i.e., $x \cdot f_{1} f_{2}^{-1}\left(x \cdot f_{2}(0)\right)=f_{1}(0)$. Suppose that $f_{1}(0)<\infty$. Once again, we have the following implications:

$$
f_{1} \circ f_{2}^{-1}\left(x \cdot f_{2}(0)\right)<\infty \Longrightarrow f_{2}^{-1}\left(x \cdot f_{2}(0)\right)>0 \Longrightarrow f_{2}(0)<\infty .
$$

However, from Lemma 5.3.6, we know that if $f_{1}(0)<\infty$ and $f_{2}(0)<\infty$ then $h(0)<\infty$, a contradiction to the fact that $h(0)=\infty$.

Similar to Theorem 5.3.7, we have the following result:
Corollary 5.3.8. Let $I_{f_{1}}, I_{f_{2}} \in \mathbb{I}_{\mathbb{F}}$ be such that $I_{f_{1}} \circledast I_{f_{2}}=I_{h} \in \mathbb{I}_{\mathbb{F}}$, for some $f$-generators $f_{1}, f_{2}, h$. Then the following statements are equivalent:
(i) $I_{f_{1}}$ or $I_{f_{2}} \in \mathbb{I}_{\mathbb{F}, 1}$.
(ii) $I_{h} \in \mathbb{I}_{\mathbb{F}, 1}$.

Proof. On the one hand, if $I_{h} \in \mathbb{I}_{\mathbb{F}, 1}$ then the fact that one of $I_{f_{1}}$ or $I_{f_{2}}$ should belong to $\mathbb{I}_{\mathbb{F}, 1}$ follows from the contrapositive of Theorem 5.3.7.

On the other hand, if one of $I_{f_{1}}$ or $I_{f_{2}} \in \mathbb{I}_{\mathbb{F}, 1}$ but $I_{f_{1}} \circledast I_{f_{2}}=I_{h} \in \mathbb{I}_{\mathbb{F}}$, then once again it is clear from Theorem 5.3.7 that $I_{h}$ cannot be in $\mathbb{I}_{\mathbb{F}, \infty}$ and hence is in $\mathbb{I}_{\mathbb{F}} \backslash \mathbb{I}_{\mathbb{F}, \infty}=\mathbb{I}_{\mathbb{F}, 1}$.

Note that what the above results show is, if two $f$-implications compose to give an $f$-implication, then where their composition would fall. However, it is not true that the composition of any arbitrary pair of $f$-implications from $\mathbb{I}_{\mathbb{F}, \infty}$ or $\mathbb{I}_{\mathbb{F}, 1}$ will again be an $f$-implication, as the following example shows.

Example 5.3.9. (i) Let $I_{f_{1}}(x, y)=I_{\mathbf{Y G}}(x, y)$ and $I_{f_{2}}(x, y)=\log _{2}\left(1+\left(2^{y}-1\right)^{x}\right)$ whose f-generator is $f_{2}(x)=-\ln \left(2^{x}-1\right)$. From Example 3.1.3 (i) and (iv) in [8], it follows that both $I_{f_{1}}, I_{f_{2}} \in \mathbb{I}_{\mathbb{F}, \infty}$. Now, $I_{f_{1}} \circledast I_{f_{2}}$ is given by

$$
\left(I_{f_{1}} \circledast I_{f_{2}}\right)(x, y)= \begin{cases}1, & \text { if } x=0 \text { and } y=0 \\ \log _{2}\left(1+\left(2^{y^{x}}-1\right)^{x}\right), & \text { if } x>0 \text { or } y>0\end{cases}
$$

It is easy to check that

$$
\left(I_{f_{1}} \circledast I_{f_{2}}\right)\left(0.3,\left(I_{f_{1}} \circledast I_{f_{2}}\right)(0.5,0.8)\right)=0.2761,
$$

while

$$
\left(I_{f_{1}} \circledast I_{f_{2}}\right)\left(0.5,\left(I_{f_{1}} \circledast I_{f_{2}}\right)(0.3,0.8)\right)=0.2242 .
$$

This implies that $I_{f_{1}} \circledast I_{f_{2}}$ does not satisfy (EP) and hence $I_{f_{1}} \circledast I_{f_{2}} \notin \mathbb{I}_{\mathbb{F}}$.
(ii) Let $f_{1}(x)=1-x^{2}$ and for $e=\frac{\sqrt{5}-1}{2}$,

$$
f_{2}(x)= \begin{cases}1+\frac{x(e-1)}{e}, & \text { if } x \leq e \\ e+\frac{(x-e) e}{e-1}, & \text { if } x \geq e\end{cases}
$$

Clearly, both $f_{1}, f_{2}$ are decreasing functions with $f_{1}(0)=f_{2}(0)=1$ and $f_{1}(1)=f_{2}(1)=0($ in fact, both $f_{1}, f_{2}$ are fuzzy negations), and hence can be used as $f$-generators to obtain $f$-implications, $I_{f_{1}}, I_{f_{2}} \in \mathbb{I}_{\mathbb{F}, 1}$ using (5.3), where $f_{1}^{-1}(x)=\sqrt{1-x}$ for $x \in[0,1]$ and $f_{2}^{-1}(x)=f_{2}(x)$ for all $x \in[0,1]$. Now,

$$
\left(I_{f_{1}} \circledast I_{f_{2}}\right)(x, y)=f_{1}^{-1}\left(x \cdot f_{1} \circ f_{2}\left(x \cdot f_{2}(y)\right)\right), x, y \in[0,1] .
$$

Once again, it is easy to check that

$$
\begin{aligned}
& \quad\left(I_{f_{1}} \circledast I_{f_{2}}\right)\left(0.6,\left(I_{f_{1}} \circledast I_{f_{2}}\right)(0.7,0)\right)=0.8904 \\
& \text { while, }\left(I_{f_{1}} \circledast I_{f_{2}}\right)\left(0.7,\left(I_{f_{1}} \circledast I_{f_{2}}\right)(0.6,0)\right)=0.9036 .
\end{aligned}
$$

This implies that $I_{f_{1}} \circledast I_{f_{2}}$ does not satisfy (EP) and hence $I_{f_{1}} \circledast I_{f_{2}} \notin \mathbb{I}_{\mathbb{F}}$.
In the following, we investigate the conditions under which the composition of two $f$ - implications will be an $f$-implication. Towards this end, we present a few small but important results.

Lemma 5.3.10 ([8], Lemma 3.1.8). Let $I_{f}$ be an $f$-implication. Then $I_{f}(\cdot, y)$ is one-one for all $y \in(0,1)$.
Lemma 5.3.11. Let $I_{f}$ be an $f$-implication and let $x>0$. Then
(i) $I_{f}(x, \cdot)$ is one-one.
(ii) Further, if $f(0)=\infty$ then $I_{f}(x, \cdot)$ is an increasing bijection on $[0,1]$.

Proof. Let $I=I_{f}$ be an $f$-implication and let $x>0$.
(i) Let $y_{1}, y_{2} \in[0,1]$ and $I_{f}\left(x, y_{1}\right)=I_{f}\left(x, y_{2}\right)$. Then

$$
\begin{aligned}
f^{-1}\left(x \cdot f\left(y_{1}\right)\right)=f^{-1}\left(x \cdot f\left(y_{2}\right)\right) & \Longrightarrow x \cdot f\left(y_{1}\right)=x \cdot f\left(y_{2}\right) \\
& \Longrightarrow f\left(y_{1}\right)=f\left(y_{2}\right) \\
& \Longrightarrow y_{1}=y_{2} .
\end{aligned}
$$

Thus $I_{f}(x, \cdot)$ is one-one for all $x \in(0,1]$.
(ii) Let $f(0)=\infty$. Now, $I_{f}(x, 0)=f^{-1}(x \cdot f(0))=f^{-1}(x \cdot \infty)=f^{-1}(\infty)=0$ and $I_{f}(x, 1)=1$.

Since $f$ is continuous, the range of $I_{f}(x, \cdot)$ is the entire $[0,1]$ and hence $I_{f}(x, \cdot)$ is an increasing bijection on $[0,1]$.

Remark 5.3.12. In Lemma 5.3.11(ii), if $f(0)<\infty$ then $I_{f}(x, \cdot)$ need not be a bijection on $[0,1]$ for all $x>0$. For example, let $f(x)=1-x$, which is the $f$-generator of the Reichenbach implication $I_{\mathbf{R C}} \in \mathbb{I}_{F, 1}$. Clearly, $f(0)=1<\infty$. When $x=0.2, I_{f}(0.2, y)=0.8+0.2 y$ for all $y \in[0,1]$. Here the range of $I_{f}(0.2, \cdot)$ is equal to $[0.8,1]$.

Theorem 5.3.13. Let $I_{f_{1}}, I_{f_{2}} \in \mathbb{I}_{\mathbb{F}, \infty}$. Then the following statements are equivalent:
(i) $I_{f_{1}} \circledast I_{f_{2}} \in \mathbb{I}_{\mathbb{F}, \infty}$.
(ii) $I_{f_{1}} \circledast I_{f_{2}}$ satisfies (LI) w.r.to $T_{\mathbf{P}}$.
(iii) $I_{f_{1}}, I_{f_{2}}$ are mutually exchangeable, i.e., the pair $\left(I_{f_{1}}, I_{f_{2}}\right)$ satisfies (ME).

Proof. (i) $\Longrightarrow$ (ii) : Let $I_{f_{1}} \circledast I_{f_{2}} \in \mathbb{I}_{\mathbb{F}, \infty}$. Then from the characterisation result, Theorem 5.3.4, of $f$-implications with $f(0)=\infty$, it follows that $I_{f_{1}} \circledast I_{f_{2}}$ satisfies (LI) w.r.to $T_{\mathbf{P}}$.
(ii) $\Longrightarrow$ (iii) : Now assume that $I_{f_{1}} \circledast I_{f_{2}}$ satisfies (LI) w.r.to $T_{\mathbf{P}}$. From Lemma 5.3.11(i), it follows that $I_{f_{1}}(x, \cdot)$ is one-one and from Lemma 5.3.11(ii) that $I_{f_{2}}(x, \cdot)$ is a bijection on $[0,1]$. Now, from Theorem 3.3.5, it follows immediately that $I_{f_{1}}, I_{f_{2}}$ are mutually exchangeable.
(iii) $\Longrightarrow$ (i): Let $I_{f_{1}}, I_{f_{2}}$ be mutually exchangeable. Then from Theorem 3.3.5, $I_{f_{1}} \circledast I_{f_{2}}$ satisfies (LI) w.r.to $T_{\mathbf{P}}$. Since $I_{f_{1}}, I_{f_{2}}$ are continuous except at $(0,0), I_{f_{1}} \circledast I_{f_{2}}$ is also continuous except at $(0,0)$. Moreover

$$
\begin{aligned}
\left(I_{f_{1}} \circledast I_{f_{2}}\right)(x, y)=1 & \Longleftrightarrow I_{f_{1}}\left(x, I_{f_{2}}(x, y)\right)=1 \\
& \Longleftrightarrow x=0 \text { or } I_{f_{2}}(x, y)=1 \\
& \Longleftrightarrow x=0 \text { or } x=0 \text { or } y=1 \\
& \Longleftrightarrow x=0 \text { or } y=1 .
\end{aligned}
$$

Now, from Theorem 5.3 .4 we see that $I_{f_{1}} \circledast I_{f_{2}} \in \mathbb{I}_{\mathbb{F}, \infty}$.
In the case $I_{f_{1}}, I_{f_{2}} \in \mathbb{I}_{\mathbb{F}, 1}$, then we have only some sufficient conditions as the following results show.

Lemma 5.3.14. If $I_{f_{1}}, I_{f_{2}} \in \mathbb{I}_{\mathbb{F}, 1}$, then $N_{I_{f_{1}} \circledast I_{f_{2}}}$ is a strict negation.
Proof. Let $I_{f_{1}}, I_{f_{2}} \in \mathbb{I}_{\mathbb{F}, 1}$. Then from Theorem 5.3 .3 we know that $N_{I_{f_{1}}}, N_{I_{f_{2}}}$ are strict negations. Now,

$$
\left(N_{I_{f_{1}} \circledast I_{f_{2}}}\right)(x)=\left(I_{f_{1}} \circledast I_{f_{2}}\right)(x, 0)=f_{1}^{-1}\left(x \cdot f_{1} f_{2}^{-1}\left(x \cdot f_{2}(0)\right)\right)=f_{1}^{-1}\left(x \cdot f_{1}\left(N_{I_{f_{2}}}(x)\right)\right) .
$$

Clearly, $N_{I_{f_{1}} \circledast I_{f_{2}}}$ being the composition of continuous functions is continuous. To show that it is a strict negation, it suffices to show that it is strictly decreasing. From the antitonicity of $f_{1}, f_{2}$ we have the following implications:

$$
\begin{aligned}
x_{1}<x_{2} & \Longrightarrow N_{I_{f_{2}}}\left(x_{1}\right)>N_{I_{f_{2}}}\left(x_{2}\right) \\
& \Longrightarrow f_{1}\left(N_{I_{f_{2}}}\left(x_{1}\right)\right)<f_{1}\left(N_{I_{f_{2}}}\left(x_{2}\right)\right) \\
& \Longrightarrow x_{1} \cdot f_{1}\left(N_{I_{f_{2}}}\left(x_{1}\right)\right)<x_{1} \cdot f_{1}\left(N_{I_{f_{2}}}\left(x_{2}\right)\right)<x_{2} \cdot f_{1}\left(N_{I_{f_{2}}}\left(x_{2}\right)\right) \\
& \Longrightarrow f_{1}^{-1}\left(x_{1} \cdot f_{1}\left(N_{I_{f_{2}}}\left(x_{1}\right)\right)\right)>f_{1}^{-1}\left(x_{2} \cdot f_{1}\left(N_{I_{f_{2}}}\left(x_{2}\right)\right)\right) \\
& \text { i.e., }\left(N_{I_{f_{1}} \circledast I_{f_{2}}}\right)\left(x_{1}\right)>\left(N_{I_{f_{1}} \circledast I_{f_{2}}}\right)\left(x_{2}\right) .
\end{aligned}
$$

This completes the proof.

Theorem 5.3.15. Let $I_{f_{1}}, I_{f_{2}} \in \mathbb{I}_{\mathbb{F}, 1}$. If $I_{f_{1}}, I_{f_{2}}$ are mutually exchangeable then $I_{f_{1}} \circledast I_{f_{2}} \in \mathbb{I}_{\mathbb{F}, 1}$.
Proof. Let $I_{f_{1}}, I_{f_{2}} \in \mathbb{I}_{\mathrm{F}, 1}$. Then from Theorem 5.3.3, $I_{f_{1}}, I_{f_{2}}$ satisfy (LI) w.r.to $T_{\mathbf{P}}$ and $N_{I_{f_{1}}}, N_{I_{f_{2}}}$ are strict negations. Now from Lemma 3.3.3, if $I_{f_{1}}, I_{f_{2}}$ are mutually exchangeable then $I_{f_{1}} \circledast I_{f_{2}}$ satisfies (LI) w.r.to $T_{\mathbf{P}}$. Moreover from Lemma 5.3.14, it follows directly that $N_{I_{f_{1}} \circledast I_{f_{2}}}$ is a strict negation. Again from Theorem 5.3.3 it follows that $I_{f_{1}} \circledast I_{f_{2}} \in \mathbb{I}_{\mathbb{F}, 1}$.

Note, however, it is not clear whether the converse of Lemma 5.3.15 is true, i.e., whether the mutual exchangeability of $I_{f_{1}}, I_{f_{2}} \in \mathbb{I}_{\mathbb{F}, 1}$ is also necessary for $I_{f_{1}} \circledast I_{f_{2}} \in \mathbb{I}_{\mathbb{F}, 1}$ and hence we have only the following result, the proof of which follows from Theorem 5.3.3 and Lemma 5.3.15.

Corollary 5.3.16. Let $I_{f_{1}}, I_{f_{2}} \in \mathbb{I}_{\mathbb{F}, 1}$. Let us consider the following statements:
(i) $I_{f_{1}} \circledast I_{f_{2}} \in \mathbb{I}_{\mathbb{F}, 1}$.
(ii) $I_{f_{1}} \circledast I_{f_{2}}$ satisfies (LI) w.r.to $T_{\mathbf{P}}$.
(iii) $I_{f_{1}}, I_{f_{2}}$ are mutually exchangeable.

Then, the following implications are true: $(i) \Longleftrightarrow$ (ii) and (iii) $\Longrightarrow$ (i).

### 5.3.3 Powers of $f$-implication w.r.to the $\circledast$-composition

Theorem 5.3.17. If $I_{f} \in \mathbb{I}_{\mathbb{F}, \infty}$ then $\left(I_{f}\right)_{\circledast}^{[n]} \in \mathbb{I}_{\mathbb{F}, \infty}$ for all $n \in \mathbb{N}$.
Proof. Let $I_{f} \in \mathbb{I}_{\mathbb{F}, \infty}$. The proof is done by using mathematical induction on $n$.
Base Step : Note that $\left(I_{f}\right)_{\circledast}^{[2]}(x, y)=\left(I_{f} \circledast I_{f}\right)(x, y)=I_{f}\left(x, I_{f}(x, y)\right)$, since $I_{f}$ satisfies (EP), the (repeated) pair $\left(I_{f}, I_{f}\right)$ satisfies (ME) and from Theorem 5.3.13(iii) we see that $I_{f} \circledast I_{f} \in \mathbb{I}_{\mathrm{F}, \infty}$.

Induction Step : Now, let us assume that $\left(I_{f}\right)_{\circledast}^{[k-1]} \in \mathbb{I}_{\mathbb{F}, \infty}$. Since $\left.\left(I_{f}\right)_{\circledast}^{[k-1]} \in \mathbb{I}_{\mathbb{F}, \infty},\left(I_{f}\right)\right)_{\circledast}^{[k-1]}$ satisfies (LI) w.r.to $T_{\mathbf{P}}$ and is continuous except at $(0,0)$ and $\left(I_{f}\right)_{\circledast}^{[k-1]}(x, y)=1 \Longleftrightarrow x=0$ or $y=1$. Since $I_{f},\left(I_{f}\right)_{\circledast}^{[k-1]}$ satisfy (EP) from Theorem 5.3.2 and then from Lemma 4.2.1, we see that $I_{f},\left(I_{f}\right)_{\circledast}^{[k-1]}$ satisfy (ME). Now, from Theorem 5.3.13, it follows that $\left(I_{f}\right)_{\circledast}^{[k]}=I_{f} \circledast\left(I_{f}\right)_{\circledast}^{[k-1]} \in \mathbb{I}_{\mathrm{F}, \infty}$.

The proof of the following result is similar to that of Theorem 5.3.17.
Theorem 5.3.18. If $I_{f} \in \mathbb{I}_{\mathbb{F}, 1}$ then $\left(I_{f}\right)_{\circledast}^{[n]} \in \mathbb{I}_{\mathbb{F}, 1}$ for all $n \in \mathbb{N}$.
Corollary 5.3.19. If $I_{f} \in \mathbb{I}_{\mathbb{F}}$ then $\left(I_{f}\right)_{\circledast}^{[n]} \in \mathbb{I}_{\mathbb{F}}$ for all $n \in \mathbb{N}$.
Lemma 5.3.20. Let $I=I_{f}$ be an f-implication. Then $I_{\circledast}^{[n]}(x, y)=I\left(x^{n}, y\right)$ for all $x, y \in[0,1], n \in \mathbb{N}$.
Proof. Let $I=I_{f}$ be an $f$-implication. Since we know $I$ satisfies (LI) w.r.to the product t-norm $T_{\mathbf{P}}(x, y)=x y$, the result follows immediately from Theorem 4.1.3.

Lemma 5.3.21. Let $I \in \mathbb{I}_{\mathbb{F}}$. Then $\mathcal{O}(I)=\infty$.
Proof. Suppose for some $m \in \mathbb{N}, I_{\circledast}^{[m]}=I_{\circledast}^{[m+1]}$. Let $x, y \in(0,1)$ be arbitrarily chosen. Then

$$
\begin{aligned}
I_{\circledast}^{[m]}(x, y) & =I_{\circledast}^{[m+1]}(x, y) \\
& \Longrightarrow I_{f}\left(x^{m}, y\right)=I_{f}\left(x^{m+1}, y\right) \\
& \Longrightarrow f^{-1}\left(x^{m} \cdot f(y)\right)=f^{-1}\left(x^{m+1} \cdot f(y)\right) \\
& \Longrightarrow x^{m} \cdot f(y)=x^{m+1} \cdot f(y) \\
& \Longrightarrow x=0 \text { or } y=1 \text { or } x=1,
\end{aligned}
$$

which is a contradiction. Thus $\mathcal{O}(I)=\infty$.
Corollary 5.3.22. No f-implication satisfies the idempotent equation (5.2).

### 5.4 The $\circledast$-composition : Closures w.r.to $g$-implications

In this section, we discuss the closure of the $\circledast$-composition w.r.to the second family of fuzzy implications proposed by Yager, viz., the $g$-implications. The results and proofs in this section largely mirror those that were given in the earlier section that dealt with $f$-implications (Section 5.3) and hence only a sketch of the proof is given wherever necessary.

### 5.4.1 $g$ - implications

Definition 5.4.1 ([8], Definition 3.2.1). Let $g:[0,1] \longrightarrow[0, \infty]$ be a strictly increasing and continuous function with $g(0)=0$. The function $I:[0,1]^{2} \longrightarrow[0,1]$ defined by

$$
I(x, y)=g^{(-1)}\left(\frac{1}{x} \cdot g(y)\right), \quad x, y \in[0,1]
$$

with the understanding $\frac{1}{0}=\infty$ and $\infty \cdot 0=\infty$, is called a g-generated implication, where the function $g^{(-1)}$ is the pseudo inverse of $g$ given by

$$
g^{(-1)}(x)= \begin{cases}g^{-1}(x), & \text { if } x \in[0, g(1)] \\ 1, & \text { if } x \in[g(1), \infty]\end{cases}
$$

The family of all $g$-generated implications is denoted by $\mathbb{I}_{\mathbb{G}}$. Once again, it can be shown that it is sufficient to consider two types of $g$-generators, viz., those with $g(1)=\infty$ and $g(1)=1$. Let us denote by

- $\mathbb{I}_{G, \infty}$ - the family of all $g$-generated implications such that $g(1)=\infty$.
- $\mathbb{I}_{\mathbb{G}, 1}$ - the family of all $g$-generated implications such that $g(1)<\infty$.

In the following we list out some relevant properties and characterisation results for $g$-implications.
Theorem 5.4.2 ([8], Theorem 3.2.8). Let $g$ be a $g$-generator.
(i) $I_{g}$ satisfies (NP) and (EP).
(ii) $I_{g}$ is continuous except at the point $(0,0)$.

Theorem 5.4.3 (cf. [61], Theorem 14). Let $I:[0,1] \longrightarrow[0,1]$ be a binary function. Then the following statements are equivalent:
(i) I is a $g$-implication with $g(1)=\infty$.
(ii) I satisfies (LI) w.r.to $T_{\mathbf{P}}, I$ is continuous except at $(0,0)$ and $I(x, y)=1 \Longleftrightarrow x=0$ or $y=1$.

Theorem 5.4.4 (cf. [61], Theorem 17). Let $I:[0,1] \longrightarrow[0,1]$ be a binary function. Then the following statements are equivalent:
(i) I is a $g$-implication with $g(1)<\infty$.
(ii) I satisfies (LI) w.r.to $T_{\mathbf{P}}$ and there exists a continuous strictly increasing function $t:[0,1] \longrightarrow[0,1]$ with $t(0)=0$ and $t(1)=1$ such that $I(x, y)=1 \Longleftrightarrow y \geq t(x)$.

Moreover, the $f$-generator is unique upto a positive multiplicative constant and it is given by $f(x)=$ $N_{I}^{-1}(x)$.

We recall the following result from [8] which shows that the set of $f$-implications generated from $f$-generators such that $f(0)=\infty$ and the set of $g$-implications generated from $g$-generators such that $g(1)=\infty$ are identical.

Proposition 5.4.5 ([8], Proposition 4.4.1). The following equalities are true:

$$
\begin{aligned}
\mathbb{I}_{\mathbb{F}, 1} \cap \mathbb{I}_{G} & =\emptyset, \\
\mathbb{I}_{\mathbb{F}} \cap \mathbb{I}_{\mathbb{G}, 1} & =\emptyset, \\
\mathbb{I}_{\mathbb{F}, \infty} & =\mathbb{I}_{\mathbb{G}, \infty} .
\end{aligned}
$$

### 5.4.2 $g$-implications and the $\circledast$-composition

Lemma 5.4.6. Let $I_{g_{1}}, I_{g_{2}} \in \mathbb{I}_{\mathbb{G}}$ be such that $I_{g_{1}} \circledast I_{g_{2}}=I_{h} \in \mathbb{I}_{\mathbb{G}}$. Then $I_{g_{1}}, I_{g_{2}} \in \mathbb{I}_{\mathbb{G}, \infty} \Longleftrightarrow I_{h} \in \mathbb{I}_{\mathbb{G}, \infty}$.
Proof. Proof follows from Proposition 5.4.5 and Theorem 5.3.7.
Corollary 5.4.7. Let $I_{g_{1}}, I_{g_{2}} \in \mathbb{I}_{\mathbb{G}}$ be such that $I_{g_{1}} \circledast I_{g_{2}}=I_{h} \in \mathbb{I}_{\mathbb{G}}$. Then $I_{g_{1}}$ or $I_{g_{2}} \in \mathbb{I}_{\mathbb{G}, 1} \Longleftrightarrow I_{h} \in \mathbb{I}_{\mathbb{G}, 1}$.
Theorem 5.4.8. Let $I_{g_{1}}, I_{g_{2}} \in \mathbb{I}_{\mathbb{G}, \infty}$. Then the following statements are equivalent:
(i) $I_{g_{1}} \circledast I_{g_{2}} \in \mathbb{I}_{G, \infty}$.
(ii) $I_{g_{1}} \circledast I_{g_{2}}$ satisfies (LI) w.r.to $T_{\mathbf{P}}$.
(iii) $I_{g_{1}}, I_{g_{2}}$ are mutually exchangeable.

Proof. Proof follows from Theorems 5.4.5 and 5.3.13.
Theorem 5.4.9. Let $I_{g_{1}}, I_{g_{2}} \in \mathbb{I}_{\mathbb{G}, 1}$. If $I_{g_{1}}, I_{g_{2}}$ are mutually exchangeable then $I_{g_{1}} \circledast I_{g_{2}} \in \mathbb{I}_{\mathbb{G}, 1}$.
Proof. Proof is similar to that of Theorem 5.3.15.

### 5.4.3 Powers of $g$-implications w.r.to the $\circledast$-composition.

Theorem 5.4.10. If $I_{g} \in \mathbb{I}_{\mathbb{G}, \infty}$ then $\left(I_{g}\right)_{\circledast}^{[n]} \in \mathbb{I}_{\mathbb{G}, \infty}$ for all $n \in \mathbb{N}$.
Proof. Proof follows from Theorem 5.3.17 and Proposition 5.4.5.
Theorem 5.4.11. If $I_{g} \in \mathbb{I}_{\mathbb{G}, 1}$ then $\left(I_{g}\right)_{\circledast}^{[n]} \in \mathbb{I}_{\mathbb{G}, 1}$ for all $n \in \mathbb{N}$.
Proof. Proof is similar to that of Theorem 5.4.10.
Corollary 5.4.12. If $I_{g} \in \mathbb{I}_{\mathbb{G}}$ then $\left(I_{g}\right)_{\circledast}^{[n]} \in \mathbb{I}_{\mathbb{G}}$ for all $n \in \mathbb{N}$.
Lemma 5.4.13. Let $I=I_{g}$ be a $g$-implication. Then $I_{\circledast}^{[n]}(x, y)=I\left(x^{n}, y\right)$ for all $x, y \in[0,1], n \in \mathbb{N}$.

Proof. Proof is similar to that of Lemma 5.3.20.
Lemma 5.4.14. Let $I \in \mathbb{I}_{\mathbb{G}}$. Then $\mathcal{O}(I)=\infty$.
Proof. Proof is similar to that of Lemma 5.3.21.
Corollary 5.4.15. No g-implication satisfies the idempotent equation (5.2).

### 5.5 Conclusions

In this chapter we have investigated the effect of the $\circledast$-composition on the fuzzy implications that are obtained from the other two existing generating methods of fuzzy implications (M1) and (M2) as discussed in Section 1.1. In particular, we have considered the following questions: Firstly, if $I, J$ belong to a certain family of fuzzy implications does $I \circledast J$ also belong to the same family? Secondly, do all the powers of a fuzzy implication coming from a certain family belong to the same family or not?
In the investigations of above questions, our study shows the following:

- In general, $\mathbb{I}_{\mathbb{S}, \mathbb{N}}$ is not closed w.r.to the $\circledast$-composition and hence we have determined some sufficient and / or necessary conditions on some subsets of $\mathbb{I}_{\mathbb{S}, \mathbb{N}}$ such that $\circledast$ is closed in them. However, we have shown that all the powers of an $(S, N)$-implication w.r.to the $\circledast$ composition are again $(S, N)$-implications.
- In the case of $R$-implications obtained from left-continuous t-norms, we have shown that the $\circledast$-composition of two such implications belongs to the same family only if one of them is the Gödel implication $I_{\text {GD }}$. Unlike in the case of $(S, N)$-implications, the only $R$-implication obtained from left-continuous t-norm such that all the powers are again $R$-implications is the Gödel implication $I_{\text {GD }}$.
- It is interesting to see that the mutual exchangeability (ME) of fuzzy implications becomes both necessary and sufficient condition in the preservation of Yager's classes of fuzzy implications w.r.to the $\circledast$-composition. Further we have proven that the Yager's classes of fuzzy implications are closed w.r.to the self-composition of $\circledast$.


## Part III

## The $\circledast$-composition : As a Binary <br> Operation on $\mathbb{I}$

## Chapter 6

## Algebraic Structures of $(\mathbb{I}, \circledast)$

> Algebra is, properly speaking, the Analysis of equations.
> - Joseph Alfred Serret (1819-1885)

In Chapter 2, we have shown that the $\circledast$-composition when looked at as a binary operation on $\mathbb{I}$, makes it a non-idempotent monoid (see Theorem 2.2.1). In this chapter we explore further algebraic aspects of the set of fuzzy implications w.r.to the binary operation $\circledast$. Towards this end, in Section 6.1, when equipped with lattice operations, we show that $(\mathbb{I}, \circledast)$ becomes a lattice ordered monoid and also we show that this monoid can not be made a group. Following this we characterise the largest subgroup $\mathbb{S}$ contained in $(\mathbb{I}, \circledast)$ and give their representations in Section 6.2. Isomorphic classes of $\mathbb{S}$ are obtained in Section 6.3.

## $6.1(\mathbb{I}, \circledast, \preceq, \vee, \wedge):$ A Lattice Ordered Monoid

Here we recall definitions of $\vee$ and $\wedge$ from Section 1.3.1.

Theorem 6.1.1 ([8], Theorem 6.1.1). The set $(\mathbb{I}, \preceq)$ is a complete, completely distributive lattice with the lattice operations join $\vee($ Latt-Max) and meet $\wedge$ (Latt-Min).

Remark 6.1.2. From Theorem 6.1.1, we have $(\mathbb{I}, \preceq, \vee, \wedge)$ is a lattice. In fact, $(\mathbb{I}, \preceq, \vee, \wedge)$ is also a bounded lattice with $I_{\mathbf{0}}, I_{\mathbf{1}}$ being the least and greatest fuzzy implications. From Theorem 2.2.1, we know that $(\mathbb{I}, \circledast)$ is a monoid. Together with all these operations $\mathbb{I}$ becomes a lattice ordered monoid as the following lemma illustrates.

Lemma 6.1.3. The pentuple $(\mathbb{I}, \circledast, \preceq, \vee, \wedge)$ is a lattice ordered monoid where $\vee, \wedge$ are as in (Latt-Max) and (Latt-Min).

Proof. It is enough to show that the binary operation $\circledast$ is compatible with the lattice operations.

Let $I, J, K \in \mathbb{I}$ and $x, y \in[0,1]$. Then,

$$
\begin{aligned}
(I \circledast(J \vee K))(x, y) & =I(x,(J \vee K)(x, y)) \\
& =I(x, \max (J(x, y), K(x, y))) \\
& =\max (I(x, J(x, y)), I(x, K(x, y))) \\
& =\max ((I \circledast J)(x, y),(I \circledast K)(x, y)) \\
& =((I \circledast J) \vee(I \circledast K))(x, y) .
\end{aligned}
$$

Thus $I \circledast(J \vee K)=(I \circledast J) \vee(I \circledast K)$. Similarly, one can prove the following:

$$
\begin{aligned}
& (I \vee J) \circledast K=(I \circledast K) \vee(J \circledast K), \\
& I \circledast(J \wedge K)=(I \circledast J) \wedge(I \circledast K), \\
& (I \wedge J) \circledast K=(I \circledast K) \wedge(J \circledast K) .
\end{aligned}
$$

Thus $(\mathbb{I}, \circledast, \preceq, \vee, \wedge)$ is a lattice ordered monoid.

### 6.1.1 $(\mathbb{I}, \circledast)$ Is Not a Group

From Theorem 2.2 .1 we know that $(\mathbb{I}, \circledast)$ is a monoid. However, the following illustrates why the richer group structure is not available on $(\mathbb{I}, \circledast)$. Take $I_{1} \in \mathbb{I}$. It is easy to check that $I_{1}$ is a right zero element of $(\mathbb{I}, \circledast)$, i.e., $I \circledast I_{1}=I_{1}$ for all $I \in \mathbb{I}$. Thus there does not exist any $J \in \mathbb{I}$ such that $J \circledast I_{\mathbf{1}}=I_{\mathrm{D}}$, i.e., the inverse of $I_{\mathbf{1}} \in \mathbb{I}$ w.r.to $\circledast$ does not exist. Thus the algebraic structure $(\mathbb{I}, \circledast)$ is only a monoid and not a group.

Remark 6.1.4. (i) Note that $I_{1}$ is not the only right zero element. In fact, every fuzzy implication of the type $K^{\delta}$ given below is a right zero element of $(\mathbb{I}, \circledast)$, for any $\delta \in(0,1]$

$$
K^{\delta}(x, y)= \begin{cases}1, & \text { if } x<1 \text { or }(x=1 \text { and } y \geq \delta) \\ 0, & \text { if } x=1 \text { and } y>\delta\end{cases}
$$

For a proof of this argument, see Lemma 8.3.3.
(ii) One cannot apply some well-known techniques of obtaining a group from a monoid, viz., the Grothendieck construction method of obtaining an abelian group from a commutative monoid, due to both the presence of zero elements in $(\mathbb{I}, \circledast)$ and also the absence of commutativity.

### 6.2 Subgroups of $(\mathbb{I}, \circledast)$

From Section 6.1.1, it is clear that $(\mathbb{I}, \circledast)$ is only a monoid but not a group. Though $(\mathbb{I}, \circledast)$ is not a group, there still exist many subgroups of this monoid. For instance, see the following example.

Example 6.2.1. Let $\mathbb{S}_{R}, \mathbb{S}_{Q}$ be the sets of all fuzzy implications of the form

$$
I_{r}(x, y)=\left\{\begin{array}{ll}
1, & \text { if } x=0 \\
y^{r}, & \text { if } x>0
\end{array}, \text { for every } r \in \mathbb{R}^{>0}\right.
$$

$$
I_{q}(x, y)=\left\{\begin{array}{ll}
1, & \text { if } x=0 \\
y^{q}, & \text { if } x>0
\end{array}, \text { for every } q \in \mathbb{Q}^{>0}\right.
$$

respectively. It is easy to see that $\mathbb{S}_{R}, \mathbb{S}_{Q}$ are subgroups of $(\mathbb{I}, \circledast)$.
Towards the characterisation of subgroups of $(\mathbb{I}, \circledast)$, we determine the invertible elements of $(\mathbb{I}, \circledast)$. In, other words, we characterise the set of all invertible fuzzy implications w.r.to the operation $\circledast$ and investigate their representations.

### 6.2.1 Characterisation of Invertible Elements

In this subsection we characterise the set of all invertible elements of $(\mathbb{I}, \circledast)$. Towards this end, we have the following the lemma.

Lemma 6.2.2. Let $I \in \mathbb{I}$. Then the following statements are equivalent:
(i) I is invertible w.r.to $\circledast$.
(ii) There exists a unique $J \in \mathbb{I}$ such that for any $x \in(0,1]$ and $y \in[0,1]$,

$$
\begin{equation*}
I(x, J(x, y))=y=J(x, I(x, y)) \tag{6.1}
\end{equation*}
$$

Proof. (i) $\Longrightarrow$ (ii). Let $I \in \mathbb{I}$ be invertible w.r.to $\circledast$, i.e., there exists a unique $J \in \mathbb{I}$ such that $I \circledast J=I_{\mathbf{D}}=J \circledast I$. In other words,

$$
I(x, J(x, y))=I_{\mathbf{D}}(x, y)=J(x, I(x, y)), \quad x, y \in[0,1] .
$$

But for $x>0, I_{\mathbf{D}}(x, y)=y$. Thus for $x>0, I(x, J(x, y))=y=J(x, I(x, y))$.
(ii) $\Longrightarrow$ (i). Conversely, assume that there exists a unique $J \in \mathbb{I}$ such that for $x>0, I(x, J(x, y))=$ $y=J(x, I(x, y))$. Since $I, J \in \mathbb{I}$ and $I \circledast J, J \circledast I \in \mathbb{I}$, we have $I(x, J(x, y))=I_{\mathbf{D}}(x, y)=$ $J(x, I(x, y))$. Since $I, J \in \mathbb{I}$, it follows that $I(0, y)=1=J(0, y)$ which is also equal to $I_{\mathbf{D}}(0, y)$. Thus $I$ is invertible w.r.to $\circledast$.

### 6.2.2 Representation of Invertible Elements

Though we have obtained the characterisations of invertible elements of $(\mathbb{I}, \circledast)$, it is worthful only if we have the representations of those elements. In this subsection we attempt to find the representations of invertible elements of $(\mathbb{I}, \circledast)$. Note that in order to get their representations we need to solve the functional equation (6.1). Recall that $\Phi$ is the set of all increasing bijections on $[0,1]$.

Lemma 6.2.3. The solutions of (6.1), for all $x \in(0,1]$ and $y \in[0,1]$, are of the form $I(x, y)=\varphi(y)$ and $J(x, y)=\varphi^{-1}(y)$, for some $\varphi \in \Phi . r$

Proof. Let $I, J \in \mathbb{I}$ satisfy (6.1), i.e., $I(x, J(x, y))=y=J(x, I(x, y))$, for all $x>0$ and $y \in[0,1]$.
Let $x_{0}>0$ be fixed arbitrarily and define two functions $\varphi_{x_{0}}, \psi_{x_{0}}:[0,1] \longrightarrow[0,1]$ as $\varphi_{x_{0}}(y)=$ $I\left(x_{0}, y\right)$ and $\psi_{x_{0}}(y)=J\left(x_{0}, y\right)$. Clearly, both $\varphi_{x_{0}}, \psi_{x_{0}}$ are increasing functions on $[0,1]$.

Then $I\left(x_{0}, J\left(x_{0}, y\right)\right)=\varphi_{x_{0}}\left(\psi_{x_{0}}(y)\right)=\left(\varphi_{x_{0}} \circ \psi_{x_{0}}\right)(y)=y$ for every $y \in[0,1]$. Similarly, $J\left(x_{0}, I\left(x_{0}, y\right)\right)=\psi_{x_{0}}\left(\varphi_{x_{0}}(y)\right)=\left(\psi_{x_{0}} \circ \varphi_{x_{0}}\right)(y)=y$ for every $y \in[0,1]$. Thus $\varphi_{x_{0}}=\psi_{x_{0}}^{-1}$ and $\varphi_{x_{0}}$ is a bijection. Hence $\varphi_{x_{0}} \in \Phi$ for every $x_{0}>0$.

Since $x_{0}$ is chosen arbitrarily, $\varphi_{x}=\psi_{x}^{-1}$ for all $x>0$. Thus for $x>0, I, J$ are of the form, $I(x, y)=\varphi_{x}(y)$ and $J(x, y)=\varphi_{x}^{-1}(y)$.

Let $0<x_{1} \leq x_{2}$. Then $I\left(x_{1}, y\right) \geq I\left(x_{2}, y\right)$ implies that $\varphi_{x_{1}}(y) \geq \varphi_{x_{2}}(y)$ and $J\left(x_{1}, y\right) \geq J\left(x_{2}, y\right)$ implies that $\varphi_{x_{1}}^{-1}(y) \geq \varphi_{x_{2}}^{-1}(y)$ for all $y \in[0,1]$. Now,

$$
\begin{aligned}
\varphi_{x_{1}}^{-1} \geq \varphi_{x_{2}}^{-1} & \Longrightarrow \varphi_{x_{1}} \circ \varphi_{x_{1}}^{-1} \geq \varphi_{x_{1}} \circ \varphi_{x_{2}}^{-1} \\
& \Longrightarrow \mathbf{i d} \geq \varphi_{x_{1}} \circ \varphi_{x_{2}}^{-1} \\
& \Longrightarrow \mathbf{i d} \geq \varphi_{x_{1}} \circ \varphi_{x_{2}}^{-1} \geq \varphi_{x_{2}} \circ \varphi_{x_{2}}^{-1} \\
& \Longrightarrow \mathbf{i d} \geq \varphi_{x_{1}} \circ \varphi_{x_{2}}^{-1} \geq \mathbf{i d},
\end{aligned}
$$

from which it follows $\varphi_{x_{1}} \circ \varphi_{x_{2}}^{-1} \equiv$ id, i.e., $\varphi_{x_{1}}(y)=\varphi_{x_{2}}(y)$ for all $y \in[0,1]$. Since $x_{1}, x_{2}$ are arbitrarily chosen $\varphi_{x_{1}} \equiv \varphi_{x_{2}} \equiv \varphi$ (say) for all $x_{1}, x_{2}>0$. Thus $I(x, y)=\varphi(y)$ and $J(x, y)=\varphi^{-1}(y)$, for some $\varphi \in \Phi$.

Now we are ready to give the representation of every invertible element of the monoid $(\mathbb{I}, \circledast)$ and thus determine its largest subgroup. From Lemmata 6.2 .2 and 6.2 .3 we have the following result.

Theorem 6.2.4. An $I \in \mathbb{I}$ is invertible w.r.to $\circledast$ if and only if

$$
I(x, y)= \begin{cases}1, & \text { if } x=0  \tag{6.2}\\ \varphi(y), & \text { if } x>0\end{cases}
$$

where the function $\varphi:[0,1] \longrightarrow[0,1]$ is an increasing bijection. Moreover, in this case, the inverse $J$ of the fuzzy implication I is given by

$$
J(x, y)= \begin{cases}1, & \text { if } x=0 \\ \varphi^{-1}(y), & \text { if } x>0\end{cases}
$$

The following presents an example of a fuzzy implication that is invertible w.r.to $\circledast$ and its inverse.

Example 6.2.5. The fuzzy implication defined by

$$
I(x, y)= \begin{cases}1, & \text { if } x=0 \\ y^{3}, & \text { if } x>0\end{cases}
$$

is invertible w.r.to $\circledast$ in $\mathbb{I}$, because there exists a unique fuzzy implication

$$
J(x, y)= \begin{cases}1, & \text { if } x=0 \\ y^{\frac{1}{3}}, & \text { if } x>0\end{cases}
$$

such that $I \circledast J=I_{\mathbf{D}}=J \circledast I$.
Clearly, the largest subgroup of $(\mathbb{I}, \circledast)$ is one that contains all the invertible elements of $\mathbb{I}$ w.r.to $\circledast$. Let $\mathbb{S}$ be the set of all invertible elements of $(\mathbb{I}, \circledast)$, i.e., $\mathbb{S}$ is the set of all fuzzy implications of the form (6.2) for some $\varphi \in \Phi$.

Proposition 6.2.6. Every element of $\mathbb{S}$ satisfies (EP), i.e., $\mathbb{S} \subsetneq \mathbb{I}_{\mathbf{E P}}$.
Proof. Let $I \in \mathbb{S}$. From (6.2) we have that

$$
I(x, y)= \begin{cases}1, & \text { if } x=0 \\ \varphi(y), & \text { if } x>0\end{cases}
$$

for some $\varphi \in \Phi$. Let $x, y, z \in[0,1]$. If $x=0$ or $y=0$ then we are done. So, let $x>0, y>0$. Now, $I(x, I(y, z))=I(x, \varphi(z))=\varphi(\varphi(z))$ and $I(y, I(x, z))=I(y, \varphi(z))=\varphi(\varphi(z))$ thus showing that $I$ has (EP).

Remark 6.2.7. (i) Clearly, the inclusion in Proposition 6.2 .6 is strict. For example $I_{\mathbf{R C}} \in \mathbb{I}_{\mathbf{E P}}$ but $I_{\mathrm{RC}} \notin \mathbb{S}$.
(ii) From the discussion in Section 3.2.2, we see that $\left(\mathbb{I}_{\mathbf{E P}}, \circledast\right)$ is not closed, while we have obtained a subset $\mathbb{S}$ of $\mathbb{I}_{\mathbf{E P}}$ which is closed w.r.to $\circledast$.
(iii) Note that $\mathbb{S}$ is not the largest subset of $\mathbb{I}_{\mathbf{E P}}$ that is closed w.r.to $\circledast$. For instance, if we define $\mathbb{U}$ as the set of all fuzzy implications of the form

$$
I(x, y)= \begin{cases}1, & \text { if } x=0 \\ \psi(y), & \text { if } x>0\end{cases}
$$

for some increasing function, not necessarily a bijection, $\psi:[0,1] \rightarrow[0,1]$ such that $\psi(0)=0$ and $\psi(1)=1$, then every element of $\mathbb{U}$ satisfies (EP). Obviously $\mathbb{S} \subsetneq \mathbb{U}$.
(iv) Elements of $\mathbb{S}$ do not satisfy either (OP) or (IP) and the only element satisfying (NP) is the identity $I_{\mathbf{D}}$ of $(\mathbb{I}, \circledast)$.

### 6.3 Isomorphic Classes of $(\mathbb{S}, \circledast)$

Let $\circ$ denote the usual composition of functions. Then it is well known that $(\Phi, \circ)$ is a group. Interestingly, the subgroup $(\mathbb{S}, \circledast)$ is isomorphic to $(\Phi, \circ)$, as the following result illustrates.

Theorem 6.3.1. The groups $(\Phi, \circ),(\mathbb{S}, \circledast)$ are isomorphic to each other.
Proof. Let $h: \Phi \longrightarrow \mathbb{S}$ be defined by $h(\varphi)=I$ where

$$
I(x, y)= \begin{cases}1, & \text { if } x=0 \\ \varphi(y), & \text { if } x>0\end{cases}
$$

It is easy to see that the map $h$ is one-one and onto. Let $\varphi_{1}, \varphi_{2} \in \Phi$ and $h\left(\varphi_{1}\right)=I_{1}, h\left(\varphi_{2}\right)=I_{2}$ where

$$
I_{i}(x, y)= \begin{cases}1, & \text { if } x=0 \\ \varphi_{i}(y), & \text { if } x>0\end{cases}
$$

for $i=1,2$. Now

$$
\begin{aligned}
\left(h\left(\varphi_{1}\right) \circledast h\left(\varphi_{2}\right)\right)(x, y) & =\left(I_{1} \circledast I_{2}\right)(x, y) \\
& =I_{1}\left(x, I_{2}(x, y)\right) \\
& = \begin{cases}1, & \text { if } x=0 \\
\varphi_{1}\left(\varphi_{2}(y)\right), & \text { if } x>0\end{cases} \\
& =h\left(\varphi_{1} \circ \varphi_{2}\right)(x, y) .
\end{aligned}
$$

Thus $h$ is an isomorphism.

### 6.4 Conclusions

In this chapter, we have shown that the algebraic structure $(\mathbb{I}, \circledast)$, when equipped with lattice operations, becomes a lattice ordered monoid. Moreover, we have shown that because of the presence of zero elements $(\mathbb{I}, \circledast)$ does not become a group. Further, we have also shown that the presence of zero elements and absence of commutativity preclude the possibility of graduating $(\mathbb{I}, \circledast)$ from a monoid to a group. Noting that there exist non-trivial subgroups of $(\mathbb{I}, \circledast)$ we set out to find the largest subgroup of $(\mathbb{I}, \circledast)$. Since the set of all invertible elements of a monoid forms the largest subgroup, we have characterised the set of all invertible elements of $(\mathbb{I}, \circledast)$ which is denoted by $\mathbb{S}$ and determined their representations. Further we have shown that $\mathbb{S}$ is isomorphic to the group $\Phi$ of all increasing bijections, the composition of functions being the binary operation.

## Chapter 7

# Group Actions on $\mathbb{I}$ and Conjugacy Classes 

Mathematics is the art of giving the same name to different things. -Jules Henri Poincare

We recall from Chapter 1 that one of our objectives for this thesis is to obtain a rich algebraic structure on $\mathbb{I}$ that would throw more light on fuzzy implications by providing newer insights and connections between existing families and properties of fuzzy implications. Unfortunately, we have found that $(\mathbb{I}, \circledast)$ is only a monoid but not a group, which precludes further applications of known results. For instance, the theory and results based on normal subgroups cannot be applied to obtain any kind of unique decomposition and hence, some characterisation or representation results.

We know that the set of all invertible elements of a monoid forms a subgroup. In Section 6.2, we have characterised all such elements of the monoid $(\mathbb{I}, \circledast)$, whose set is denoted by $\mathbb{S}$, and obtained their representations. In this chapter we investigate the group actions of $\mathbb{S}$ on $\mathbb{I}$.

In Section 7.1, we begin by recalling the conjugacy classes of fuzzy implications that have been proposed in the literature. In Section 7.2, we discuss the action of a group on a non-empty set. With the help of the largest subgroup $\mathbb{S}$ of $(\mathbb{I}, \circledast)$, we propose three different group actions on the set $\mathbb{I}$. In Section 7.3, we obtain, with the help of the group action we propose here, some hitherto unknown and simpler representations of Yager's families of fuzzy implications, namely, $f$-, $g$ - implications. With the help of the group action proposed in Section 7.4, we show that the equivalence classes obtained through this group action are nothing but the conjugacy classes proposed by Baczyński and Drewniak in [5]. Finally in Section 7.5, we propose yet another group action of $\mathbb{S}$ on $\mathbb{I}$ and show that the equivalence classes that we obtain are exactly the conjugacy classes proposed by Jayaram and Mesiar in [41], in the context of generating special implications from special implications.

### 7.1 Existing Conjugacy Classes of Fuzzy Implications

In this section we recall two conjugacy classes of fuzzy implications proposed by Baczyński and Drewniak [5] and Jayaram and Mesiar [41].

### 7.1.1 Conjugacy Classes Proposed by Baczyński and Drewniak

In Section 1.3.3, we have recalled the conjugacy classes of fuzzy implications proposed by Baczyński and Drewniak in [5]. For a given $I \in \mathbb{I}$ and $\varphi \in \Phi$, they defined $I_{\varphi}$ as follows:

$$
I_{\varphi}(x, y)=\varphi^{-1}(I(\varphi(x), \varphi(y))), \quad x, y \in[0,1] .
$$

Clearly, $I_{\varphi} \in \mathbb{I}$ for all $I \in \mathbb{I}$ and $\varphi \in \Phi$. In the literature, $I_{\varphi}$ is called a $\varphi$-conjugate of $I$ and if $I_{\varphi}=I$ for all $\varphi \in \Phi$ then $I$ is a self conjugate or invariant (see Section 1.3.3). Moreover, defining a relation $\sim_{\mathcal{B}}$ on $\mathbb{I}$ as $I \sim_{\mathcal{B}} J \Longleftrightarrow J=I_{\varphi}$ for some $\varphi \in \Phi$, they showed that $\sim_{\mathcal{B}}$ is an equivalence relation on $\mathbb{I}$ in which the equivalence classes of $I \in \mathbb{I}$ are given by

$$
\begin{align*}
{[I]_{\sim_{\mathcal{B}}} } & =\left\{J \in \mathbb{I} \mid I \sim_{\mathcal{B}} J\right\} \\
& =\left\{J \in \mathbb{I} \mid J=I_{\varphi} \text { for some } \varphi \in \Phi\right\} \\
& =\left\{J \in \mathbb{I} \mid J(x, y)=\varphi^{-1}(I(\varphi(x), \varphi(y))) \text { for some } \varphi \in \Phi\right\} \\
& =\left\{J(x, y)=\varphi^{-1}(I(\varphi(x), \varphi(y))) \text { for some } \varphi \in \Phi\right\} . \tag{7.1}
\end{align*}
$$

In the following we note that the above equivalence relation preserves some of the most desirable basic properties of fuzzy implications as well as is closed w.r.to some families of fuzzy implications.

Proposition 7.1.1 ([8], Proposition 1.3.6). Let $\varphi \in \Phi$. If $I \in \mathbb{I}$ satisfies (NP) ((IP), (OP), (EP)), then $I_{\varphi}$ also satisfies (NP) ((IP), (OP), (EP)).

Theorem 7.1.2 ([8], Theorem 2.4.5). If $I_{S, N}$ is an (S,N)-implication, then the $\Phi$-conjugate of $I_{S, N}$ is also an $(S, N)$-implication generated from the $\Phi$-conjugate $t$-conorm of $S$ and the $\Phi$-conjugate fuzzy negation of $N$, i.e., if $\varphi \in \Phi$, then

$$
\left(I_{S, N}\right)_{\varphi}=I_{S_{\varphi}, N_{\varphi}}
$$

Proposition 7.1.3 ([8], Proposition 2.5.10). If $I_{T}$ is an R-implication, then the $\Phi$-conjugate of $I_{T}$ is also an $R$-implication generated from the $\Phi$-conjugate $t$-norm of $T$, i.e., if $\varphi \in \Phi$, then

$$
\left(I_{T}\right)_{\varphi}=I_{T_{\varphi}} .
$$

### 7.1.2 Conjugacy Classes Proposed by Jayaram and Mesiar

In [41], Jayaram and Mesiar studied a new class of fuzzy implications, namely, special fuzzy implications, which were defined as follows.

Definition 7.1.4 (cf.[36], [41], Definition 1.1). A fuzzy implication I is said to be special, if for any $\epsilon>0$ and for all $x, y \in[0,1]$ such that $x+\epsilon, y+\epsilon \in[0,1]$ the following condition is fulfilled:

$$
\begin{equation*}
I(x, y) \leq I(x+\epsilon, y+\epsilon) \tag{SP}
\end{equation*}
$$

In particular they characterised the set of all fuzzy implications that are also special. In the context of generating special fuzzy implications from special fuzzy implications they proposed the following transformation.

Definition 7.1.5 ([41], Definition 9.7). Let $\varphi \in \Phi$ and $I \in \mathbb{I}$. Define the following function:

$$
\varphi(I)(x, y)=\varphi(I(x, y)), \quad x, y \in[0,1] .
$$

Further they showed that the transformation defined in Definition 7.1 .5 preserves all the axioms of fuzzy implications including (SP) (see, Proposition 9.8 in [41]). Moreover, one can define $\sim_{\mathcal{J}}$ on $\mathbb{I}$ as follows:

$$
\begin{equation*}
I \sim_{\mathcal{J}} J \Longleftrightarrow J=\varphi(I) \tag{7.2}
\end{equation*}
$$

for some $\varphi \in \Phi$. Then it is not difficult to see that $\sim_{\mathcal{J}}$ is, in fact, an equivalence relation on $\mathbb{I}$ and partitions it into equivalence classes which are given by

$$
\begin{aligned}
{[I]_{\sim_{\mathcal{J}}} } & =\left\{J \in \mathbb{I} \mid I \sim_{\mathcal{J}} J\right\} \\
& =\{J \in \mathbb{I} \mid J=\varphi(I) \text { for some } \varphi \in \Phi\} \\
& =\{J \in \mathbb{I} \mid J(x, y)=\varphi(I(x, y)) \text { for some } \varphi \in \Phi\} .
\end{aligned}
$$

The following result shows one of the important properties that equivalence classes obtained as above have.

Proposition 7.1.6 ([41], Definition 9.8). $I \in \mathbb{I}$ is a special fuzzy implication $\Longleftrightarrow \varphi(I)$ is a special fuzzy implication.

In Sections 7.1.1 and 7.1.2 we have recalled the conjugacy classes proposed earlier by Baczyński and Drewniak, Jayaram and Mesiar, respectively, in different contexts. However, one should notice that there does not exist, in the literature, any algebraic perspectives for either of the discussed conjugacy classes so far. In our investigations we have found that these conjugacy classes are exactly the equivalence classes obtained via some group actions of $\mathbb{S}$ on $\mathbb{I}$. Towards this end, in Section 7.2, we recall the notion of action of a group on a non-empty set and the equivalence classes obtained thereof to make the above claims more explicit in Sections 7.4 and 7.5.

### 7.2 Group Action on a Set and Consequent Partition

We know that every equivalence relation on a non-empty set gives rise to a partition of the set into equivalence classes and vice versa. Unfortunately, it is always not easy to define a nontrivial relation on a set which also becomes an equivalence relation on it. Further given a partition it is not easy to find the underlying equivalence relation. However, one can achieve this with the help of group actions acting on the set under consideration.

In the following we briefly recall the basic concepts of a group action and how one always can obtain a partition of a set into equivalence classes via the equivalence relation defined with the help of the group action. More details can be found in any book dealing with the theory of groups, for example, [71].

Definition 7.2.1 ([71], Pg. 488). Let $(S, *)$ be a group and $T$ be a non empty set. A function $\bullet: S \times T \longrightarrow T$ is called a group action if, for all $s_{1}, s_{2} \in S$ and $t \in T$, $\bullet$ satisfies the following two conditions:
(i) $s_{1} \bullet\left(s_{2} \bullet t\right)=\left(s_{1} * s_{2}\right) \bullet t$.
(ii) $e \bullet t=t$ where $e$ is the identity of $S$.

Remark 7.2.2. Let $(S, *)$ be a group and $T$ be a non empty set. Let $\bullet$ be a group action of $S$ on $T$. Define $t_{1} \sim t_{2} \in T$ if and only if $t_{1}=s \bullet t_{2}$ for some $s \in S$. Then it is easy to see that the relation $\sim$ is an equivalence relation on $T$ and it partitions $T$ into equivalence classes. The equivalence class containing $t \in T$ is given by the set $\{u \in T \mid t \sim u\}$.

From the discussion above, it is clear that every group action on a set induces a partition on the considered set and hence different group actions will lead to different partitions of the set. Here, in the following sections, we propose three group actions on the set $\mathbb{I}$ and find the equivalence classes obtained thereof. In fact, we show that one of the group actions that we propose leads to hitherto unknown representations of Yager's classes of fuzzy implications while the other two give algebraic connotations of conjugacy classes discussed in Sections 7.1.1 and 7.1.2, respectively.

### 7.3 Pseudo-conjugacy Classes of Fuzzy Implications

In this section, we propose a group action of $\mathbb{S}$ on $\mathbb{I}$ and investigate the equivalence classes induced from it. Further, we show that these equivalence classes preserve most of the basic properties of fuzzy implications. Moreover, we find that the equivalence classes of fuzzy implications coming from Yager's families (i.e., both $f$-, $g$ - implications). Further we show firstly that the family of Yager's $f$ - implications consists of only two equivalence classes whose representatives are $I_{\mathbf{R C}}$ and $I_{\mathbf{Y G}}$ implications and secondly that the family of Yager's $g$ - implications also consists of two equivalence classes with $I_{\mathbf{G G}}$ and $I_{\mathbf{Y G}}$ being the representative elements.

### 7.3.1 Group action and Pseudo-conjugacy

In the following we define a group action of $\mathbb{S}$ on $\mathbb{I}$.
Definition 7.3.1. Let $\bullet: \mathbb{S} \times \mathbb{I} \longrightarrow \mathbb{I}$ be a map defined by

$$
(K, I) \longrightarrow K \bullet I=K \circledast I \circledast K^{-1}
$$

Lemma 7.3.2. The function $\bullet$ is a group action of $\mathbb{S}$ on $\mathbb{I}$.
Proof. (i) Let $K_{1}, K_{2} \in \mathbb{S}$ and $I \in \mathbb{I}$.

$$
\begin{aligned}
K_{1} \bullet\left(K_{2} \bullet I\right) & =K_{1} \circledast\left(K_{2} \bullet I\right) \circledast K_{1}^{-1} \\
& =K_{1} \circledast K_{2} \circledast I \circledast K_{2}^{-1} \circledast K_{1}^{-1} \\
& =\left(K_{1} \circledast K_{2}\right) \circledast I \circledast\left(K_{1} \circledast K_{2}\right)^{-1} \\
& =\left(K_{1} \circledast K_{2}\right) \bullet I .
\end{aligned}
$$

(ii) Similarly, $I_{\mathbf{D}} \bullet I=I_{\mathbf{D}} \circledast I \circledast I_{\mathbf{D}}^{-1}=I$, since $I_{\mathbf{D}}$ is the identity of $(\mathbb{I}, \circledast)$.

Thus $\bullet$ is group action of $\mathbb{S}$ on $\mathbb{I}$.

Recall from Remark 7.2.2 that, every group action leads to an equivalence relation on the set under consideration. In the following we define a relation on $\mathbb{I}$ using the group action defined in Definition 7.3.1 which leads to an equivalence relation on $\mathbb{I}$.

Definition 7.3.3. Let $I, J \in \mathbb{I}$. Define $I \dot{\sim} J \Longleftrightarrow J=K \bullet I$ for some $K \in \mathbb{S}$. In other words, $I \dot{\sim} J \Longleftrightarrow J=K \circledast I \circledast K^{-1}$ for some $K \in \mathbb{S}$.

Remark 7.3.4. Let $I \in \mathbb{I}$. Then the equivalence class containing $I$ will be of the form

$$
[I]_{\dot{\sim}}=\left\{J \in \mathbb{I} \mid J=K \circledast I \circledast K^{-1} \text { for some } K \in \mathbb{S}\right\} .
$$

Since any $K \in \mathbb{S}$ is of the form

$$
K(x, y)= \begin{cases}1, & \text { if } x=0 \\ \varphi(y), & \text { if } x>0\end{cases}
$$

for some $\varphi \in \Phi$, we have that, if $J \in[I]_{\dot{\sim}}$, then $J(x, y)=\varphi\left(I\left(x, \varphi^{-1}(y)\right)\right)$ for all $x, y \in[0,1]$.
Definition 7.3.5. If $I, J \in \mathbb{I}$ are related as $J(x, y)=\varphi\left(I\left(x, \varphi^{-1}(y)\right)\right)$ for all $x, y \in[0,1]$ for some $\varphi \in \Phi$, then we say that $J$ is a $\varphi$-pseudo conjugate of $I$, or alternately and equivalently, $I$ is a $\varphi^{-1}$-pseudo conjugate of $J$.

### 7.3.2 $\varphi$-pseudo conjugates of Fuzzy Implications and Basic Properties

Interestingly, $\varphi$ - pseudo conjugates do preserve some properties of the fuzzy implications as the following lemma illustrates.

Lemma 7.3.6. Let $I \in \mathbb{I}$ and $J \in[I]_{\boldsymbol{\sim}}$. Then
(i) I satisfies (LI) w.r.to $T \Longleftrightarrow J$ satisfies (LI) w.r.to $T$.
(ii) I satisfies (EP) $\Longleftrightarrow J$ satisfies (EP).
(iii) I satisfies (NP) $\Longleftrightarrow J$ satisfies (NP).
(iv) $I$ is continuous $\Longleftrightarrow J$ is continuous.
(v) Range of I is trivial $\Longleftrightarrow$ Range of $J$ is trivial.

Proof. In the following we prove only (i) and (ii), as points (iii)-(v) can be proven similarly.
(i) Let $I$ satisfy (LI) w.r.to a t-norm $T$ and $J \in[I]_{\dot{\sim}}$. Then from Remark 7.3.4, it follows that $J$ is a $\varphi$-pseudo conjugate of $I$. i.e., $J(x, y)=\varphi\left(I\left(x, \varphi^{-1}(y)\right)\right)$ for some $\varphi \in \Phi$. Now it follows that

$$
\begin{aligned}
J(x, J(y, z)) & =J\left(x, \varphi\left(I\left(y, \varphi^{-1}(z)\right)\right)\right. \\
& =\varphi\left(I\left(x, I\left(y, \varphi^{-1}(z)\right)\right)\right) \\
& \left.=\varphi\left(I\left(T(x, y), \varphi^{-1}(z)\right)\right)\right) \\
& =J(T(x, y), z)) .
\end{aligned}
$$

Thus $J$ satisfies (LI). The converse can be proven similarly.
(ii) Let $I$ satisfy (EP) and $J \in[I]_{\dot{\sim}}$. Then $J(x, y)=\varphi\left(I\left(x, \varphi^{-1}(y)\right)\right)$ for some $\varphi \in \Phi$. Now,

$$
\begin{aligned}
J(x, J(y, z)) & =J\left(x, \varphi\left(I\left(y, \varphi^{-1}(z)\right)\right)\right) \\
& =\varphi\left(I\left(x, I\left(y, \varphi^{-1}(z)\right)\right)\right) \\
& =\varphi\left(I\left(y, I\left(x, \varphi^{-1}(z)\right)\right)\right), \quad\lceil\because I \text { has }(\mathrm{EP}) \\
& =J\left(y, \varphi\left(I\left(x, \varphi^{-1}(z)\right)\right)\right) \\
& =J(y, J(x, z))
\end{aligned}
$$

Thus $J$ satisfies (EP). The converse can be proven similarly.

The following lemmata show that unlike fuzzy implications satisfying (NP) or (EP), not all the $\varphi$-pseudo conjugates of a fuzzy implication satisfying (IP) (or (OP)) satisfy (IP) (or (OP)).

Lemma 7.3.7. Let $I \in \mathbb{I}_{\mathbf{I P}}$ and $J \in[I]_{\dot{\sim}}$, i.e., $J(x, y)=\varphi\left(I\left(x, \varphi^{-1}(y)\right)\right)$ for some $\varphi \in \Phi$. If $\varphi(x) \leq x$ for all $x \in[0,1]$ then $J$ satisfies (IP).

Proof. Let $I \in \mathbb{I}_{\mathbf{I P}}$. i.e., $I(x, x)=1$ for all $x \in[0,1]$. Let $x, y \in[0,1]$ be such that $x \leq y$. Since every $I \in \mathbb{I}$ is increasing in the second variable, it follows that $1=I(x, x) \leq I(x, y)$. Thus if $I$ has (IP) then $I(x, y)=1$, whenever $x \leq y$. Let $\varphi(x) \leq x$ for all $x \in[0,1]$, i.e., $x \leq \varphi^{-1}(x)$ for all $x \in[0,1]$. Then $I\left(x, \varphi^{-1}(x)\right)=1$ and hence $\varphi\left(I\left(x, \varphi^{-1}(x)\right)\right)=1$, i.e., $J$ satisfies (IP).

Remark 7.3.8. The converse of Lemma 7.3.7 is not true. To see this let $I \in \mathbb{I}$ be defined as

$$
I(x, y)= \begin{cases}1, & \text { if } x<1 \\ y^{2}, & \text { if } x=1 \text { and } y \leq \frac{1}{2} \\ y, & \text { otherwise }\end{cases}
$$

It is clear that I satisfies (IP). If $J \in[I]_{\dot{\sim}}$ then $J(x, y)=\varphi\left(I\left(x, \varphi^{-1}(y)\right)\right)$ for some $\varphi \in \Phi$. Take $\varphi(x)=$ $\sin \left(\frac{\pi x}{2}\right)$. Note that $\varphi(x) \geq x$ for all $x \in[0,1]$. However, for this choice of $\varphi, J$ has the following form.

$$
J(x, y)= \begin{cases}1, & \text { if } x<1 \\ \sin \left(\frac{2}{\pi}\left(\sin ^{-1}(y)\right)^{2}\right), & \text { if } x=1 \text { and } y \leq \frac{1}{2} \\ y, & \text { otherwise }\end{cases}
$$

From the expression of $J$, one can easily conclude that $J$ has (IP).
Lemma 7.3.9. Let $I \in \mathbb{I}_{\mathbf{O P}}$ and $J \in[I]_{\dot{\sim}}$, i.e., $J(x, y)=\varphi\left(I\left(x, \varphi^{-1}(y)\right)\right)$ for some $\varphi \in \Phi$. Then the following statements are equivalent:
(i) $J$ satisfies (OP).
(ii) $\varphi(x)=x$ for all $x \in[0,1]$.

Proof. (i) $\Longrightarrow$ (ii). Let $J$ satisfy (OP). Then

$$
\begin{aligned}
x \leq y & \Longleftrightarrow J(x, y)=1 \\
& \Longleftrightarrow \varphi\left(I\left(x, \varphi^{-1}(y)\right)\right)=1 \\
& \Longleftrightarrow I\left(x, \varphi^{-1}(y)\right)=1 \\
& \Longleftrightarrow x \leq \varphi^{-1}(y) \\
& \Longleftrightarrow \varphi(x) \leq y .
\end{aligned}
$$

Thus we have proved that $x \leq y \Longleftrightarrow \varphi(x) \leq y$ which implies that $\varphi(x)=x$ for all $x \in[0,1]$.
(ii) $\Longrightarrow$ (i). Follows trivially.

### 7.3.3 An Alternative Representation of $f$ - implications

In this section, we focus on the family of $f$-implications introduced earlier, please see Section 5.3.1 for more details. Based on the group action proposed in Definition 7.3.1 and the equivalence classes obtained therefrom in Remark 7.3.4, we show that every $f$-implication is a $\varphi$-pseudo conjugate of either the Yager implication $I_{\mathbf{Y G}}$ or the Reichenbach implication $I_{\mathbf{R C}}$. We would like to highlight that this fact is not at all obvious, see for instance, Example 7.3.10(iii), (iv) and (v) below.

Example 7.3.10 ([8], Example 3.1.3). (i) If we take the $f$-generator $f_{l}(x)=-\ln x$, then we obtain the Yager implication $I_{\mathbf{Y G}}$ (see, Table 1.2).
(ii) If we take the $f$-generator $f_{c}(x)=1-x$, then we obtain the Reichenbach implication $I_{\mathbf{R C}}$ (see, Table 1.2).
(iii) Let us consider the f-generator $f(x)=\cos \left(\frac{\pi}{2} x\right)$, which is a continuous and strictly decreasing trigonometric function such that $f(0)=\cos 0=1$ and $f(1)=\cos \frac{\pi}{2}=0$. Its inverse is given by $f^{-1}(x)=\frac{2}{\pi} \cdot \cos ^{-1} x$ and the corresponding $f$-implication is given by

$$
I_{f}(x, y)=\frac{2}{\pi} \cos ^{-1}\left(x \cdot \cos \left(\frac{\pi}{2} y\right)\right), \quad x, y \in[0,1] .
$$

(iv) Let us consider the Frank's class of additive generators of $t$-norms (see [48], pg. 110) as the $f$ generators which are given by

$$
f^{s}(x)=-\ln \left(\frac{s^{x}-1}{s-1}\right), \quad s>0, s \neq 1 .
$$

Then $f^{s}(0)=\infty$, its inverse is given by $\left(f^{s}\right)^{-1}(x)=\log _{s}\left(1+(s-1) e^{-x}\right)$ and the corresponding $f$-implication, for every $s$, is given by

$$
I_{f^{s}}(x, y)=\log _{s}\left(1+(s-1)^{1-x}\left(s^{y}-1\right)^{x}\right), \quad x, y \in[0,1] .
$$

(v) If we take the Yager's class of additive generators, viz., $f^{\lambda}(x)=(1-x)^{\lambda}$, where $\lambda \in(0, \infty)$, as the $f$-generators, then $f^{\lambda}(0)=1$, its inverse is given by $\left(f^{\lambda}\right)^{-1}(x)=1-x^{\frac{1}{\lambda}}$ and the corresponding $f$ -
implication, for every $\lambda \in(0, \infty)$, is given by

$$
I_{f^{\lambda}}(x, y)=1-x^{\frac{1}{\lambda}}(1-y), \quad x, y \in[0,1] .
$$

Remark 7.3.11. Let $f$ be an $f$-generator. If any $\varphi \in \Phi$ then the function $f \circ \varphi:[0,1] \longrightarrow[0, \infty]$ is strictly decreasing and $(f \circ \varphi)(1)=0$. Thus $f \circ \varphi$ is also an $f$-generator for every $\varphi \in \Phi$.

Our first result shows that if $I$ is an $f$-implication then every $\varphi$-pseudo conjugate of $I$ is also an $f$-implication.

Lemma 7.3.12. Let $I \in \mathbb{I}$ and $J \in[I]_{\dot{\sim}}$. Then $I \in \mathbb{I}_{\mathbb{F}} \Longleftrightarrow J \in \mathbb{I}_{\mathbb{F}}$.
Proof. Let $I \in \mathbb{I}_{\mathbb{F}}$ and $J \in[I]_{\dot{\sim}}$. Then $I(x, y)=f^{-1}(x \cdot f(y))$ for some generator $f$. Now,

$$
\begin{aligned}
J(x, y) & =\varphi\left(I\left(x, \varphi^{-1}(y)\right)\right) \\
& =\varphi\left(f^{-1}\left(x \cdot f\left(\varphi^{-1}(y)\right)\right)\right) \\
& =\left(f \circ \varphi^{-1}\right)^{-1}\left(x \cdot\left(f \circ \varphi^{-1}\right)(y)\right) \\
& =I_{f \circ \varphi^{-1}}(x, y) .
\end{aligned}
$$

Thus $J$ is an $f$-implication. Analogously one can prove the converse.
In fact, the following two results show that Lemma 7.3.12 can be made even stronger.
Lemma 7.3.13. Let $I \in \mathbb{I}$ and $J \in[I]_{\boldsymbol{\sim}}$. Then $I \in \mathbb{I}_{\mathbb{F}, \infty} \Longleftrightarrow J \in \mathbb{I}_{\mathbb{F}, \infty}$.
Proof. Let $I$ be an $f$-implication generated by some $f$-generator $f$ such that $f(0)=\infty$. Let $J \in[I]_{\boldsymbol{\sim}}$. From Lemma 7.3.12, it follows that $J=I_{f \circ \varphi^{-1}}$ for some $\varphi \in \Phi$. From Remark 7.3.11, it follows that $f \circ \varphi^{-1}$ is also an $f$-generator. Moreover $\left(f \circ \varphi^{-1}\right)(0)=f\left(\varphi^{-1}(0)\right)=f(0)=\infty$. Thus $J \in \mathbb{I}_{\mathbb{F}, \infty}$.

Corollary 7.3.14. Let $I \in \mathbb{I}$ and $J \in[I]_{\dot{\sim}}$. Then $I \in \mathbb{I}_{\mathbb{F}, 1} \Longleftrightarrow J \in \mathbb{I}_{\mathbb{F}, 1}$.
Theorem 7.3.15. $\mathbb{I}_{\mathbb{F}, \infty}=\left[I_{\mathrm{YG}}\right]_{\dot{\sim}}$.
Proof. We know that $I_{\mathbf{Y G}}$ is an $f$-implication with the generator $f(x)=-\ln x$ (see, Example 7.3.10(i)). Observe that $f(0)=\infty$ and hence $I_{\mathbf{Y G}} \in \mathbb{I}_{\mathbb{F}, \infty}$. Let $J \in\left[I_{\mathbf{Y G}}\right]_{\dot{\sim}}$. From Lemma 7.3.13, it follows that $J \in \mathbb{I}_{\mathrm{F}, \infty}$. Thus $\left[I_{\mathbf{Y G}}\right]_{\dot{\sim}} \subseteq \mathbb{I}_{\mathrm{F}, \infty}$.

Now, let $I \in \mathbb{I}_{\mathbb{F}, \infty}$, i.e., $I=I_{f}$ for some $f$-generator $f$ such that $f(0)=\infty$. Take $\varphi(x)=$ $f^{-1}(-\ln x)$. Then $\varphi(0)=0$ and $\varphi(1)=1$. Moreover $\varphi$ is an increasing bijection and hence $\varphi \in \Phi$. Take $f_{l}(x)=-\ln x$. Then $\left(f_{l} \circ \varphi^{-1}\right)(x)=f_{l}\left(e^{-f(x)}\right)=-\ln \left(e^{-f(x)}\right)=f(x)$. Thus $I=I_{f}=I_{f_{l} \circ \varphi^{-1}}$. This implies that $I \in\left[I_{\mathbf{Y G}}\right]_{\dot{\sim}}$ and consequently $\mathbb{I}_{\mathrm{F}, \infty} \subseteq\left[I_{\mathbf{Y G}}\right]_{\dot{\sim}}$.

Theorem 7.3.16. $\mathbb{I}_{\mathbb{F}, 1}=\left[I_{\mathbf{R C}}\right]_{\dot{\sim}}$.
Proof. We know that $I_{\mathbf{R C}}$ is an $f$ - implication with the $f$ - generator $f(x)=1-x$ (see, Example 7.3.10(ii)). Note that $f(0)=1$ and hence $I_{\mathbf{R C}} \in \mathbb{I}_{\mathbb{F}, 1}$. Let $J \in\left[I_{\mathbf{R C}}\right]_{\dot{\sim}}$. From Corollary 7.3.14, it follows that $J \in \mathbb{I}_{\mathbb{F}, 1}$. Thus $\left[I_{\mathbf{R C}}\right]_{\dot{\sim}} \subseteq \mathbb{I}_{\mathbb{F}, 1}$.

Now, let $I \in \mathbb{I}_{\mathbb{F}, 1}$. Then $I=I_{f}$ for some $f$-generator $f$ such that $f(0)=1$. Take $\varphi(x)=1-f(x)$. It is clear that $\varphi(0)=0, \varphi(1)=1$ and $\varphi(x)$ is increasing bijection on $[0,1]$. Moreover $I=I_{f}=I_{f_{c} \circ \varphi^{-1}}$ where $f_{c}(x)=1-x$. Hence $I \in\left[I_{\mathbf{R C}}\right]_{\dot{\sim}}$.

Corollary 7.3.17. (i) An $I \in \mathbb{I}_{\mathbb{F}, \infty}$ if and only if for some $\varphi \in \Phi$,

$$
I(x, y)= \begin{cases}1, & \text { if } x=0 \text { and } y=0 \\ \varphi\left(\left[\varphi^{-1}(y)\right]^{x}\right), & \text { if } x>0 \text { or } y>0\end{cases}
$$

(ii) An $I \in \mathbb{I}_{\mathbb{F}, 1}$ if and only if for some $\varphi \in \Phi, I(x, y)=\varphi\left(1-x+x \varphi^{-1}(y)\right)$.
(iii) $\mathbb{I}_{\mathbb{F}}=\mathbb{I}_{\mathbb{F}, \infty} \cup \mathbb{I}_{\mathbb{F}, 1}=\left[I_{\mathbf{Y G}}\right]_{\dot{\sim}} \cup\left[I_{\mathbf{R C}}\right]_{\dot{\sim}}$.

The above results, as it often happens in mathematics, merge aesthetics with utility; through the group action we have proposed, we have shown that every $f$-implication is a pseudo-conjugate of either the Yager implication $I_{\mathbf{Y G}}$ or the Reichenbach implication $I_{\mathbf{R C}}$, a fact that is not at all apparent from Example 7.3.10.

### 7.3.4 An Alternative Representation of $g$ - implications

From Chapter 5, we recall that the class of $g$-implications is another class of Yager's implications (see, Definition 5.4.1). In this subsection we examine the effect of the group action that we have proposed on the family of $g$-implications and investigate the equivalence classes for different subsets of $g$-implications, viz., $\mathbb{I}_{\mathfrak{G}, \infty}$ and $\mathbb{I}_{\mathfrak{G}, 1}$. Based on our results, once again for the first time, we show that every $g$-implication is a pseudo-conjugate of either the Yager implication $I_{\mathbf{Y G}}$ or the Goguen implication $I_{\mathbf{G G}}$.

Example 7.3.18 ([8], Example 3.2.4). Much like the $f$-generators, the $g$-generators can be seen as continuous additive generators of continuous Archimedean t-conorms (see Chapter 4, [48]). Once again, the following examples illustrate this idea.
(i) If we take the $g$-generator $g_{l}(x)=-\ln (1-x)$, then we obtain the following fuzzy implication:

$$
I_{g_{l}}(x, y)=I(x, y)= \begin{cases}1, & \text { if } x=0 \text { and } y=0 \\ 1-(1-y)^{\frac{1}{x}}, & x \in(0,1] \text { or } y \in(0,1]\end{cases}
$$

(ii) If we take the $g$-generator $g_{c}(x)=x$, then we obtain the Goguen implication $I_{g_{c}}=I_{\mathbf{G G}}$.
(iii) One can easily calculate that for the $g$-generator $g(x)=-\frac{1}{\ln x}$ we obtain the Yager implication $I_{\mathbf{Y G}}$, which is also an $f$-implication.
(iv) If we take the trigonometric function $g_{\mathbf{t}}(x)=\tan \left(\frac{\pi}{2} x\right)$, which is a continuous function with $g_{\mathbf{t}}(0)=$ $0, g_{\mathbf{t}}(1)=\infty$, as the $g$-generator, then its inverse is $g_{\mathbf{t}}^{-1}(x)=\frac{2}{\pi} \tan ^{-1}(x)$ and we obtain the following $g$-implication:

$$
I_{g_{\mathbf{t}}}(x, y)=\frac{2}{\pi} \tan ^{-1}\left(\frac{1}{x} \cdot \tan \left(\frac{\pi}{2} y\right)\right), \quad x, y \in[0,1] .
$$

(v) If we take the Yager's class of additive generators, $g^{\lambda}(x)=x^{\lambda}$, where $\lambda \in(0, \infty)$, as the $g$-generators, then $g^{\lambda}(1)=1$ for every $\lambda$, its pseudo-inverse is given by $\left(g^{\lambda}\right)^{(-1)}(x)=\min \left(1, x^{\frac{1}{\lambda}}\right)$ and the $g$ -
implication is given by

$$
I_{g^{\lambda}}(x, y)=\min \left(1, \frac{y}{x^{\frac{1}{\lambda}}}\right)=\left\{\begin{array}{ll}
1, & \text { if } x^{\frac{1}{\lambda}} \leq y, \\
\frac{y}{x^{\frac{1}{\lambda}}}, & \text { if } x^{\frac{1}{\lambda}}>y,
\end{array} \quad x, y \in[0,1] .\right.
$$

(vi) If we take the Frank's class of additive generators of $t$-conorms (see Remark 4.8, [48]),

$$
g^{s}(x)=-\ln \left(\frac{s^{1-x}-1}{s-1}\right), \quad s>0, s \neq 1
$$

as the $g$-generators, then for every $s$, we have $g^{s}(1)=\infty$,

$$
\left(g^{s}\right)^{-1}(x)=1-\log _{s}\left(1+(s-1) e^{-s}\right)
$$

and the corresponding $g$-implication is given by

$$
I_{g^{s}}(x, y)=1-\log _{s}\left(1+(s-1)^{\frac{x-1}{x}}\left(s^{1-y}-1\right)^{\frac{1}{x}}\right), \quad x, y \in[0,1] .
$$

Remark 7.3.19. Note that for every $g$-generator $g$, the function $g \circ \varphi:[0,1] \longrightarrow[0, \infty]$ is strictly increasing and $(g \circ \varphi)(0)=0$ for all $\varphi \in \Phi$. Thus $g \circ \varphi$ is also a $g$ - generator for every $\varphi \in \Phi$.

Our first result shows that if $I$ is a $g$-implication then every $\varphi$-pseudo conjugate of $I$ is also a $g$-implication.

Lemma 7.3.20. Let $I \in \mathbb{I}$ and $J \in[I]_{\dot{\sim}}$. Then $I \in \mathbb{I}_{G} \Longleftrightarrow J \in \mathbb{I}_{\mathbb{G}}$.
Once again, the following results show that every $g$-implication is a $\varphi$-pseudo conjugate of either the Yager implication $I_{\mathbf{Y G}}$ or the Goguen implication $I_{\mathbf{G G}}$.

Theorem 7.3.21. $\mathbb{I}_{\mathbb{G}, \infty}=\left[I_{\mathrm{YG}}\right]_{\underset{\sim}{*}}$.
Proof. From Proposition 5.4.5 and Theorem 7.3.15, the proof follows directly.
Theorem 7.3.22. $\mathbb{I}_{\mathbb{G}, 1}=\left[I_{G G}\right]_{\dot{\sim}}$.
Proof. We know that $I_{\mathbf{G G}}=I_{g}$ where $g(x)=x$. Since $g(1)=1$, clearly $I_{\mathbf{G G}} \in \mathbb{I}_{\mathfrak{G}, 1}$ and consequently $\left[I_{\mathbf{G G}}\right]_{\mathfrak{\sim}} \subseteq \mathbb{I}_{\mathbb{G}, 1}$.

Let $I \in \mathbb{I}_{\mathbb{G}, 1}$ i.e., $I=I_{g}$ for some generator $g$ such that $g(1)=1$. Take $\varphi(x)=g(x)$. Then $I=I_{g}=I_{g_{1} \circ \varphi^{-1}}$ where $g_{1}(x)=x$. It follows that $I \in\left[I_{\mathbf{G G}}\right]_{\dot{\sim}}$ and consequently $\mathbb{I}_{\mathbb{G}, 1} \subseteq\left[I_{\mathbf{G G}}\right]_{\dot{\sim}}$.

Corollary 7.3.23. (i) $A n I \in \mathbb{I}_{\mathbb{G}, \infty}$ if and only if for some $\varphi \in \Phi$,

$$
I(x, y)= \begin{cases}1, & \text { if } x=0 \text { and } y=0 \\ \varphi\left(\left[\varphi^{-1}(y)\right]^{x}\right), & \text { if } x>0 \text { or } y>0\end{cases}
$$

(ii) An $I \in \mathbb{I}_{\mathbb{G}, 1}$ if and only if, for some $\varphi \in \Phi, I(x, y)= \begin{cases}1, & \text { if } \varphi(x) \leq y, \\ \varphi\left(\frac{\varphi^{-1}(y)}{x}\right), & \text { if } \varphi(x)>y .\end{cases}$
(iii) $\mathbb{I}_{\mathbb{G}}=\mathbb{I}_{\mathbb{G}, \infty} \cup \mathbb{I}_{\mathbb{G}, 1}=\left[I_{\mathbf{Y G}}\right]_{\dot{\sim}} \cup\left[I_{\mathbf{G G}}\right]_{\dot{\sim}}$.

Once again, the above results show that the Yager implication $I_{\mathrm{YG}}$ and the Goguen implication $I_{\mathbf{G G}}$ act as seeds from which the entire family of $g$-implications can be obtained.

### 7.4 Algebraic Connotation of Baczyński and Drewniak Conjugacy Classes

In Section 7.1.1, we have recalled the conjugacy classes of fuzzy implications proposed by Baczyński and Drewniak. However, it should be noticed that there exists no algebraic connotation of these conjugacy classes so far. In this section we attempt to give an algebraic interpretation to these conjugacy classes and show that these conjugacy classes are exactly the equivalence classes of fuzzy implications obtained from a group action of $\mathbb{S}$ on the set $\mathbb{I}$.

Towards this, we first propose yet another new generating method of fuzzy implications from fuzzy implications and show that this method imposes a semigroup structure on the set $\mathbb{I}$.

Definition 7.4.1. Let $I, J \in \mathbb{I}$. Define $I \Delta J:[0,1]^{2} \longrightarrow[0,1]$ as follows:

$$
\begin{equation*}
(I \Delta J)(x, y)=I(J(1, x), J(x, y)), \quad x, y \in[0,1] . \tag{7.3}
\end{equation*}
$$

Observe that Definitions 2.1.1 and 7.4.1 are not identically same on $\mathbb{I}$.
Theorem 7.4.2. The function $I \Delta J$ is a fuzzy implciation. i.e., $I \Delta J \in \mathbb{I}$.
Proof. Let $I, J \in \mathbb{I}$ and $x_{1}, x_{2}, y \in[0,1]$.
(i) Let $x_{1} \leq x_{2}$. Then $J\left(x_{1}, y\right) \geq J\left(x_{2}, y\right)$ and $J\left(1, x_{1}\right) \leq J\left(1, x_{2}\right)$.

$$
\begin{aligned}
(I \Delta J)\left(x_{1}, y\right) & =I\left(J\left(1, x_{1}\right), J\left(x_{1}, y\right)\right) \\
& \geq I\left(J\left(1, x_{1}\right), J\left(x_{2}, y\right)\right) \\
& \geq I\left(J\left(1, x_{2}\right), J\left(x_{2}, y\right)\right) \\
& \geq(I \Delta J)\left(x_{2}, y\right) .
\end{aligned}
$$

Thus $I \Delta$ is decreasing in the first variable. Similarly, one can show that $I \Delta J$ is increasing in the second variable.
(ii) $(I \Delta J)(0,0)=I(J(1,0), J(0,0))=I(0,1)=1$.
$(I \Delta J)(1,1)=I(J(1,1), J(1,1))=I(1,1)=1$.
$(I \Delta J)(1,0)=I(J(1,1), J(1,0))=I(1,0)=0$.
Thus $I \Delta J$ is a fuzzy implication.
From Theorem 7.4.2, it follows that $I \Delta J \in \mathbb{I}$ for all $I, J \in \mathbb{I}$. Algebraically speaking, $\Delta$ becomes a binary operation on the set $\mathbb{I}$. In fact, in the following, we show that $\Delta$ is associative in $\mathbb{I}$, thus making $(\mathbb{I}, \Delta)$ a semigroup.

Theorem 7.4.3. $(\mathbb{I}, \Delta)$ is a semigroup.

Proof. From Theorem 7.4.2, it is enough to show that $\Delta$ is associative in $\mathbb{I}$. To show this, let $I, J, K \in \mathbb{I}$ and $x, y \in[0,1]$. Then

$$
\begin{aligned}
(I \Delta(J \Delta K))(x, y) & =I((J \Delta K)(1, x),(J \Delta K)(x, y)) \\
& =I(J(K(1,1), K(1, x)), J(K(1, x), K(x, y))) \\
& =I(J(1, K(1, x)), J(K(1, x), K(x, y))), \\
\text { and, }((I \Delta J) \Delta K)(x, y) & =(I \Delta J)(K(1, x), K(x, y)) \\
& =I(J(1, K(1, x)), J(K(1, x), K(x, y))) .
\end{aligned}
$$

Thus $\Delta$ is associative in $\mathbb{I}$ and $(\mathbb{I}, \Delta)$ forms a semigroup.

Unlike $(\mathbb{I}, \circledast)$, the semigroup $(\mathbb{I}, \Delta)$ is not a monoid. However, in the following, we show that the binary operations $\circledast$ and $\Delta$ are identically the same on $\mathbb{S}$, the set of all invertible elements of $(\mathbb{I}, \circledast)$.

Lemma 7.4.4. Let $I, J \in \mathbb{S}$. Then $I \circledast J=I \Delta J$.
Proof. Let $I, J \in \mathbb{S}$ and

$$
I(x, y)= \begin{cases}1, & \text { if } x=0 \\ \varphi(y), & \text { if } x>0\end{cases}
$$

and

$$
J(x, y)= \begin{cases}1, & \text { if } x=0 \\ \psi(y), & \text { if } x>0\end{cases}
$$

for some $\varphi, \psi \in \Phi$. Now,

$$
\begin{aligned}
(I \Delta J)(x, y) & =I(J(1, x), J(x, y)) \\
& =I(\psi(x), J(x, y)) \\
& = \begin{cases}1, & \text { if } x=0 \\
\varphi(\psi(y)), & \text { if } x>0\end{cases}
\end{aligned}
$$

and,

$$
\begin{aligned}
(I \circledast J)(x, y) & =I(x, J(x, y)) \\
& = \begin{cases}1, & \text { if } x=0 \\
\varphi(\psi(y)), & \text { if } x>0\end{cases}
\end{aligned}
$$

Thus $\circledast$ and $\Delta$ are equal on $\mathbb{S}$.

Remark 7.4.5. From Lemma 7.4.4, one may suspect that the binary operations $\circledast$ and $\Delta$ are identically same on $\mathbb{I}$, but this is not true. To see this, let $I(x, y)=I_{\mathbf{R C}}(x, y)=1-x+x y$ and $J(x, y)=\max \left(1-x, y^{2}\right)$. Then it follows that

$$
(I \circledast J)(x, y)=\max \left(1-x^{2}, 1-x+x y^{2}\right)
$$

while,

$$
(I \Delta J)(x, y)=\max \left(1-x^{3}, 1-x^{2}+x^{2} y^{2}\right)
$$

for all $x, y \in[0,1]$. With $x=0.5, y=0$, we see that

$$
(I \circledast J)(x, y)=0.75 \neq 0.87=(I \Delta J)(x, y) .
$$

From Lemma 7.4.4, the following remark is straightforward.

Lemma 7.4.6. For all $I \in \mathbb{I}, K \in \mathbb{S}, K \circledast\left(I \Delta K^{-1}\right)=(K \circledast I) \Delta K^{-1}$.

Proof. Let $I \in \mathbb{I}, K \in \mathbb{S}$. Then from Theorem 6.2.4, $K$ is given by (6.2), i.e.,

$$
K(x, y)= \begin{cases}1, & \text { if } x=0 \\ \varphi(y), & \text { if } x>0\end{cases}
$$

for some $\varphi \in \Phi$. Then $K^{-1}$ will be given by

$$
K^{-1}(x, y)= \begin{cases}1, & \text { if } x=0 \\ \varphi^{-1}(y), & \text { if } x>0\end{cases}
$$

Case (i): Let $x=0$. Then $\left(K \circledast\left(I \Delta K^{-1}\right)\right)(0, y)=1=\left((K \circledast I) \Delta K^{-1}\right)(0, y)$.
Case (ii): Let $x>0$. Then

$$
\begin{aligned}
\left(K \circledast\left(I \Delta K^{-1}\right)\right)(x, y) & =K\left(x,\left(I \Delta K^{-1}\right)(x, y)\right) \\
& =K\left(x, I\left(K^{-1}(1, x), K^{-1}(x, y)\right)\right) \\
& =\varphi\left(I\left(\varphi^{-1}(x), \varphi^{-1}(y)\right)\right) \\
\text { and, }\left((K \circledast I) \Delta K^{-1}\right)(x, y) & =(K \circledast I)\left(K^{-1}(1, x), K^{-1}(x, y)\right) \\
& =K\left(K^{-1}(1, x), I\left(K^{-1}(1, x), K^{-1}(x, y)\right)\right) \\
& =K\left(\varphi(x), I\left(\varphi^{-1}(x), \varphi^{-1}(y)\right)\right) \\
& =\varphi\left(I\left(\varphi^{-1}(x), \varphi^{-1}(y)\right)\right) .
\end{aligned}
$$

Thus in all cases, $K \circledast\left(I \Delta K^{-1}\right)=(K \circledast I) \Delta K^{-1}$.

We now define yet another group action of $\mathbb{S}$ on $\mathbb{I}$ and study the equivalence classes obtained from it.

Lemma 7.4.7. Let $\sqcap: \mathbb{S} \times \mathbb{I} \longrightarrow \mathbb{I}$ be defined by

$$
\begin{equation*}
K \sqcap I=K \circledast I \Delta K^{-1}, \quad K \in \mathbb{S}, I \in \mathbb{I} . \tag{7.4}
\end{equation*}
$$

The operation $\sqcap$, defined as in (7.4), is a group action of $\mathbb{S}$ on $\mathbb{I}$.

Proof. (i) Let $K_{1}, K_{2} \in \mathbb{S}$ and $I \in \mathbb{I}$. Then

$$
\begin{aligned}
K_{1} \sqcap\left(K_{2} \sqcap I\right) & =K_{1} \circledast\left(K_{2} \sqcap I\right) \Delta K_{1}^{-1} \\
& =K_{1} \circledast\left(K_{2} \circledast I \Delta K_{2}^{-1}\right) \Delta K_{1}^{-1} \\
& =K_{1} \circledast K_{2} \circledast I \Delta\left(K_{1} \Delta K_{2}\right)^{-1}, \quad\lceil\because \text { by Lemma 7.4.6. } \\
& =K_{1} \circledast K_{2} \circledast I \Delta\left(K_{1} \circledast K_{2}\right)^{-1}, \quad \\
& =\left(K_{1} \circledast K_{2}\right) \sqcap I .
\end{aligned}
$$

(ii) $I_{\mathbf{D}} \sqcap I=I_{\mathbf{D}} \circledast I \Delta I_{\mathbf{D}}^{-1}=I$ for all $I \in \mathbb{I}$.

Thus $\sqcap$ is a group action of $\mathbb{S}$ on $\mathbb{I}$.
Definition 7.4.8. Define $\sim_{\sqcap}$ on $\mathbb{I}$ by $I \sim_{\square} J \Longleftrightarrow J=K \circledast I \Delta K^{-1}$ for some $K \in \mathbb{S}$.
It is easy to verify that $\sim_{\square}$ is an equivalence relation (Lemma 7.4.6 is useful).
Theorem 7.4.9. The conjugacy classes of fuzzy implications proposed by Baczyński et.al., viz., (7.1), are the equivalence classes of fuzzy implications w.r.to the equivalence relation $\sim_{\square}$, i.e., for any $I \in \mathbb{I}$, we have that $[I]_{\sim_{\mathcal{B}}}=[I]_{\sim_{\pi}}$.

Proof. Let $I, J \in \mathbb{I}$ be such that $I \sim_{\square} J$. Then $J=K \circledast I \Delta K^{-1}$ for some $K \in \mathbb{S}$. Let $K \in \mathbb{S}$ be of the form given in (6.2) for some $\varphi^{-1} \in \Phi$. Now,

$$
\begin{aligned}
J(x, y) & =\left(K \circledast I \Delta K^{-1}\right)(x, y) \\
& =K\left(x,\left(I \Delta K^{-1}\right)(x, y)\right) \\
& =K\left(x, I\left(K^{-1}(1, x), K^{-1}(x, y)\right)\right) \\
& =K\left(x, I\left(\varphi(x), K^{-1}(x, y)\right)\right) \\
& =\left\{\begin{array}{lr}
1, & \text { if } x=0 \\
\varphi^{-1}(I(\varphi(x), \varphi(y))), & \text { if } x>0
\end{array}\right. \\
& =\varphi^{-1}(I(\varphi(x), \varphi(y)))=I_{\varphi}(x, y) .
\end{aligned}
$$

From Theorem 7.4.9, we see that the conjugacy classes proposed by Baczyński and Drewniak can also be obtained by a group action of $\mathbb{S}$ on $\mathbb{I}$.

### 7.5 Algebraic Connotation of Jayaram and Mesiar Conjugacy Classes

Here in this section we propose yet another group action of $\mathbb{S}$ on $\mathbb{I}$ and show that the equivalence classes obtained through them are exactly the conjugacy classes proposed by Jayaram and Mesiar [41], viz., (7.2), in the context of special fuzzy implications.

Towards this end, we have the following definition.
Definition 7.5.1. Let $\sqcup: \mathbb{S} \times \mathbb{I} \longrightarrow \mathbb{I}$ be defined by $K \sqcup I=K \circledast I, \quad K \in \mathbb{S}, I \in \mathbb{I}$.
Lemma 7.5.2. $\sqcup$ is a group action of $\mathbb{S}$ on $\mathbb{I}$.

Proof. (i) Let $K_{1}, K_{2} \in \mathbb{S}$ and $I \in \mathbb{I}$. Then

$$
\begin{aligned}
K_{1} \sqcup\left(K_{2} \sqcup I\right) & =K_{1} \circledast\left(K_{2} \sqcup I\right) \\
& =K_{1} \circledast K_{2} \circledast I \\
& =\left(K_{1} \circledast K_{2}\right) \sqcup I .
\end{aligned}
$$

(ii) $I_{\mathbf{D}} \sqcup I=I_{\mathbf{D}} \circledast I=I$ for all $I \in \mathbb{I}$.

Thus $\sqcup$ is a group action of $\mathbb{S}$ on $\mathbb{I}$.
Definition 7.5.3. Define $\sim_{\sqcup}$ on $\mathbb{I}$ by $I \sim_{\sqcup} J \Longleftrightarrow J=K \circledast I$ for some $K \in \mathbb{S}$.
It is easy to verify that $\sim_{\sqcup}$ is an equivalence relation.
Lemma 7.5.4. The equivalence classes of fuzzy implications as given in Definition 7.5.3 are exactly the conjugacy classes proposed by Jayaram and Mesiar, viz., (7.2), i.e., for any $I \in \mathbb{I}$, we have that $[I]_{\sim_{\mathcal{J}}}=[I]_{\sim_{\cup}}$.

Proof. Let $I \in \mathbb{I}$. Then

$$
\begin{aligned}
{[I]_{\sim_{\sqcup}} } & =\left\{J \in \mathbb{I} \mid J \sim_{\sqcup} I\right\} \\
& =\{J \in \mathbb{I} \mid J=K \sqcup I \text { for some } K \in \mathbb{S}\} \\
& =\{J \in \mathbb{I} \mid J=K \circledast I \text { for some } K \in \mathbb{S}\} \\
& =\{J \in \mathbb{I} \mid J(x, y)=K(x, I(x, y)) \text { for some } K \in \mathbb{S}\} \\
& =\{J \in \mathbb{I} \mid J(x, y)=\varphi(I(x, y)) \text { for some } \varphi \in \Phi\} \quad\lceil\because \text { Representation of } K \in \mathbb{S} \text { from (6.2) } \\
& =\{\varphi(I(x, y)) \mid \varphi \in \Phi\} .
\end{aligned}
$$

### 7.6 Conclusions

In this chapter, we have proposed three different group actions of $\mathbb{S}$ on $\mathbb{I}$ and investigated the equivalence classes of $\mathbb{I}$ obtained from them. Based on the partitions obtained from one of the group actions, we have obtained the representations of Yager's families of fuzzy implications in terms of the Reichenbach implication $I_{\mathbf{R C}}$, the Yager implication $I_{\mathbf{Y G}}$ and Goguen implication $I_{\mathbf{G G}}$. Finally, we have also shown that the equivalence classes obtained from the other two group actions, viz., $\sqcap, \sqcup$, are nothing but the conjugacy classes proposed earlier in different contexts thus providing an algebraic connotation to these definitions.

## Chapter 8

## Right Translation (Semigroup) Homomorphisms on $(\mathbb{I}, \circledast)$

Structures are the weapons of a mathematician.

- Nicolas Bourbaki.

One of our stated motivations is to obtain a richer algebraic structure on the set $\mathbb{I}$ of all fuzzy implications. For instance, if $(\mathbb{I}, \circledast)$ were to form a group, then one can apply results from group theory to obtain deeper and better perspectives of the different families of fuzzy implications. For instance, it is well known that if a group $G$ is not simple, it has a nontrivial normal subgroup $N$ which partitions $G$. Now, it is easy to see that to generate the whole of $G$, when $O(G)<\infty$, it is sufficient to pick $O(N)+O\left(\frac{G}{N}\right)$ elements. Further, since any $g \in G$ is in one of these cosets, $g$ can be expressed as $g=n \cdot g^{\prime}$, for some $n \in N$ and a $g^{\prime}$ which is the representative element of the (same) coset. If $N$ is a nontrivial normal subgroup with some desirable properties then we have a unique decomposition of $g$ into components with known properties.

As was made clear in the earlier chapters, $(\mathbb{I}, \circledast)$ does not form a group. In Chapter 7 , our exploration took the path of proposing group actions and investigating their equivalence classes. These equivalence classes were able to throw new light on existing concepts or families of fuzzy implications. In this chapter, we further explore the algebraic aspects by investigating some special subsets of the monoid $(\mathbb{I}, \circledast)$.

From the Cayley's theorem for monoids, we know that any monoid $(\mathbb{M}, \otimes)$ is isomorphic to the set of all right translations $\mathcal{R} \subsetneq \mathbb{M}^{\mathbb{M}}$, where $\mathcal{R}=\left\{g_{a}: \mathbb{M} \rightarrow \mathbb{M} \mid g_{a}(x)=x \otimes a\right.$, for a fixed $\left.a \in \mathbb{M}\right\}$.

In this chapter, we study the right translation semigroup homomorphisms on the monoid $(\mathbb{I}, \circledast)$, i.e., those right translations that also become semigroup homomorphisms on $(\mathbb{I}, \circledast)$. Our study shows that three sub-classes of fuzzy implications, denoted by $\mathbb{A}, \mathbb{K}_{\varepsilon}, \mathbb{K}^{\varepsilon} \subsetneq \mathbb{I}$, give rise to right translation semigroup homomorphisms on $\mathbb{I}$.

This study has two interesting fallouts:
(i) One of the above sub-classes, viz., $\mathbb{A}$ turns out to be precisely the set of right zero elements, while another, namely $\mathbb{K}_{\varepsilon}$, characterises the set of all commuting elements in $\mathbb{I}$, i.e., the center $\mathcal{Z}_{\mathbb{I}}$ of the monoid $(\mathbb{I}, \circledast)$. The study also shows the important role played by the considered form of homomorphisms in determining $\mathcal{Z}_{\mathbb{I}}$.
(ii) Further, the set $\mathbb{A}$ of right zero elements of $\mathbb{I}$ w.r.to $\circledast$, also forms a two-sided ideal of the monoid $(\mathbb{I}, \circledast)$ and thus gives rise to the possibility of defining Rees semigroups of $(\mathbb{I}, \circledast)$.

We begin this chapter, by recalling the notion of right translations on a monoid and introduce the right translations $g_{K}$ on $(\mathbb{I}, \circledast)$ in Section 8.1 and show that not all of them become semigroup homomorphisms (denoted s.g.h, henceforth) on $(\mathbb{I}, \circledast)$. Hence, in Section 8.2 we undertake this study and obtain a few necessary conditions on $K \in \mathbb{I}$ such that $g_{K}$ is an s.g.h. In Section 8.3, we investigate the trivial range fuzzy implications $K$ such that $g_{K}$ is an s.g.h and based on their representations show that they form the set of all right zero elements of the monoid $(\mathbb{I}, \circledast)$. In Section 8.4, we show that in the case of nontrivial range fuzzy implications $K$ such that $g_{K}$ is an s.g.h, the vertical section $K(1, y)$ must be either identity or zero on $[0,1)$, i.e., either, $K(1, y)=y$ for all $y \in[0,1]$ or $K(1, y)=0$ for all $y \in[0,1)$. In Section 8.5 , we characterise the set of all $K \in \mathbb{I}$ satisfying (NP), i.e., $K(1, y)=y$ for all $y \in[0,1]$ and obtain the representations of elements of the same. Based on the obtained results, we show that this set is exactly the set of all commuting elements of $(\mathbb{I}, \circledast)$, viz., the center of the monoid. The representations of fuzzy implications $K$ satisfying $K(1, y)=0$ for all $y \in[0,1)$ is discussed in Section 8.6.

### 8.1 Right Translations on the Monoid $(\mathbb{I}, \circledast)$

Translations are one of the important transformations that can be defined on a semigroup. In [22], Clifford introduced the notion of translations in the context of extension of semigroups, and later on, their role has been studied in different contexts, for more details, please see, [53].

### 8.1.1 Left and Right Translations on a general monoid

In this subsesction we review the important concepts related to translations, inner translations and their role in the embedding of semigroups.

Definition 8.1.1 ([53], Chapter 10, Definition 7.2). A transformation $\psi$ of a semigroup $(U, \cdot)$ is called a left (right) translation if for any elements $x$ and $y$ of $U$,

$$
\psi(x \cdot y)=\psi(x) \cdot y \quad(\psi(x \cdot y)=x \cdot \psi(y))
$$

For every $a \in U$, the functions $\phi_{a}(x)=a \cdot x, \psi_{a}(x)=x \cdot a$ are left, right translations of $U$, respectively, and are called the inner left and inner right translations induced by $a$.

Theorem 8.1.2 ([53], Chapter 10, Theorem 7.5). In a semigroup $U$, every left (right) translation is an inner right translation if and only if $U$ has left (right) identity.

Theorem 8.1.3 ([53], Chapter 10, Theorem 7.7). If a semigroup $U$ has an identity then every translation, both left and right, is inner.

The following is the Cayley's theorem for semigroups.
Theorem 8.1.4 ([46], Theorem 2.34). For every semigroup $S$ there exists a set $X$ and an injective map $\phi: S \rightarrow X^{X}$ which is a morphism of semigroups from $S$ to $X^{X}$.

The above result states that every semigroup $S$ is isomorphic to a subsemigroup of the semigroup of all transformations on an appropriate set $X$. In fact, from the usual proofs of this result, it can be seen that $S$ is isomorphic to the set of all right translations defined over $S$.

### 8.1.2 Right Translations on the monoid $(\mathbb{I}, \circledast)$

In the following, we introduce the right translations on the monoid $(\mathbb{I}, \circledast)$ and show that they are lattice homomorphisms.

Definition 8.1.5. For a fixed $K \in \mathbb{I}$, define $g_{K}:(\mathbb{I}, \circledast) \longrightarrow(\mathbb{I}, \circledast)$ by

$$
g_{K}(I)=I \circledast K, \quad I \in \mathbb{I}
$$

Since $\mathbb{I}$ is a lattice ordered monoid (see Lemma 6.1.3), we have the following result.
Proposition 8.1.6. For every $K \in \mathbb{I}$, the map $g_{K}$ is a lattice homomorphism.
Proof. Let $K \in \mathbb{I}$. Let $I, J \in \mathbb{I}$ and $x, y \in[0,1]$. Then,

$$
\begin{aligned}
g_{K}(I \vee J)(x, y) & =((I \vee J) \circledast K)(x, y) \\
& =(I \vee J)(x, K(x, y)) \\
& =\max (I(x, K(x, y)), J(x, K(x, y))) \\
& =\max ((I \circledast K)(x, y),(J \circledast K)(x, y)) \\
& =\left(g_{K}(I) \vee g_{K}(J)\right)(x, y) .
\end{aligned}
$$

Similarly, one can prove that

$$
g_{K}(I \wedge J)=g_{K}(I) \wedge g_{K}(J), \quad I, J \in \mathbb{I}
$$

Thus $g_{K}$ is a lattice homomorphism.
We have proved that $g_{K}$ 's are lattice homomorphisms for every $K \in \mathbb{I}$. However, for every $K \in \mathbb{I}$, the function $g_{K}$ need not be a semigroup homomorphism (s.g.h) on $\mathbb{I}$ as the following example illustrates.

Example 8.1.7. For instance, when $K(x, y)=I_{\mathbf{L K}}(x, y)=\min (1,1-x+y)$, the Łukasiewicsz implication, the map $g_{K}$ is not an s.g.h. To see this, let $I(x, y)=I_{\mathbf{K D}}(x, y)=\max (1-x, y)$ and $J(x, y)=I_{\mathbf{R C}}(x, y)=$ $1-x+x y$ and $x=0.4, y=0.2$, we observe that

$$
g_{I_{\mathbf{L K}}}(I \circledast J)(0.4,0.2)=0.92 \neq 1=\left(g_{I_{\mathbf{L K}}}(I) \circledast g_{I_{\mathbf{L K}}}(J)\right)(0.4,0.2)
$$

### 8.2 Necessary conditions on $K \in \mathbb{I}$ such that $g_{K}$ is an s.g.h.

Since $g_{K}$ is not an s.g.h for every $K \in \mathbb{I}$, we investigate to characterise and, if possible, determine those fuzzy implications $K$ for which $g_{K}$ becomes an s.g.h.

In the following, we investigate some conditions that $K$ should satisfy for $g_{K}$ to be an s.g.h.

Proposition 8.2.1. Let $K \in \mathbb{I}$ be arbitrarily fixed. Then the following statements are equivalent:
(i) $g_{K}$ is an s.g.h.
(ii) $J \circledast K=K \circledast J \circledast K$ for all $J \in \mathbb{I}$.

Proof. (i) $\Longrightarrow$ (ii) : Let $K \in \mathbb{I}$ and $g_{K}$ be an s.g.h. Then for all $I, J \in \mathbb{I}, g_{K}(I \circledast J)=g_{K}(I) \circledast g_{K}(J)$ will imply $I \circledast J \circledast K=I \circledast K \circledast J \circledast K$. If we take $I=I_{\mathbf{D}}$, the identity in $(\mathbb{I}, \circledast)$, it follows that $J \circledast K=K \circledast J \circledast K$ for all $J \in \mathbb{I}$.
(ii) $\Longrightarrow$ (i) : Let $K \in \mathbb{I}$ be such that $J \circledast K=K \circledast J \circledast K$ for all $J \in \mathbb{I}$. This directly implies that $I \circledast J \circledast K=I \circledast K \circledast J \circledast K$ for every $I \in \mathbb{I}$, since every $\circledast$ is a well-defined function on $\mathbb{I}$. Thus $g_{K}$ is an s.g.h.

As a consequence of Proposition 8.2.1, we have the following result.
Lemma 8.2.2. Let $K \in \mathbb{I}$ be such that $g_{K}$ is an s.g.h. Then $K^{2}=K$.
Proof. From Proposition 8.2.1, it follows that $J \circledast K=K \circledast J \circledast K$ for all $J \in \mathbb{I}$. But when $J=I_{\mathbf{D}}$, the identity of $(\mathbb{I}, \circledast)$, we have that $I_{\mathbf{D}} \circledast K=K \circledast I_{\mathbf{D}} \circledast K$, or equivalently, $K=K \circledast K$.

Remark 8.2.3. The converse of the previous lemma need not be true always. For example take $K=I_{\mathbf{G D}}$. Clearly $K \circledast K=K$. However, $g_{K}$ does not always to be an s.g.h. To see this, let, $K=I_{\mathbf{G D}}$, which is such that $K \circledast K=K$ (see, Theorem 11, [74]). Take $J \in \mathbb{I}$ defined by

$$
I_{\beta}(x, y)= \begin{cases}1, & \text { if } x=0 \text { or } y=1  \tag{8.1}\\ 0, & \text { if } x=1 \text { and } y=0 \\ \beta, & \text { otherwise }\end{cases}
$$

Now, let $\beta=0.6, x=0.4$ and $y=0.2$. Then

$$
\begin{aligned}
\left(I_{\beta} \circledast I_{\mathbf{G D}}\right)(0.4,0.2) & =I_{\beta}\left(0.4, I_{\mathbf{G D}}(0.4,0.2)\right) \\
& =I_{\beta}(0.4,0.2)=0.6 \\
\text { while, }\left(I_{\mathbf{G D}} \circledast I_{\beta} \circledast I_{\mathbf{G D}}\right)(0.4,0.2) & =I_{\mathbf{G D}}\left(0.4, I_{\beta}\left(0.4, I_{\mathbf{G D}}(0.4,0.2)\right)\right) \\
& =I_{\mathbf{G D}}\left(0.4, I_{\beta}(0.4,0.2)\right)=I_{\mathbf{G D}}(0.4,0.6)=1
\end{aligned}
$$

From Proposition 8.2.1, it follows that $g_{K}$ is not an s.g.h.
The above two results convey the necessary conditions that $K$ should satisfy for $g_{K}$ to become an s.g.h. In our quest for determining $K \in \mathbb{I}$ such that $g_{K}$ becomes an s.g.h., we divide our analysis into two parts, viz., finding $K \in \mathbb{I}$ when the range of $K$ is trivial and the range of $K$ is nontrivial.

## 8.3 $K \in \mathbb{I}$ with trivial range such that $g_{K}$ is an s.g.h.

In this section, we determine completely the fuzzy implications $K \in \mathbb{I}$ whose range is trivial, i.e., $K(x, y) \in\{0,1\}$ for all $x, y \in[0,1]$, and for whom the map $g_{K}$ is an s.g.h.

Theorem 8.3.1. Let $K \in \mathbb{I}$ be such that the range of $K$ is trivial. Then the following statements are equivalent:
(i) $g_{K}$ is an s.g.h.
(ii) $K=K^{\delta}$ for some $\delta \in(0,1]$, where

$$
K^{\delta}(x, y)= \begin{cases}1, & \text { if } x<1 \text { or }(x=1 \text { and } y \geq \delta) \\ 0, & \text { if } x=1 \text { and } y<\delta\end{cases}
$$

Proof. (i) $\Longrightarrow$ (ii). Let $g_{K}$ be an s.g.h.
Claim: $K(x, y)=1$, for all $x \in[0,1)$ and for all $y \in[0,1]$.

## Proof of the claim :

- If $x=0$, it is trivial that $K(x, y)=1$ for all $y \in[0,1]$.
- Let $0<x<1$. Suppose that for some $y_{0} \in[0,1), K\left(x, y_{0}\right)<1$, i.e., $K\left(x, y_{0}\right)=0$. Since $g_{K}$ is an s.g.h, it follows that $J \circledast K=K \circledast J \circledast K$ for all $J \in \mathbb{I}$. Now,

$$
\begin{aligned}
(J \circledast K)\left(x, y_{0}\right) & =J\left(x, K\left(x, y_{0}\right)\right) \\
& =J(x, 0), \\
(K \circledast J \circledast K)\left(x, y_{0}\right) & =K\left(x, J\left(x, K\left(x, y_{0}\right)\right)\right) \\
& =K(x, J(x, 0)) .
\end{aligned}
$$

Since the range of $K$ is trivial, $J(x, 0) \subseteq\{0,1\}$ for all $J \in \mathbb{I}$. This gives a contradiction if we take a $J \in \mathbb{I}$ such that $J(x, 0) \notin\{0,1\}$.

Thus $K(x, y)=1$, for all $x<1$.
Now for $x=1, y \in[0,1]$, we have either $K(x, y)=0$ or $K(x, y)=1$. Let us define

$$
\delta=\sup \{y \in[0,1] \mid K(1, y)=0\}
$$

Let us take $K \in \mathbb{I}$ such that $K(1, y)$ is right continuous. Then for $y \geq \delta, K(1, y)=1$ and for $y<\delta, K(1, y)=0$. Thus $K=K^{\delta}$.
(ii) $\Longrightarrow$ (i). It can be verified easily.

Remark 8.3.2. Note that in the proof of Theorem 8.3.1 we have chosen $K^{\delta}$ such that it is right-continuous in the second variable, when $x=1$. However, if we choose $K^{\delta}$ such that it is left-continuous in the second variable at $x=1$, i.e., $K^{\delta}(1, y)=1$ when $y>\delta$ and $K^{\delta}(1, y)=0$ when $y \leq \delta$, it can be easily verified that $g_{K^{\delta}}$ is still an s.g.h. This particular choice was made to conform to the tradition in the literature of requiring right-continuity in the second variable, as in the case of implications from which the deresiduum is constructed.

Interestingly, as the following result shows, the set of all fuzzy implications of the form $K^{\delta}$ where $\delta \in(0,1]$, i.e., $\left\{K^{\delta} \mid \delta \in(0,1]\right\}$ is precisely the set of all right zero elements of $\mathbb{I}$ w.r.to $\circledast$.

Before doing so, recall that $I_{0}, I_{1} \in \mathbb{I}$ are defined as follows:

$$
I_{\mathbf{0}}(x, y)=\left\{\begin{array}{ll}
1, & \text { if } x=0 \text { or } y=1,  \tag{8.2}\\
0, & \text { if } x>0 \text { and } y<1,
\end{array} \text { and } I_{\mathbf{1}}(x, y)= \begin{cases}1, & \text { if } x<1 \text { or } y>0 \\
0, & \text { if } x=1 \text { and } y=0\end{cases}\right.
$$

Lemma 8.3.3. Let $\mathbb{A} \subset \mathbb{I}$ be the set of all right zero elements of $\circledast$. Then $\mathbb{A}=\left\{K^{\delta} \mid \delta \in(0,1]\right\}$.
Proof. - If $K=K^{\delta}$ for some $\delta \in(0,1]$, then it is easy to see that $I \circledast K=K$ for all $I \in \mathbb{I}$. Hence $\mathbb{A} \supseteq \mathbb{K}^{\delta}$.

- Let for some $K \in \mathbb{I}, I \circledast K=K$ for all $I \in \mathbb{I}$.

Claim: $K(x, y)=\{0,1\}$ for all $x, y \in[0,1]$, i.e., the range of $K$ is trivial.
Proof of the claim: Clearly, if $x=0$ or $y=1$ then $K(x, y)=1 \in\{0,1\}$. Suppose for some $x_{0} \in(0,1], y_{0} \in[0,1)$ that $\alpha=K\left(x_{0}, y_{0}\right) \notin\{0,1\}$. Now,

$$
\begin{aligned}
\left(I_{\mathbf{0}} \circledast K\right)\left(x_{0}, y_{0}\right) & =I_{\mathbf{0}}\left(x_{0}, K\left(x_{0}, y_{0}\right)\right) \\
& =I_{\mathbf{0}}\left(x_{0}, \alpha\right)=0 \\
& \neq \alpha=K\left(x_{0}, y_{0}\right),
\end{aligned}
$$

contradicting $I \circledast K=K$ for all $I \in \mathbb{I}$. Thus the range of $K$ is trivial.
Claim: $K(x, y)=1$, for all $x \in[0,1)$ and for all $y \in[0,1]$.
Proof of the claim: If $x=0$, then it is trivial. So, let $0<x<1$ be fixed arbitrarily. Suppose for $y_{0}<1$, that $K\left(x, y_{0}\right)<1$. Since the range of $K$ is trivial, $K\left(x, y_{0}\right)=0$. Now,

$$
\begin{aligned}
\left(I_{\mathbf{1}} \circledast K\right)\left(x, y_{0}\right) & =I_{\mathbf{1}}\left(x, K\left(x, y_{0}\right)\right) \\
& =I_{\mathbf{1}}(x, 0)=1 \\
& \neq 0=K\left(x, y_{0}\right),
\end{aligned}
$$

contradicts the fact that $I \circledast K=K$ for all $I \in \mathbb{I}$. Now define $\delta=\sup \{t \mid K(1, t)=0\}$. This implies that $K(1, y)=0$ for all $y<\delta$ and $K(1, y)=1$ for all $y>\delta$, because the range of $K$ is trivial. Once again since we are interested in $K \in \mathbb{I}$ right continuous in the second variable, we take that $K(1, \delta)=1$. Thus $K=K^{\delta}$ for some $\delta \in(0,1]$.

Proposition 8.3.4. The monoid $(\mathbb{I}, \circledast)$ does not have left zero elements.
Proof. Let $\mathcal{L}$ denote the set of all left-zero elements of the monoid $(\mathbb{I}, \circledast)$. We claim that $\mathcal{L}=\emptyset$.
On the contrary, let $I, J \in \mathcal{L}$ be two left-zero elements. Then $I \circledast K=I$ and $J \circledast K=K$ for all $K \in \mathbb{I}$. Now, consider a right zero element $K^{\prime} \in \mathbb{A}$. Then it follows that $I=I \circledast K^{\prime}=K^{\prime}$ and $J=J \circledast K^{\prime}=K^{\prime}$. This shows that $I=J$ and hence $\mathcal{L}$ is utmost a singleton set. Let $L \in \mathcal{L}$.

Now, let $K_{1}, K_{2} \in \mathbb{A}$ be two distinct right zero elements of $(\mathbb{I}, \circledast)$. Then we have $L=L \circledast K_{1}=$ $K_{1}$ and $L=L \circledast K_{2}=K_{2}$, which leads to a contradiction, since $K_{1} \neq K_{2}$. Thus $\mathcal{L}=\emptyset$ and $(\mathbb{I}, \circledast)$ has no left zero elements.

Corollary 8.3.5. The monoid $(\mathbb{I}, \circledast)$ has no two-sided zero elements.

While $(\mathbb{I}, \circledast)$ has no two-sided zero elements, it is interesting to note the following. Clearly, every $K^{\delta} \in \mathbb{A}$ is a right zero element, i.e., $I \circledast K^{\delta}=K^{\delta}$, for any $I \in \mathbb{I}$. If we consider the following composition, $K^{\delta} \circledast I$ for any $I \in \mathbb{I}$, we obtain that $K^{\delta} \circledast I=K^{\mu} \in \mathbb{A}$ for some $\mu \in(0,1]$. In other words, the set $\mathbb{A}$ when composed with $\mathbb{I}$ subsumes it both from the left and the right. In fact, as we show below, the set $\mathbb{A}$ forms a two-sided ideal of the monoid $(\mathbb{I}, \circledast)$.

Recall that a nonempty subset $A$ of a semigroup $S$ is called a two-sided ideal if $A S \subseteq A$ and $S A \subseteq A$.

Lemma 8.3.6. The set $\mathbb{A}$ of all right zero elements of $(\mathbb{I}, \circledast)$ forms a two-sided ideal.i.e., $\mathbb{I} \mathbb{A}=\mathbb{A}=\mathbb{A} \mathbb{I}$.
Proof. From Lemma 8.3.3, it follows that $\mathbb{I} \mathbb{A}=\mathbb{A}$. Now it remains to show that $\mathbb{A} \mathbb{I}=\mathbb{A}$. Before proceeding to show this, for a given $\delta \in(0,1]$ and an $I \in \mathbb{I}$, let us define

$$
\begin{equation*}
\delta_{I}=\inf \{y \in[0,1] \mid I(1, y) \geq \delta\} \tag{8.3}
\end{equation*}
$$

Note that $1 \in\{y \in[0,1] \mid I(1, y) \geq \delta\}$ and hence $\delta_{I} \in(0,1]$ and is well defined.
Now, let $I \in \mathbb{I}$ and $K \in \mathbb{A}$. Since $K \in \mathbb{A}$, from Lemma 8.3.3 we have that $K=K^{\delta}$ for some $\delta \in(0,1]$ (see, Theorem 8.3.1, for the definition of $K^{\delta}$ ). Now,

$$
\begin{aligned}
(K \circledast I)(x, y) & =K^{\delta}(x, I(x, y)) \\
& = \begin{cases}1, & \text { if } x<1 \text { or }(x=1 \& I(1, y) \geq \delta), \\
0, & \text { if } x=1 \& I(1, y)<\delta,\end{cases} \\
& = \begin{cases}1, & \text { if } x<1 \text { or }\left(x=1 \& y \geq \delta_{I}\right), \\
0, & \text { if } x=1 \& y<\delta_{I}\end{cases} \\
& =K^{\delta_{I}}(x, y),
\end{aligned}
$$

where $\delta_{I}$ is as defined in (8.3) above. Since, for every $I \in \mathbb{I}$, there exists a $\delta_{I} \in(0,1]$, such that $K \circledast I=K^{\delta_{I}} \in \mathbb{A}$, we see that $\mathbb{A} \mathbb{I} \subseteq \mathbb{A}$. The other inclusion $\mathbb{A} \subseteq \mathbb{A} \mathbb{I}$ follows directly, as the identity $I_{\mathbf{D}} \in \mathbb{I}$. Thus $\mathbb{A} \mathbb{I}=\mathbb{A}$ and $\mathbb{A}$ is a two-sided ideal.

## 8.4 $K \in \mathbb{I}$ with nontrivial range such that $g_{K}$ is an s.g.h.

In Section 8.3, we have characterised and found the trivial range fuzzy implications $K$ such that $g_{K}$ is an s.g.h. Further, we have shown that these fuzzy implications form the set of all right zero elements of the monoid $(\mathbb{I}, \circledast)$. In this section, we determine the nontrivial range fuzzy implications $K$ such that $g_{K}$ is an s.g.h. Towards this end, the following result shows that the range of such fuzzy implications $K$ should be the entire $[0,1]$ interval.

Lemma 8.4.1. If the range of $K \in \mathbb{I}$ is nontrivial and $g_{K}$ is an s.g.h. then the range of $K$ is equal to $[0,1]$.
Proof. Let the range of $K \in \mathbb{I}$ be nontrivial and $g_{K}$ be an s.g.h. Since the range of $K$ is nontrivial, there exists $\alpha \in(0,1)$ such that $K\left(x_{0}, y_{0}\right)=\alpha$ for some $x_{0} \in(0,1]$ and $y_{0} \in[0,1)$. Let $I_{\beta} \in \mathbb{I}$ be as defined in Eq.(8.1). Then, $\left(I_{\beta} \circledast K\right)\left(x_{0}, y_{0}\right)=I_{\beta}\left(x_{0}, K\left(x_{0}, y_{0}\right)\right)=I_{\beta}\left(x_{0}, \alpha\right)=\beta$. Since $g_{K}$ is an s.g.h,
$\left(K \circledast I_{\beta} \circledast K\right)\left(x_{0}, y_{0}\right)=\beta$, i.e., $\beta$ is in the range of $K$. Since $\beta \in(0,1)$ is chosen arbitrarily, the range of $K$ contains every point of $[0,1]$. Thus the range of $K$ is $[0,1]$.

While, the above result discusses the range of the fuzzy implication $K$ such that $g_{K}$ is an s.g.h the following result shows that the natural negation (see Definition 3.3.7) of such a $K$ is of trivial range.

Lemma 8.4.2. Let $K \in \mathbb{I}$ be such that $g_{K}$ is an s.g.h. Then the range of $K(\cdot, 0)=\{0,1\}$.
Proof. Let $K \in \mathbb{I}$ be such that $g_{K}$ is an s.g.h. For some $x_{0} \in(0,1)$, let $K\left(x_{0}, 0\right)=\alpha$. Consider $I_{\mathbf{0}} \in \mathbb{I}$. Then

$$
\begin{aligned}
\left(K \circledast I_{\mathbf{0}} \circledast K\right)\left(x_{0}, 0\right) & =K\left(x_{0}, I_{\mathbf{0}}\left(x_{0}, K\left(x_{0}, 0\right)\right)\right) \\
& =K\left(x_{0}, I_{\mathbf{0}}\left(x_{0}, \alpha\right)\right)=K\left(x_{0}, 0\right), \\
\text { while, } \quad\left(I_{\mathbf{0}} \circledast K\right)\left(x_{0}, 0\right) & =I_{\mathbf{0}}\left(x_{0}, K\left(x_{0}, 0\right)\right) \\
& =I_{\mathbf{0}}\left(x_{0}, \alpha\right)=0 .
\end{aligned}
$$

Since $g_{K}$ is an s.g.h. from Proposition 8.2.1, it follows that $K\left(x_{0}, 0\right)=0=\alpha$. Note that $x_{0} \in(0,1)$ is chosen arbitrarily. Hence $K(x, 0)=\{0,1\}$ for all $x \in[0,1]$.

Note that the above result characterises the horizontal section $K(\cdot, 0)$ and is trivially true for $K$ whose range is trivial. Now, before characterising the nontrivial range fuzzy implications $K$ such that $g_{K}$ is an s.g.h., we characterise the vertical section $K(1, \cdot)$ of $K$ which helps us in getting the representations of $K$. Towards this, we propose the following definition.

Definition 8.4.3. Let $K \in \mathbb{I}$. Define the following two real numbers:

$$
\begin{align*}
& \epsilon_{0}=\sup \{t \in[0,1] \mid K(1, t)=0\},  \tag{8.4}\\
& \epsilon_{1}=\inf \{t \in[0,1] \mid K(1, t)=1\} \tag{8.5}
\end{align*}
$$

Remark 8.4.4. (i) Let $\epsilon_{0}, \epsilon_{1}$ be two real numbers as defined in Definition 8.4.3. For every $K \in \mathbb{I}$, since $K(1,0)=0$ and $K(1,1)=1$, the real numbers $\epsilon_{0}, \epsilon_{1}$ in the equations (8.4), (8.5) are well defined and exist in general.
(ii) More importantly, $0 \leq \epsilon_{0} \leq \epsilon_{1} \leq 1$.
(iii) Since $\epsilon_{0} \leq \epsilon_{1}$, if $\epsilon_{0}=1$ then $\epsilon_{1}=1$.

Proposition 8.4.5. Let the range of $K \in \mathbb{I}$ be nontrivial and $g_{K}$ be an s.g.h. Let $\epsilon_{0}, \epsilon_{1} \in[0,1]$ be defined as in Definition 8.4.3. Then the vertical section $K(1,$.$) has the following form:$

$$
K(1, y)= \begin{cases}0, & \text { if } y \in\left[0, \epsilon_{0}\right)  \tag{8.6}\\ 0 \text { or } \epsilon_{0}, & \text { if } y=\epsilon_{0} \\ y, & \text { if } y \in\left(\epsilon_{0}, \epsilon_{1}\right) \\ \epsilon_{1} \text { or } 1, & \text { if } y=\epsilon_{1} \\ 1, & \text { if } y \in\left(\epsilon_{1}, 1\right]\end{cases}
$$

Proof. Let $K \in \mathbb{I}$ be such that the range of $K$ is nontrivial and $g_{K}$ is an s.g.h.
Further, since, $g_{K}$ is an s.g.h, we see that for all $J \in \mathbb{I}$ the following equality should hold for all $y \in[0,1]:$

$$
\begin{align*}
(J \circledast K)(1, y) & =(K \circledast J \circledast K)(1, y) \\
\text { i.e., } J(1, K(1, y)) & =K(1, J(1, K(1, y))) . \tag{8.7}
\end{align*}
$$

(i) From the definition of $\epsilon_{0}, \epsilon_{1}$ above, it is clear that $K(1, y)=0$ whenever $0 \leq y<\epsilon_{0}$ and $K(1, y)=1$, whenever $\epsilon_{1}<y \leq 1$.
(ii) Let $\epsilon_{0}<y<\epsilon_{1}$. We claim that $K(1, y)=y$. If not, let there be a $y_{0} \in[0,1)$ such that $K\left(1, y_{0}\right)=y^{\prime} \neq y_{0}$. Let us choose a $J \in \mathbb{I}$ such that $J\left(1, y^{\prime}\right)=y_{0}$. Note that such a $J$ is always possible, for instance, $J=I_{\beta}$ of (8.1) with $\beta=y_{0}$. Then, we have

$$
\begin{aligned}
\text { LHS of }(8.7) & =J\left(1, K\left(1, y_{0}\right)\right)=J\left(1, y^{\prime}\right)=y_{0} \\
\text { RHS of }(8.7) & =K\left(1, J\left(1, K\left(1, y_{0}\right)\right)\right) \\
& =K\left(1, J\left(1, y^{\prime}\right)\right)=K\left(1, y_{0}\right)=y^{\prime}
\end{aligned}
$$

from whence we obtain that $g_{K}$ is not an s.g.h., a contradiction. Thus $K(1, y)=y$ whenever $\epsilon_{0}<y<\epsilon_{1}$.
(iii) Note that since $\epsilon_{0}, \epsilon_{1}$ are only the infimum and supremum of these sets, which are intervals due to the monotonicity of $K$ in the second variable, they may not belong to these intervals themselves. In other words, $K\left(1, \epsilon_{0}\right) \geq 0$ and $K\left(1, \epsilon_{1}\right) \leq 1$.
(a) Clearly, if $\epsilon_{0}=\max \{t \in[0,1] \mid K(1, t)=0\}$, then $K\left(1, \epsilon_{0}\right)=0$.
(b) However, if $\epsilon_{0} \notin\{t \in[0,1] \mid K(1, t)=0\}$ then clearly $0<K\left(1, \epsilon_{0}\right)=\delta$. We claim that $\delta=\epsilon_{0}$. On the contrary, let $\delta \neq \epsilon$, then, once again, one can choose a $J \in \mathbb{I}$ such that $J(1, \delta)=\epsilon_{0}$. Then, we have

$$
\begin{aligned}
\text { LHS of }(8.7) & =J\left(1, K\left(1, \epsilon_{0}\right)\right)=J(1, \delta)=\epsilon_{0} \\
\text { RHS of }(8.7) & =K\left(1, J\left(1, K\left(1, \epsilon_{0}\right)\right)\right) \\
& =K(1, J(1, \delta))=K\left(1, \epsilon_{0}\right)=\delta
\end{aligned}
$$

from whence we obtain that $g_{K}$ is not an s.g.h., a contradiction. Thus $K\left(1, \epsilon_{0}\right)=\epsilon_{0}$.
(c) A similar proof as above shows that if $\epsilon_{1} \in\{t \in[0,1] \mid K(1, t)=1\}$ then $K\left(1, \epsilon_{1}\right)=1$, while if $\epsilon_{1} \notin\{t \in[0,1] \mid K(1, t)=1\}$ then $K\left(1, \epsilon_{1}\right)=\epsilon_{1}$.

In Proposition 8.4.5, even though we are able to characterise the vertical sections $K(1, \cdot)$, it is not clear what values $K(1, \cdot)$ could assume. Now, we investigate all the possible values of $\epsilon_{0}, \epsilon_{1}$ in the case range of $K$ is nontrivial and $g_{K}$ is an s.g.h.

Theorem 8.4.6. Let $K \in \mathbb{I}$ be such that the range of $K$ is nontrivial and $g_{K}$ is an s.g.h and let $\epsilon_{0}, \epsilon_{1}$ be defined as in Definition 8.4.3. Then
(i) $\epsilon_{1} \neq 0$.
(ii) If $\epsilon_{0}=0$, then $\epsilon_{1}=1$, in which case $K(1, y)=y$ for all $y \in[0,1]$.
(iii) If $0<\epsilon_{0}<1$, then $\epsilon_{0} \neq \epsilon_{1}$.
(iv) If $\epsilon_{0}>0$, then $\epsilon_{0}=1$, in which case $K(1, y)=0$ for all $y>0$.

Proof. (i) Let $\epsilon_{1}=0$. This implies that $K(1, y)=1$ for all $y>0$. Again it follows from the monotonicity of $I$ in the first variable that $K(x, y)=1$ for all $x$ and all $y>0$. Now, from Lemma 8.4.2, it follows that the range of the negation of fuzzy implication $K$ is trivial, i.e., $K(x, 0) \in\{0,1\}$. So, the range of $K$ becomes $\{0,1\}$, a contradiction to the fact the range of $K$ is nontrivial. Thus $\epsilon_{1} \neq 0$.
(ii) Let $\epsilon_{0}=0$ and suppose that $\epsilon_{1}<1$. Then from (i), it follows that $0<\epsilon_{1}<1$. So choose a $\delta>0$ such that $0<\epsilon_{1}+\delta<1$. Let $0<y_{1}<\epsilon_{1}$. This implies that $0<K\left(1, y_{1}\right)=\alpha<1$. Now, choose a $J \in \mathbb{I}$ such that $J\left(1, K\left(1, y_{1}\right)\right)=J(1, \alpha)=\epsilon_{1}+\delta$. However, $K\left(1, J\left(1, K\left(1, y_{1}\right)\right)\right)=$ $K\left(1, \epsilon_{1}+\delta\right)=1$, which contradicts $g_{K}$ being an s.g.h. Thus $\epsilon_{1}=1$.
(iii) Let $0<\epsilon_{0}<1$. Suppose that $\epsilon_{0}=\epsilon_{1}$. Then $K(1, \cdot)$ will be of the form

$$
K(1, y)= \begin{cases}1, & \text { if } y \geq \epsilon_{0}  \tag{8.8}\\ 0, & \text { if } y<\epsilon_{0}\end{cases}
$$

This implies that $K(x, y)=1$ for all $x \in[0,1], y \geq \epsilon_{0}$. Now we prove that $K(x, y)=1$ for all $x \in[0,1), y \in\left[0, \epsilon_{0}\right)$. On the contrary suppose that $\alpha=K\left(x_{0}, y_{0}\right)<1$ for some $x_{0} \in(0,1), y_{0} \in\left[0, \epsilon_{0}\right)$. Since $0<\epsilon_{0}<1$, choose a $\delta>0$ such that $0<\epsilon_{0}+\delta<1$. Now choose a $J \in \mathbb{I}$ such that $J\left(x_{0}, K\left(x_{0}, y_{0}\right)\right)=J\left(x_{0}, \alpha\right)=\epsilon_{0}+\delta \neq 1$. Now, $K\left(x_{0}, J\left(x_{0}, K\left(x_{0}, y_{0}\right)\right)\right)=$ $K\left(x_{0}, J\left(x_{0}, \alpha\right)\right)=K\left(x_{0}, \epsilon_{0}+\delta\right)=1$ a contradiction to the fact that $g_{K}$ is an s.g.h. Thus $K\left(x_{0}, y_{0}\right)=1$ for all $x_{0} \in[0,1)$ and $y_{0} \in\left[0, \epsilon_{0}\right)$ and $K(x, y)=1$ for all $x<1$. Finally from the Eq.(8.8) it follows that the range of $K$ is trivial, a contradicition. Thus $\epsilon_{0} \neq \epsilon_{1}$.
(iv) Let $\epsilon_{0}>0$. Suppose $\epsilon_{0}<1$, i.e., $0<\epsilon_{0}<1$. Now from (iii) it follows that $\epsilon_{0} \neq \epsilon_{1}$. Let $y_{1} \in\left(\epsilon_{0}, \epsilon_{1}\right)$. Then the Eq.(8.6) implies that $K\left(1, y_{1}\right)=y_{1}$. Choose a $J \in \mathbb{I}$ be such that $J\left(1, y_{1}\right)=\frac{\epsilon_{0}}{2}$. Then

$$
\begin{aligned}
(J \circledast K)\left(1, y_{1}\right) & =J\left(1, K\left(1, y_{1}\right)\right)=J\left(1, y_{1}\right)=\frac{\epsilon_{0}}{2} \\
\text { and }(K \circledast J \circledast K)\left(1, y_{1}\right) & =K\left(1, J\left(1, K\left(1, y_{1}\right)\right)\right) \\
& =K\left(1, J\left(1, y_{1}\right)\right)=K\left(1, \frac{\epsilon_{0}}{2}\right)=0
\end{aligned}
$$

a contradiction to the fact that $g_{K}$ is an s.g.h. Thus $\epsilon_{0}=1$.

From Proposition 8.4.5 and Remark 8.4.4, Corollary 8.4.7 gives the possible values of $\epsilon_{0}, \epsilon_{1}$ of nontrivial $K \in \mathbb{I}$ in the case $g_{K}$ is an s.g.h.

Corollary 8.4.7. Let $K \in \mathbb{I}$ be such that the range of $K$ is nontrivial and $g_{K}$ is an s.g.h and let $\epsilon_{0}$ and $\epsilon_{1}$ be defined as in (8.4) and (8.5), respectively. Then
(i) If $\epsilon_{0}=0$ then $\epsilon_{1}=1$.
(ii) If $\epsilon_{0}>0$ then $\epsilon_{0}=1$.

Corollary 8.4.8. Let the range of $K$ be nontrivial and $g_{K}$ be an s.g.h. Then one of the following conditions holds:
(i) $K(1, y)=y$, for all $y \in[0,1]$.
(ii) $K(1, y)=0$, for all $y \in[0,1)$.

From the above results, it is clear that if $K$ is a nontrivial range implication such that $g_{K}$ is an s.g. $h$ then $K$ has either (NP) or $K(1, y)=0$ for all $y \in[0,1)$. We analyse each of these two cases in Sections 8.5 and 8.6.

## 8.5 $K \in \mathbb{I}_{\mathbf{N P}}$ such that $g_{K}$ is an s.g.h

To get the representation of $K$ satisfying (NP), we need to take the help of two important algebraic concepts, namely, center and set of idempotent elements. Let us denote the center and the set of all idempotent elements of the monoid $(\mathbb{I}, \circledast)$, respectively, as follows:

$$
\begin{aligned}
\mathcal{Z}_{\mathbb{I}} & =\{I \in \mathbb{I} \mid I \circledast J=J \circledast I, \forall J \in \mathbb{I}\} \\
\mathcal{I}_{\mathbb{I}} & =\{I \in \mathbb{I} \mid I \circledast I=I\}
\end{aligned}
$$

Remark 8.5.1. $\left(\mathcal{Z}_{\mathbb{I}}, \circledast\right)$ is a commutative submonoid of $(\mathbb{I}, \circledast)$.
The following lemma which plays an important role when dealing with the fuzzy implications $K$ having (NP) gives a relation between the sets $\mathcal{Z}_{\mathbb{I}}$ and $\mathcal{I}_{\mathbb{I}}$ in $(\mathbb{I}, \circledast)$.

Lemma 8.5.2. The center $\mathcal{Z}_{\mathbb{I}}$ of the monoid $(\mathbb{I}, *)$ is contained in the set $\mathcal{I}_{\mathbb{I}}$, i.e., $\mathcal{Z}_{\mathbb{I}} \subset \mathcal{I}_{\mathbb{I}}$.
Proof. Let $K \in \mathcal{Z}_{\mathbb{I}}$. We need to show that $K^{2}=K$,

$$
\text { i.e., } K(x, K(x, y))=K(x, y), \quad x, y \in[0,1] .
$$

Suppose for some $x_{0} \in(0,1], y_{0} \in[0,1)$ that

$$
\alpha=K\left(x_{0}, K\left(x_{0}, y_{0}\right)\right) \neq K\left(x_{0}, y_{0}\right)=\beta
$$

Thus $K\left(x_{0}, \beta\right)=\alpha$.
Claim: $\beta \notin\{0,1\}$.
Proof of the claim: Let $\beta=0$, i.e., $K\left(x_{0}, y_{0}\right)=0$ and hence $K\left(x_{0}, K\left(x_{0}, y_{0}\right)\right)=K\left(x_{0}, 0\right)=\alpha \neq$ $\beta=0$. Then

$$
\begin{gathered}
\left(I_{\mathbf{0}} \circledast K\right)\left(x_{0}, y_{0}\right)=I_{\mathbf{0}}\left(x_{0}, K\left(x_{0}, y_{0}\right)\right)=I_{\mathbf{0}}\left(x_{0}, 0\right)=0 \\
\left(K \circledast I_{\mathbf{0}}\right)\left(x_{0}, y_{0}\right)=K\left(x_{0}, I_{\mathbf{0}}\left(x_{0}, y_{0}\right)\right)=K\left(x_{0}, 0\right)=\alpha \neq 0
\end{gathered}
$$

Thus $I_{\mathbf{0}} \circledast K \neq K \circledast I_{\mathbf{0}}$, contradicting the fact $K \in \mathcal{Z}_{\mathbb{I}}$. Thus $\beta \neq 0$.
Let $\beta=1$, i.e., $K\left(x_{0}, y_{0}\right)=1$. Then it implies that $K\left(x_{0}, K\left(x_{0}, y_{0}\right)\right)=1$, contradicting our assumption $K\left(x_{0}, y_{0}\right) \neq K\left(x_{0}, K\left(x_{0}, y_{0}\right)\right)$. Thus $\beta \neq 1$.
Claim: $\alpha \neq 1$.
Proof of the claim: Let $\alpha=1$, i.e., $K\left(x_{0}, K\left(x_{0}, y_{0}\right)\right)=\alpha=1$. We have already proven that $\beta \neq 0,1$.
Now define $I_{\beta} \in \mathbb{I}$ as in (8.1).
Now, $I_{\beta}\left(x_{0}, K\left(x_{0}, y_{0}\right)\right)=\beta$ and $K\left(x_{0}, I_{\beta}\left(x_{0}, y_{0}\right)\right)=K\left(x_{0}, \beta\right)=\alpha=1$. Thus

$$
I_{\beta}\left(x_{0}, K\left(x_{0}, y_{0}\right)\right) \neq K\left(x_{0}, I_{\beta}\left(x_{0}, y_{0}\right)\right),
$$

a contradiction to the fact that $K \in \mathcal{Z}_{\mathbb{I}}$. Thus $\alpha \neq 1$.
Now, $I_{\beta}\left(x_{0}, K\left(x_{0}, \beta\right)\right)=I_{\beta}\left(x_{0}, \alpha\right)=\beta$ and $K\left(x_{0}, I_{\beta}\left(x_{0}, \beta\right)\right)=K\left(x_{0}, \beta\right)=\alpha$. Thus

$$
I_{\beta}\left(x_{0}, K\left(x_{0}, \beta\right)\right) \neq K\left(x_{0}, I_{\beta}\left(x_{0}, \beta\right)\right),
$$

a contradiction to the fact that $K \in \mathcal{Z}_{\mathbb{I}}$. Thus $K \in \mathcal{I}_{\mathbb{I}}$ and hence $\mathcal{Z}_{\mathbb{I}} \subset \mathcal{I}_{\mathbb{I}}$.
Remark 8.5.3. In Lemma 8.5.2, the inclusion is strict. To see this, let us take $I_{\mathbf{0}}, I_{\mathbf{1}} \in \mathbb{I}$ as given in (8.2). Then it is strightforward to see that $I_{\mathbf{1}} \circledast I_{\mathbf{1}}=I_{\mathbf{1}}$, i.e., $I_{\mathbf{1}} \in \mathcal{I}_{\mathbb{I}}$. However, at $x=1, y=0.4$ we observe that

$$
\begin{aligned}
& \left(I_{\mathbf{1}} \circledast I_{\mathbf{0}}\right)(1,0.4)=I_{\mathbf{1}}\left(1, I_{\mathbf{0}}(1,0.4)\right)=I_{\mathbf{1}}(1,0)=0, \\
& \left(I_{\mathbf{0}} \circledast I_{\mathbf{1}}\right)(1,0.4)=I_{\mathbf{0}}\left(1, I_{\mathbf{1}}(1,0.4)\right)=I_{\mathbf{0}}(1,1)=1 .
\end{aligned}
$$

which implies that $I_{\mathbf{1}} \notin \mathcal{Z}_{\mathbb{I}}$. Similarly, one can observe that $I_{\mathbf{G D}}, I_{\mathbf{0}} \in \mathcal{I}_{\mathbb{I}}$ but $I_{\mathbf{G D}}, I_{\mathbf{0}} \notin \mathcal{Z}_{\mathbb{I}}$.
Based on Lemma 8.5.2, we have a first partial characterisation of $K$ such that $g_{K}$ is an s.g.h.
Lemma 8.5.4. If $K \in \mathcal{Z}_{\mathbb{I}}$ then $g_{K}$ is an s.g.h.
Proof. Let $K \in \mathcal{Z}_{\mathbb{I}}$. Then, from Lemma 8.5.2, it follows that $K \in \mathcal{I}_{\mathbb{I}}$. Let $I, J \in \mathbb{I}$. Now,

$$
\begin{aligned}
g_{K}(I) \circledast g_{K}(J) & =(I \circledast K) \circledast(J \circledast K) \\
& =(I \circledast K) \circledast(K \circledast J) \\
& =I \circledast(K \circledast K) \circledast J \\
& =I \circledast(K \circledast J)=I \circledast(J \circledast K) \\
& =(I \circledast J) \circledast K=g_{K}(I \circledast J) .
\end{aligned}
$$

Thus $g_{K}$ is an s.g.h.
In fact, as we show in the following the converse of Lemma 8.5.4 is also true for neutral implications, i.e., for those $K \in \mathbb{I}$ that satisfy (NP). Before proving this fact, we need the following result which gives a complete characterisation of all $K \in \mathbb{I}$ for which $g_{K}$ is an s.g.h.

Lemma 8.5.5. If $K \in \mathcal{Z}_{\mathbb{I}}$, then the range of $K$ is nontrivial.
Proof. Let $K \in \mathcal{Z}_{\mathbb{I}}$. Suppose that the range of $K$ is trivial. Since $K \in \mathcal{Z}_{\mathbb{I}}$, from Lemma 8.5.4 it follows that $g_{K}$ is an s.g.h. Again from Theorem 8.3.1, it follows that $K=K^{\delta}$ for some $\delta \in(0,1]$. Here we
claim that $\delta \neq 1$. If $\delta=1$, then $K=K^{\delta}$ will be of the form

$$
K(x, y)= \begin{cases}1, & \text { if } x<1 \text { or } y=1 \\ 0, & \text { if } x=1 \text { and } y \neq 1\end{cases}
$$

Now it is easy to see that $\left(I_{\mathbf{1}} \circledast K\right)(1,0.2)=0$ where as $\left(K \circledast I_{\mathbf{1}}\right)(1,0.2)=1$, proving that $K \notin \mathcal{Z}_{\mathbb{I}}$, a contradiction to the fact $K \in \mathcal{Z}_{\mathbb{I}}$. Thus $\delta \neq 1$. Now, it is easy to find two real numbers $\delta^{\prime}, \delta^{\prime \prime} \in(0,1]$ such that $\delta^{\prime \prime}<\delta<\delta^{\prime}$. Let $I=I_{\beta}$ as defined in (8.1) with $\beta=\delta^{\prime \prime}$. Then

$$
\begin{array}{r}
\left(I \circledast K^{\delta}\right)\left(1, \delta^{\prime}\right)=I\left(1, K^{\delta}\left(1, \delta^{\prime}\right)\right)=1 \\
\text { while, }\left(K^{\delta} \circledast I\right)\left(1, \delta^{\prime}\right)=K^{\delta}\left(1, I\left(1, \delta^{\prime}\right)\right)=K^{\delta}\left(1, \delta^{\prime \prime}\right)=0
\end{array}
$$

contradicting that $K \in \mathbb{Z}_{\mathbb{I}}$. Thus the range of $K$ is nontrivial.

Proposition 8.5.6. If $K \in \mathcal{Z}_{\mathbb{I}}$, then $K$ has (NP).
Proof. Let $K \in \mathcal{Z}_{\mathbb{I}}$. From Lemma 8.5.4, it follows that $g_{K}$ is an s.g.h and also from Lemma 8.5.5, it follows that range of $K$ is nontrivial. To prove that $K$ has (NP), from Proposition 8.4.5 it suffices to show that $K(1, y) \neq 0$ or 1 for any $y \in(0,1)$.

On the contrary, let $K\left(1, y_{0}\right)=0$ for some $y_{0} \in(0,1)$. Then, on the one hand,

$$
\begin{aligned}
\left(I_{\mathbf{1}} \circledast K\right)\left(1, y_{0}\right) & =I_{\mathbf{1}}\left(1, K\left(1, y_{0}\right)\right) \\
& =I_{\mathbf{1}}(1,0)=0
\end{aligned}
$$

and on the other hand,

$$
\begin{aligned}
\left(K \circledast I_{1}\right)\left(1, y_{0}\right) & =K\left(1, I_{1}\left(1, y_{0}\right)\right) \\
& =K(1,1)=1
\end{aligned}
$$

which contradicts the fact $K \in \mathcal{Z}_{\mathbb{I}}$. Thus for any $y_{0} \in(0,1), K\left(1, y_{0}\right) \neq 0$.
Similarly, by taking $I_{0}$ instead of $I_{1}$, above we can show that for any $y_{0} \in(0,1), K\left(1, y_{0}\right) \neq 1$. From Proposition 8.4.5, we see that this is equivalent to stating $\epsilon_{0}=0$ and $\epsilon_{1}=1$ and hence it follows that $K$ must have (NP).

We define below a special class of fuzzy implications satisfying (NP).
Definition 8.5.7. For $\epsilon \in[0,1)$ define

$$
K_{\epsilon}(x, y)= \begin{cases}1, & \text { if } x \leq \epsilon  \tag{8.9}\\ y, & \text { if } x>\epsilon\end{cases}
$$

and for $\epsilon=1, K_{\epsilon}=I_{\mathrm{WB}}$ where

$$
I_{\mathbf{W B}}(x, y)= \begin{cases}1, & \text { if } x<1  \tag{8.10}\\ y, & \text { if } x=1\end{cases}
$$

Note that $K_{\epsilon} \in \mathbb{I}$, for all $\epsilon \in[0,1]$ and $\sup K_{\epsilon}=I_{\mathbf{W B}}$. For notational convenience, we denote the set of all such $K_{\epsilon}$ fuzzy implications by

$$
\mathbb{K}_{\epsilon}=\left\{I \in \mathbb{I} \mid I=K_{\epsilon} \text { for some } \epsilon \in[0,1]\right\} .
$$

The following result lists a few properties of fuzzy implications from the set $\mathbb{K}_{\epsilon}$.
Proposition 8.5.8. The following properties hold true.
(i) $\epsilon_{1}<\epsilon_{2} \Longrightarrow K_{\epsilon_{1}} \leq K_{\epsilon_{2}}$
(ii) $K_{\epsilon_{1}} \circledast K_{\epsilon_{2}}=K_{\max \left(\epsilon_{1}, \epsilon_{2}\right)}=K_{\epsilon_{2}} \circledast K_{\epsilon_{1}}$
(iii) $\epsilon_{1}<\epsilon_{2} \Longrightarrow g_{K_{\epsilon_{1}}}\left(K_{\epsilon_{2}}\right)=g_{K_{\epsilon_{2}}}\left(K_{\epsilon_{1}}\right)=K_{\epsilon_{2}}$
(iv) $g_{K_{\epsilon}}(I)=g_{I}\left(K_{\epsilon}\right)$, for all $I \in \mathbb{I}$
(v) $\epsilon_{1}<\epsilon_{2} \Longrightarrow g_{K_{\epsilon_{2}}}(\mathbb{I}) \subset g_{K_{\epsilon_{1}}}(\mathbb{I})$.

Proposition 8.5.9. $\left(\mathbb{K}_{\epsilon}, \circledast\right)$ is a commutative submonoid of $(\mathbb{I}, \circledast)$.
In the following we present some results relating to the sets $\mathbb{K}_{\epsilon}, \mathcal{Z}_{\mathbb{I}}$ and $\mathcal{I}_{\mathbb{I}}$.
Lemma 8.5.10. $\mathbb{K}_{\epsilon} \subseteq \mathcal{Z}_{\mathbb{I}} \subset \mathcal{I}_{\mathbb{I}}$.
Proof. In Lemma 8.5.2, we proved that $\mathcal{Z}_{\mathbb{I}} \subset \mathcal{I}_{\mathbb{I}}$. So here it is enough to show that $\mathbb{K}_{\epsilon} \subseteq \mathcal{Z}_{\mathbb{\Perp}}$. Now if $I \in \mathbb{K}_{\epsilon}$ then

$$
I(x, y)= \begin{cases}1, & \text { if } x \leq \epsilon \\ y, & \text { if } x>\epsilon\end{cases}
$$

for some $\epsilon \in[0,1)$ or $I=I_{\mathbf{W B}}$. For any $J \in \mathbb{I}$ and $I \in \mathbb{K}_{\epsilon}$, we have

$$
(I \circledast J)(x, y)=(J \circledast I)(x, y)= \begin{cases}1, & \text { if } x \leq \epsilon \\ J(x, y), & \text { if } x>\epsilon\end{cases}
$$

showing that $I \in \mathcal{Z}_{\mathbb{I}}$. If $I=I_{\mathbf{W B}}$, then

$$
(I \circledast J)(x, y)=(J \circledast I)(x, y)= \begin{cases}1, & \text { if } x<1 \\ J(1, y), & \text { if } x=1\end{cases}
$$

for all $J \in \mathbb{I}$. Thus $I_{\mathrm{WB}} \in \mathcal{Z}_{\mathbb{I}}$.
In fact, the opposite inclusion (i.e., $\mathcal{Z}_{\mathbb{I}} \subseteq \mathbb{K}_{\epsilon}$ ) is also true, a fact that we prove in Lemma 8.5.12. Now, we are ready to give a complete characterisation and representation of $K \in \mathbb{I}$ satisfying (NP) for which $g_{K}$ will be an s.g.h.

Theorem 8.5.11. Let $K \in \mathbb{I}$ satisfy (NP). The following statements are equivalent:
(i) $g_{K}$ is an s.g.h.
(ii) $K \in \mathbb{K}_{\epsilon}$.

Proof. (i) $\Longrightarrow$ (ii): Let $g_{K}$ be an s.g.h for some $K \in \mathbb{I}$. Since $K$ has (NP) the range of $K$ is $[0,1]$. Let $\alpha<1$ be chosen arbitrarily. Then there exists some $x_{0} \in(0,1], y_{0} \in[0,1)$, such that $K\left(x_{0}, y_{0}\right)=\alpha<1$. We keep $K$ fixed, vary $J$ and investigate the equivalence $J \circledast K=$ $K \circledast J \circledast K$.

When $J=I_{0}$, we have

$$
\begin{aligned}
(J \circledast K)\left(x_{0}, y_{0}\right) & =I_{\mathbf{0}}\left(x_{0}, K\left(x_{0}, y_{0}\right)\right) \\
& =I_{\mathbf{0}}\left(x_{0}, \alpha\right)=0, \\
(K \circledast J \circledast K)\left(x_{0}, y_{0}\right) & =K\left(x_{0}, I_{\mathbf{0}}\left(x_{0}, K\left(x_{0}, y_{0}\right)\right)\right) \\
& =K\left(x_{0}, 0\right) .
\end{aligned}
$$

Since $g_{K}$ is an s.g.h., $K\left(x_{0}, 0\right)=0$. Hence, if $K\left(x_{0}, y_{0}\right)=\alpha<1$, then $K\left(x_{0}, 0\right)=0$. Now,

$$
\begin{aligned}
(J \circledast K)\left(x_{0}, 0\right) & =J\left(x_{0}, K\left(x_{0}, 0\right)\right) \\
& =J\left(x_{0}, 0\right), \\
\text { and }(K \circledast J \circledast K)\left(x_{0}, 0\right) & =K\left(x_{0}, J\left(x_{0}, K\left(x_{0}, 0\right)\right)\right) \\
& =K\left(x_{0}, J\left(x_{0}, 0\right)\right) .
\end{aligned}
$$

Now let us, once again, choose $J$ as in (8.1) with $\beta=y_{0}$. Thus we have $J\left(x_{0}, 0\right)=y_{0}$ and hence

$$
\begin{aligned}
y_{0} & =J\left(x_{0}, 0\right)=K\left(x_{0}, J\left(x_{0}, 0\right)\right) \\
& =K\left(x_{0}, y_{0}\right)=\alpha \\
& \Longrightarrow \alpha=y_{0}
\end{aligned}
$$

Since $\alpha$ is chosen arbitrarily, we have

$$
\begin{equation*}
K\left(x_{0}, y\right)=y, \quad y \in[0,1] . \tag{8.11}
\end{equation*}
$$

Let $x^{*}=\inf \{x \mid K(x, y)=y$, for all $y\} \geq 0$. Note that the infimum exists because $K$ has (NP), i.e., $1 \in\{x \mid K(x, y)=y$, for all $y\} \neq \emptyset$.

Claim: $K(s, y)=1$, for any $s \in\left[0, x^{*}\right)$ and for all $y \in[0,1]$.

Proof of the claim: On the contrary, let us suppose that $1>K\left(s, y_{0}\right)=y_{1}>y_{0}$ for some $y_{0}, y_{1} \in[0,1)$ and $s \in\left[0, x^{*}\right)$. Now,

$$
\begin{aligned}
J\left(s, K\left(s, y_{0}\right)\right) & =J\left(s, y_{1}\right) \\
\text { and, } K\left(s, J\left(s, K\left(s, y_{0}\right)\right)\right) & =K\left(s, J\left(s, y_{1}\right)\right) .
\end{aligned}
$$

Once again, choosing a $J$ as in (8.1) with $\beta=y_{0}$, we have

$$
\begin{aligned}
J\left(s, y_{1}\right) & =y_{0} \text { and } K\left(s, J\left(s, y_{1}\right)\right)=K\left(s, y_{0}\right)=y_{1} \\
& \Longrightarrow J\left(s, K\left(s, y_{0}\right)\right) \neq K\left(s, J\left(s, K\left(s, y_{0}\right)\right)\right)
\end{aligned}
$$

i.e., $g_{K}$ is not an s.g.h., a contradiction. Thus $K(s, y)=1$, for all $s \in\left[0, x^{*}\right)$.

Now the question is what value should one assign to $K\left(x^{*}, y\right)$. Since it is customary to assume left-continuity of fuzzy implications in the first variable, we let $K\left(x^{*}, y\right)=1$. Note that letting $K\left(x^{*}, y\right)=y$ also gives a $K$ such that $g_{K}$ is an s.g.h.

From the above claim and (8.11) we see that every $K$ is of the form (8.9) for some $\epsilon \in[0,1$ ) or $K=I_{\mathrm{WB}}$.
(ii) $\Longrightarrow$ (i) : Follows from Lemmata 8.5.10 and 8.5.4.

Lemma 8.5.12. Let $K \in \mathcal{Z}_{\mathbb{I}}$. Then $K \in \mathbb{K}_{\epsilon}$, i.e., $\mathcal{Z}_{\mathbb{I}} \subseteq \mathbb{K}_{\epsilon}$.
Proof. Let $K \in \mathcal{Z}_{\mathbb{I}}$. From Lemma 8.5.4 it follows that $g_{K}$ is an s.g.h and also from Lemma 8.5.5 it follows that range of $K$ is nontrivial. Further, from Proposition 8.5 .6 we know that $K$ has (NP). Again from Theorem 8.5 .11 it follows that $K \in \mathbb{K}_{\epsilon}$.

Corollary 8.5.13. $\mathcal{Z}_{\mathbb{I}}=\mathbb{K}_{\epsilon}$.

Proof. In Lemma 8.5 .10 we proved that $\mathcal{Z}_{\mathbb{I}} \supseteq \mathbb{K}_{\epsilon}$. From Lemma 8.5.12 it follows that $\mathcal{Z}_{\mathbb{I}} \subseteq \mathbb{K}_{\epsilon}$.

Remark 8.5.14. From Corollary 8.5.13, it follows that with the help of the s.g.h. $g_{K}$, we have found out the center $\mathcal{Z}_{\mathbb{I}}$ of the monoid $\mathbb{I}$.

From Corollary 8.5.13, it follows that the center $\mathcal{Z}_{\mathbb{I}}$ is nothing but the set of all fuzzy implications of the form $K_{\epsilon}$ for some $\epsilon \in[0,1)$ or $I_{\text {WB }}$. Thus we have found out fuzzy implications $K$ satisfying the functional equation $I \circledast K=K \circledast I$ for all $I \in \mathbb{I}$. For the characterisation of some well-known families of fuzzy implications $I$ satisfying $I \circledast I=I\left(\right.$ i.e., $\left.I \in \mathcal{I}_{\mathbb{I}}\right)$ of $(\mathbb{I}, \circledast)$, please see [74].

Recall from Corollary 8.4.8 that if the range of $K \in \mathbb{I}$ is nontrivial and $g_{K}$ is an s.g.h. then either, $K(1, y)=y$ for all $y \in[0,1]$ or $K(1, y)=0$ for all $y \in[0,1)$. In Section 8.5, we have characterised and found representations of fuzzy implications $K$ such that $g_{K}$ is an s.g.h. in the case of $K(1, y)=y$ for all $y \in[0,1]$, i.e., $K$ has (NP). Now it remains to characterise the nontrivial range non-neutral implications $K$ such that $g_{K}$ is an s.g.h. and give their presentations. We take up this task in the following section.

## 8.6 $\quad K \in \mathbb{I} \backslash \mathbb{I}_{\mathbf{N P}}$ such that $g_{K}$ is an s.g.h.

We begin this section by defining the following class of fuzzy implications.

Definition 8.6.1. For $\epsilon \in[0,1)$, define

$$
K^{\epsilon}(x, y)= \begin{cases}1, & \text { if } x \leq \epsilon  \tag{8.12}\\ y, & \text { if } \epsilon<x<1 \\ 0, & \text { if } x=1 \& y \neq 1\end{cases}
$$

For notational convenience, we denote the set of all such $K^{\epsilon}$ fuzzy implications by

$$
\mathbb{K}^{\epsilon}=\left\{I \in \mathbb{I} \mid I=K^{\epsilon} \text { for some } \epsilon \in[0,1[ \} .\right.
$$

Theorem 8.6.2. Let $K \in \mathbb{I}$ such that $K(1, y)=0$ for all $y \neq 1$. The following statements are equivalent:
(i) $g_{K}$ is an s.g.h.
(ii) $K \in \mathbb{K}^{\epsilon}$.

Proof. Let $K \in \mathbb{I}$ such that $K(1, y)=0$ for all $y \neq 1$.
(i) $\Longrightarrow$ (ii): Let $g_{K}$ be an s.g.h for some $K \in \mathbb{I}$. Since the range of $K$ is nontrival, from Lemma 8.4.1, the range of $K$ is whole of $[0,1]$. Let $0<\alpha<1$ be chosen arbitrarily. Then there exist some $x_{0} \in(0,1), y_{0} \in[0,1)$, such that $0<K\left(x_{0}, y_{0}\right)=\alpha<1$. We keep $K$ fixed, vary $J \in \mathbb{I}$ and investigate the equivalence $J \circledast K=K \circledast J \circledast K$.
When $J=I_{0}$, we have

$$
\begin{aligned}
(J \circledast K)\left(x_{0}, y_{0}\right) & =I_{\mathbf{0}}\left(x_{0}, K\left(x_{0}, y_{0}\right)\right)=I_{\mathbf{0}}\left(x_{0}, \alpha\right)=0 \\
(K \circledast J \circledast K)\left(x_{0}, y_{0}\right) & =K\left(x_{0}, I_{\mathbf{0}}\left(x_{0}, K\left(x_{0}, y_{0}\right)\right)\right)=K\left(x_{0}, 0\right) .
\end{aligned}
$$

Since $g_{K}$ is an s.g.h., $K\left(x_{0}, 0\right)=0$. Hence, if $K\left(x_{0}, y_{0}\right)=\alpha<1$, then $K\left(x_{0}, 0\right)=0$. Now, for any $J \in \mathbb{I}$, we have

$$
\begin{aligned}
(J \circledast K)\left(x_{0}, 0\right) & =J\left(x_{0}, K\left(x_{0}, 0\right)\right)=J\left(x_{0}, 0\right) \\
\text { and }(K \circledast J \circledast K)\left(x_{0}, 0\right) & =K\left(x_{0}, J\left(x_{0}, K\left(x_{0}, 0\right)\right)\right)=K\left(x_{0}, J\left(x_{0}, 0\right)\right) .
\end{aligned}
$$

Now let us, once again, choose $J \in \mathbb{I}$ such that $J\left(x_{0}, 0\right)=y_{0}$. Then

$$
y_{0}=J\left(x_{0}, 0\right)=K\left(x_{0}, J\left(x_{0}, 0\right)\right)=K\left(x_{0}, y_{0}\right)=\alpha
$$

which implies that $\alpha=y_{0}$. Since $\alpha$ is chosen arbitrarily, we have

$$
\begin{equation*}
K\left(x_{0}, y\right)=y, \quad y \in[0,1] . \tag{8.13}
\end{equation*}
$$

Let $x^{*}=\inf \{x \mid K(x, y)=y$, for all $y\} \geq 0$. Note that the infimum exists because $x_{0}$ satisfies (8.13).

Claim: $K(s, y)=1$, for any $s \in\left[0, x^{*}\right)$ and for all $y \in[0,1]$.
Proof of the claim: On the contrary, let us suppose that $1>K\left(s, y_{0}\right)=y_{1}>y_{0}$ for some $y_{0}, y_{1}$.

Now,

$$
\begin{aligned}
J\left(s, K\left(s, y_{0}\right)\right) & =J\left(s, y_{1}\right), \\
K\left(s, J\left(s, K\left(s, y_{0}\right)\right)\right) & =K\left(s, J\left(s, y_{1}\right)\right) .
\end{aligned}
$$

Once again, choosing a $J \in \mathbb{I}$ such that $J\left(s, y_{1}\right)=y_{0}$, we get

$$
\begin{aligned}
J\left(s, y_{1}\right) & =y_{0} \text { and } K\left(s, J\left(s, y_{1}\right)\right)=K\left(s, y_{0}\right)=y_{1} \\
& \Longrightarrow J\left(s, K\left(s, y_{0}\right)\right) \neq K\left(s, J\left(s, K\left(s, y_{0}\right)\right)\right)
\end{aligned}
$$

i.e., $g_{K}$ is not an s.g.h., a contradiction. Thus $K(s, y)=1$, for all $s \in\left[0, x^{*}\right)$.

Now the question is what value should one assign to $K\left(x^{*}, y\right)$. Since it is customary to assume left-continuity of fuzzy implications in the first variable, we let $K\left(x^{*}, y\right)=1$. Note that letting $K\left(x^{*}, y\right)=y$ also gives a $K$ such that $g_{K}$ is a homomorphism.

From the above claim and (8.13) we see that every $K$ is of the form (8.12) for some $\epsilon \in[0,1$ ).
(ii) $\Longrightarrow$ (i): This follows easily. Let $K=K^{\epsilon}$ for some $\epsilon \in[0,1$ ).i.e.,

$$
K(x, y)=K^{\epsilon}(x, y)= \begin{cases}1, & \text { if } x \leq \epsilon \\ y, & \text { if } \epsilon<x<1 \\ 0, & \text { if } x=1 \& y \neq 1\end{cases}
$$

Let $J \in \mathbb{I}$.

$$
\text { Now, }(J \circledast K)(x, y)=J(x, K(x, y))
$$

$$
= \begin{cases}1, & \text { if } x \leq \epsilon \\ J(x, y), & \text { if } \epsilon<x<1 \\ 0, & \text { if } x=1 \& y \neq 1\end{cases}
$$

and, $(K \circledast J \circledast K)(x, y)=K(x, J(x, K(x, y)))$

$$
= \begin{cases}1, & \text { if } x \leq \epsilon \\ J(x, y), & \text { if } \epsilon<x<1 \\ 0, & \text { if } x=1 \& y \neq 1\end{cases}
$$

which proves that $g_{K}$ is an s.g.h.

Corollary 8.6.3. Let $K \in \mathbb{I}$. Then following statements are equivalent:
(i) $g_{K}$ is an s.g.h.
(ii) $K \in \mathbb{A} \cup \mathbb{K}_{\epsilon} \cup \mathbb{K}^{\epsilon}$.

### 8.7 Concluding Remarks

In this chapter, we have considered the right translations $g_{K}$ defined on the monoid $(\mathbb{I}, \circledast)$ and shown that they are lattice homomorphisms of $(\mathbb{I}, \preceq, \circledast, \vee, \wedge)$. Since every right translation is not a semigroup homomorphism (s.g.h.), we have characterised and found the representations of $K \in \mathbb{I}$ such that the right translations $g_{K}$ are s.g.h. Based on our results we have shown that the set of all trivial range fuzzy implications $K$ for which $g_{K}$ become s.g.h forms the set of right zero elements, as well as a two-sided ideal. Further, our analysis in the case of nontrivial range fuzzy implications $K$ satisfying (NP) have enabled us, not only to determine the center of the monoid $(\mathbb{I}, \circledast)$, but also to obtain a clear representation of its elements.

## Chapter 9

## Conclusions and Future Work

> It is always wise to look ahead, but difficult to look further than you can see.
> - Winston Churchill $(1874-1965)$

In this thesis, we have proposed and studied the following generative method of fuzzy implications:

Given $I, J \in \mathbb{I}, I \circledast J:[0,1]^{2} \longrightarrow[0,1]$ is defined as

$$
(I \circledast J)(x, y)=I(x, J(x, y)), \quad x, y \in[0,1]
$$

It was shown that $\circledast$ generates fuzzy implications from fuzzy implications and also $(\mathbb{I}, \circledast)$ forms a non-idempotent monoid. Further, we have explored the $\circledast$-composition on $\mathbb{I}$ in two different ways, viz, as a generating method of fuzzy implications and as a binary operation on the set $\mathbb{I}$.

Firstly, we have studied the $\circledast$-composition as a generating method of fuzzy implications. Though we have shown that $\circledast$-composition preserves most of the properties of fuzzy implications and functional equations involving fuzzy implications, there are some questions that still remain unanswered, for instance, see the following:

Problem 9.0.1. Find the representations of the largest subset $\mathbb{I}^{\circ} \subset \mathbb{I}_{\mathbf{O P}}$ such that every $I \in \mathbb{I}^{\circ}$ satisfies (3.1).

We have also proposed a new concept of mutual exchangeability (ME), a generalisation of (EP), to a pair $(I, J)$ of fuzzy implications and shown that (ME) plays a central role in the $\circledast$-preservation of (EP), (LI) and families of fuzzy implications. Hence it is worth while to investigate the following question:

Problem 9.0.2. Characterise the fuzzy implications $I, J$ such that the pair $(I, J)$ satisfies (ME).
Secondly, we have investigated the algebraic aspects of the set $\mathbb{I}$ considering $\circledast$ as a binary operation on $\mathbb{I}$. Though $(\mathbb{I}, \circledast)$ forms only a monoid, we have characterised the largest subgroup contained in it and based on its representations we have hitherto unknown representations of Yager's families of fuzzy implications. However, a similar study has to be carried out for the other families of fuzzy implications, namely, $(S, N)$-, $R$-implications, which leads us to the following questions:

Problem 9.0.3. Does there exist any seed members for different families of fuzzy implications, namely, $(S, N)-, R$-, $Q L-,(U, N)$-implications, as in the case of Yager's families of fuzzy implications, from which one could generate all the other members of the same family?

We have also defined yet another generative method of fuzzy implications, denoted by, $\Delta$ (see Definition 7.4.1) and employed it in obtaining the algebraic connotations of some conjugacy classes that were proposed earlier. Though we have shown that $\Delta$ makes $\mathbb{I}$ a semigroup, further explorations are to be done along the lines of this thesis.

Problem 9.0.4. Investigate the algebraic and analytic aspects of the semigroup $(\mathbb{I}, \Delta)$.
In fact, a similar analysis needs to be carried out also for the other generative methods proposed in [76]. For instance, one can consider the operation $\diamond$ proposed in [76] as

$$
(I \diamond J)(x, y)=J(I(y, x), J(x, y)), \quad x, y \in[0,1]
$$

which forms an implication structure on $\mathbb{I}$ along with the operation $\odot_{T}$ defined on $\mathbb{I}$ in the same work [76]. Our preliminary analysis seems to indicate that $\left(\mathbb{I}, \odot_{T}, \diamond, \leq, I_{\mathbf{0}}, I_{\mathbf{1}}\right)$ forms a bounded residuated monoid. We intend to explore this further.

Finally, we have shown that the set of all trivial range fuzzy implications $K$ such that $g_{K}$ is an s.g.h. forms the set $\mathbb{A}$ of all right zero elements as well as a two sided ideal. In fact, it can be easily seen that if $\mathbb{B} \subset \mathbb{I}$ is any other ideal in $(\mathbb{I}, \circledast)$, then $\mathbb{A} \subseteq \mathbb{B}$, i.e., $\mathbb{A}$ is contained in the intersection of all the ideals of the monoid $(\mathbb{I}, \circledast)$. Further, since every two sided ideal leads to a Rees semigroup, the following questions become interesting to investigate:

Problem 9.0.5. (i) Is the set $\mathbb{A}$ the only ideal of the monoid $(\mathbb{I}, \circledast)$ ?
(ii) If yes, determine the Rees semigroup of fuzzy implications obtained by the two sided ideal $\mathbb{A}$.
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