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Preface

The arrival of the so-called Petabyte Age has compelled the analytics commu-
nity to pay serious attention to development of scalable algorithms for intelligent
data analysis. In June 2008, Wired magazine featured a special section on “The
Petabyte Age” and stated that “..our ability to capture, warehouse, and un-
derstand massive amounts of data is changing science, medicine, business, and
technology.” The recent explosion in social computing has added to the vastly
growing amounts of data from which insights can be mined. The term “Big
Data” is now emerging as a catch-all phrase to denote the vast amounts of data
at a scale that requires a rethink of conventional notions of data management.

There is a saying among data researchers that “more data beats better algo-
rithms.” Big Data provide ample opportunities to discern hitherto inconceivable
insights from data sets. This, however, comes with significant challenges in terms
of both computational and storage expense, of the type never addressed before.
Volume, velocity, and variability in Big Data repositories necessitate advancing
analytics beyond operational reporting and dashboards. Early attempts to ad-
dress the issue of scalability were handled by development of incremental data
mining algorithms. Other traditional approaches to solve scalability problems
included sampling, processing data in batches, and development of parallel al-
gorithms. However, it did not take long to realize that all of these approaches,
except perhaps parallelization, have limited utility.

The International Conference on Big Data Analytics (BDA 2012) was con-
ceived against this backdrop, and is envisaged to provide a platform to expose
researchers and practitioners to ground-breaking opportunities that arise dur-
ing analysis and processing of massive volumes of distributed data stored across
clusters of networked computers. The conference attracted a total of 42 papers,
of which 37 were research track submissions. From these, five regular papers and
five short papers were selected, leading to an acceptance rate of 27%.

Four tutorials were also selected and two tutorials were included in the pro-
ceedings. The first tutorial entitled “Scalable Analytics: Algorithms and Sys-
tems” addresses implementation of three popular machine learning algorithms
in a Map-Reduce environment. The second tutorial, “Big-Data: Theoretical, En-
gineering and Analytics Perspectives,” gives a bird’s eye view of the Big Data
landscape, including technology, funding, and the emerging focus areas. It also
deliberates on the analytical and theoretical perspectives of the ecosystem.

The accepted research papers address several aspects of data analytics. These
papers have been logically grouped into three broad sections: Data Analytics
Applications, Knowledge Discovery Through Information FExtraction, and Data
Models in Analytics.
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In the first section, Basil et al. compare several statistical machine learning
techniques over electro-cardiogram (ECG) datasets. Based on this study, they
make recommendations on features, sampling rate, and the choice of classifiers
in a realistic setting. Yasir et al. present an approach for information require-
ments elicitation (IRE), which is an interactive approach for building queries,
by asking a user his/her information needs. Gupta et al. look at Big Data from
the perspective of database management. They divide analytics over Big Data
into two broad classes: data in rest and data in motion, and propose separate
database solutions for both of them. Reddy et al. describe their efforts in im-
parting practical education in the area of agriculture by means of a virtual lab.
A virtual “crop lab” designed by the authors contains large amounts of practical
data about crops that are indexed and summarized. The authors speculate on
pedagogic methodologies necessary for imparting practical education using such
crop data.

In the second section, Yasir et al. address the problem of schema summa-
rization from relational databases. Schema summarization poses significant chal-
lenges of semantically correlating different elements of the database schema. The
authors propose a novel technique of looking into the database documentation for
semantic cues to aid in schema summarization. Nambiar et al. present a faceted
model for computing various aspects of a topic from social media datasets. Their
approach is based on a model called the colon classification scheme that views
social media data along five dimensions: Personality, Matter, Energy, Space, and
Time. Gupta et al. address text segmentation problems and propose a technique
called Analog Text Entailment that assigns an entailment score to extracted text
segments from a body of text in the range [0,1], denoting the relative importance
of the segment based on its constituent sentences. Kumar et al. study the price
movements of gold and present a model explaining the price movements using
three feature sets: macro-economic factors, investor fear features, and investor
behavior features.

Finally, in the last section, Ryu et al. propose a method for dynamically
generating classifiers to build an ensemble of classifiers for handling variances in
streaming datasets. Mohanty and Sajith address the problem of eigenvalue com-
putations for very large nonsymmetric matrix datasets and propose an 1/0 effi-
cient algorithm for reduction of the matrix dataset into Hessenberg form, which is
an important step in the eigenvalue computation. Gupta et al. address the problem
of information security in organizational settings and propose a notion of “con-
text honeypot” — a mechanism for luring suspected individuals with malicious in-
tent into false areas of the dataset. They analyze the elements required for luring
conditions and propose a mathematical model of luring. Kim et al. address recom-
mender systems for smart TV contents, which are characterized by large sparse
matrix datasets. They propose a variant of collaborative filtering for building effi-
cient recommender systems. Kumar and Kumar address the problem of selecting
optimal materialized views over high-dimensional datasets, and propose simulated
annealing as a solution approach.
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Scalable Analytics — Algorithms and Systems

Srinivasan H. Sengamedu

Komli Labs, Bangalore
shs@komli.com

Abstract. The amount of data collected is increasing and the time win-
dow to leverage this has been decreasing. To satisfy the twin require-
ments, both algorithms and systems have to keep pace. The goal of this
tutorial is to provide an overview of the common problems, algorithms,
and systems for handling large-scale analytics tasks.

1 Introduction

Inexpensive storage, sensors, and communication have lead to an explosion in
data. There is also in increasing trend to arrive at data-driven decisions: heuris-
tics for decision making are increasingly getting replaced by data-driven and
predictive approaches and insights. Converting massive data to crisp insights
and actioning on them requires appropriate algorithms and systems. In this tu-
torial, we provide an overview of scalable algorithms and systems which make
this possible.

The tutorial consists of six parts. The first three parts — Applications, ML
Problems, and MapReduce Landscape — introduce big data applications, basic
ML problems and techniques and MR technologies. The next three parts —
Scalable ML algorithms, ML Algorithms in MapReduce and ML Systems — are
more advanced and cover how to make basic ML algorithms scalable, discuss
implementation of ML algorithms in MR, and the trends in Big Data Systems.

2 Applications

Big Data Analytics is real, diverse, and has the potential to make big impact.
Applications abound in several fields — user modeling in Internet advertising,
comment spam detection and content recommendation, real-time document in-
dexing in web search, bioinformatics, and real time video surveillance.

Large-scale advertising systems typically deal with several hundred million
users. Each user has several hundred events — site visits, search queries, ad views,
ad clicks, etc. The activities of the users should be modeled with as recent data
as possible. The scale and latency make this a very challenging application.

Spam on the Internet affects several applications — email, comments, blogs,
etc. The scale of spam is very large — 85% (& 75 Billion emails per day. See
http://www.senderbase.org/home/detail_spam_volume?displayed=
lastmonth) of email messages are spam. Spam also should be detected as fast as
possible — otherwise there is a risk of impacting user experience for long periods
of time.

S. Srinivasa and V. Bhatnagar (Eds.): BDA 2012, LNCS 7678, pp. 1] 2012.
(© Springer-Verlag Berlin Heidelberg 2012


http://www.senderbase.org/home/detail_spam_volume?displayed=lastmonth
http://www.senderbase.org/home/detail_spam_volume?displayed=
http://www.senderbase.org/home/detail_spam_volume?displayed=lastmonth
lastmonth

S.H. Sengamedu

Table 1. Machine Learning Problem and Algorithms

Task Technique Scalable
Nearest Neighbor kd- Trees LSH, Semantic Hashing
Classification SVM VW, SGD
Clustering k-means Canopy Clustering
Topic Models LDA PLDA
Regression Logistic SGD
Ranking GBDT GBDT
Recommendation Matrix Factorization SGD
Association Rule A priori Min-closed

3 ML Problems

Machine Learning and Data Mining address a variety of problems. Table [l lists
some of the problems and one representative algorithm for solving them. (The

selection of the “representative” algorithm is somewhat arbitrary!)

Some general problems with common implementations of representative algo-

rithms are listed below.

1.

As the number of data points becomes large, the algorithms are not scalable.
It has been observed that the loading of training data dominates the training
time and in most applications the training data does not fit into the main
memory.
. In several applications, the number of features is also very large. In such
cases, techniques which are successful in low-dimensional applications (like
kd-trees), perform poorly when the number of dimensions exceed 30.

4 MapReduce Landscape

MapReduce is currently the popular paradigm for dealing with Big Data. The
landscape is very rich and complex. See Figure [I for some components in the
Hadoop ecosystem and how they are related. A brief description of the different

components follows.

HDFS: Hadoop Distributed File System - storage, replication
MapReduce: Distributed processing, fault tolerance
HBASE: Fast read/write access

HCatalog: Metadata

Pig: Scripting

Hive: SQL

Oozie: Workflow, Scheduling

Zookeeper: Coordination

Kafka: Messaging, Data integration

Mahout: Machine Learning
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Mahout
Pig Hive
g’_ o HCatalog
AR
9 o
2l |° ‘ MapReduce
N
| HBASE || Kafka |

HDFS

Fig. 1. Hadoop Ecosystem

5 Scalable ML Algorithms

We first review three promising ideas that lead to scalable machine learining —
Random Projections, Stochastic Gradient Descent [3] which forms the core of
several scalable algorithms, and the notion of MinClosed sequences. The last
subsection lists some applications of these techniques.

5.1 Random Projections

Given a vector x € R™, we can define the projection of x on a random vector
0 € R as
0Tx + v

A hash function A(-) based on the random projection is defined as

0Tx + v

W) =1

]

where w is the bin size. We can consider as the hash function as:
heR™ = {0,1, -, w—1}

Random projections have been used in a variety of ways. In Locality Sensitive
Hashing, random projections are used to find nearest neighbors. In LSH, let the
vectors xi,Xo, - -+, X, constitute the database. We construct the hash table as
follows.

Superhash function: This is defined as the concatenation of [ hash functions.
9(x) = ha(x) - ha(x) - - hu(x)
Hash Tables: Choose L such superhash functions g1 (x), g2(x), - - -, g (x).
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Given a query vector q, we find the nearest neighbor as follows.

1. Calculate ¢1(q), g2(q), -, gr(q).
2. For each g¢;(q), find the data points hashed to the same value by g¢;. Stop as

soon as a point in the required distance is found.

Similar ideas are used for feature hashing [13]. In this section, & is a hash function
h:N—{1,---,m}. Let £ be a binary hash function. £ : N — {£1}. Given two
feature vectors x and x’, we define the hashed feature map and the corresponding

inner product as
= D U

J:h(5)=i

and
< x, %X >4=< "¢ (x), o5 (X)) >

It can be shown that the hash kernel is unbiased [I3]. In other words,

Eyo[< x,x >4] =<x,x" >

5.2 SGD

Stochastic Gradient Descent is one of the simplest techniques for optimization
and is surprisingly one of the most effective in large scale applications. Assume
that we are given n training examples: {x;,y;} where x; is the feature vector
and y; is the expected output. Assume that we are learning from a family F of
functions with w being the parameter. The empirical loss of any specific function

feFis
Zﬁ (xi; W), 4i)

The standard gradient descent update of w looks as below:

1 n
Wil = We =7 D VL L(f(xi; W), 4i)

=1

This is also called the batch update. The complexity of batch update is O(n).
SGD is a form of online update and the update depends only on the current
example.

Wip1 = Wi — VeV L(f (%63 We), yt)

For convergence, the following conditions are needed: ), 2 < oo and Yo Ve = 00.

5.3 MinClosed Sequences

Frequent pattern and sequence mining are very important problems and have
several applications. A frequent sequence is a sequence whose support exceeds
a pre-defined threshold. A closed sequence is the longest sequence for a given
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support. More formally, a sequence s is defined to be closed with respect to a
set D if and only if there does not exist any sequence s’ such that s < s’ and
Supportp(s) = Supportp(s').

The notion of MinClosed Sequence [5] has additional advantage in the sense
that it provide further reduction in the number of sequences to consider. Given
a sequence database D, a sequence s is defined to be min-I-closed if all the
following hold.

1) length(s) > 1

2) s is closed

3) There does not exist a closed subsequence s’ < s with length(s’) > 1

The term MinClosed is used when the parameter [ is obvious from the context.

The notion of MinClosed sequences is interesting because of the following
result:

Support(Cmin) = Support(C).

5.4 Applications

The techniques discussed in the above subsections have been used in several
innovative applications: finding nearest neighbors through machine learning [10],
identifying spam in comments using the notion of min-closed sequences [5], and
inferring user interests [2] — to name a few.

6 ML Algorithms on MapReduce

In the framework of PAC Learning, Statistical Query Model (SQM) refers to
the class of algorithms that use statistical properties of the data set instead of
individual examples. [6] shows that any algorithm fitting SQM can be converted
to a learning algorithm that is noise-tolerant. In addition to this interesting
theoretical property, [4] shows that algorithms fitting SQM can be expressed in
a “summation form” that is amenable to MR framework.

Since SGD has proved as an effective training technique for several objective
functions, let us look at MapReduce implementation of it. SGD, being itera-
tive, also highlights the challenges of MR for ML applications. It is conceptually
simple to split do the gradient computation of examples in the Map tasks and
perform the aggregation and update in the Reduce task. (SGD framework sim-
plifies this to a great extent as the updates do not need to involve all training
examples.) Even this simple approach is fraught with the following practical
difficulties: (1) The reducer has to wait for all map tasks to complete leading
to synchronization issues. (2) Each iteration is a separate MapReduce task and
incurs severe system overheads.

Ensemble methods come in handy. In case of Ensemble Methods, we train n
classifiers Cy,Cs, - - -, C), instead of one. The classifiers are largely independent
but can be correlated because of overlap in training examples. The final classifi-
cation output is a function of the output of these classifiers. A simple technique
is Majority Voting in which the class which is predicted by most classifiers is the
final classification.
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This simple example demonstrates some key limitations of MapReduce frame-
work for ML algorithms: (1) Synchronization (2) System Overheads. So alter-
native frameworks or enhancements have been proposed. A simple example is
that of shared memory system. It can be shown that in a shared memory envi-
ronment, SGD cam be implemented in a lockfree fashion [I1]. The primary risk
of such an approach is data overwrites by multiple processes. The paper shows
that the overwrites are rare when the data access is sparse and have negligible
impact on accuracy.

[12] also addresses the issues of synchronization in the context of Topic Models
(more specifically, Latent Dirichlet Allocation). The proposed solution has two
aspects: approximate update and blackboard data structure for global updates.

7 ML Systems

As a case study, we can consider the the ML platform at Twitter [§] from both
the system and ML algorithm aspects. ML functions are expressed primarily
using Pig with additional UDF's and not in Java. The learner is embedded inside
Pig storage function (store with appropriate UDFs). Scalable ML is supported
through SGD and Ensemble methods.

MapReduce framework, while being widely available, is inadequate for ma-
chine learning algorithms. See Section [6l GraphLab [9] is a more flexible frame-
work for expressing ML-type flows. The Data Model of Graph Lab consists of
a data graph and shared data table. The computation model consists of update
function specifying local computation and sync mechanism for global aggrega-
tion. In addition consistency models and update scheduling are supported.

[1] proposes a simpler AllReduce framework for scalable learning of linear
models.

[7] argues makes a case for not moving away from MapReduce but using only
MapReduce for ML algorithms.

8 Conclusion

Scalable Machine Learning techniques and Scalable Machine Learning Systems
are emerging research areas. While there are a few dominant trends like Random
Projections and Stochastic Gradient Descent, much of the field is wide open and
provides an opportunity for research in algorithms and systems.
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Big-Data — Theoretical, Engineering and Analytics
Perspective

Vijay Srinivas Agneeswaran

Innovation Labs, Impetus Infotech (India) Pvt Ltd., Bangalore, India
vijay.sa@impetus.co.in

Abstract. The advent of social networks, increasing speed of computer
networks, the increasing processing power (through multi-cores) has given
enterprise and end users the ability to exploit big-data. The focus of this tutorial
is to explore some of the fundamental trends that led to the Big-Data hype
(reality) as well as explain the analytics, engineering and theoretical trends in
this space.

1 Introduction

Google’s seminal paper on Map-Reduce [(Ghemawat, 2008)] was the trigger that led
to lot of developments in the Big-Data space. While not a fundamental paper in terms
of technology (the map-reduce paradigm was known in the parallel programming
literature), it along with Apache Hadoop (the open source implementation of the MR
paradigm) enabled end users (not just scientists) to process large data sets on a cluster
of nodes — a usability paradigm shift. Hadoop which comprises the MR
implementation along with the Hadoop Distributed File System (HDFS) has now
become the de-facto standard for data processing, with lot of Industrial game-
changers having their own Hadoop cluster installations (including Disney, Sears,
Walmart, AT&T, etc).

The focus of this tutorial talk is to give a bird’s eye view of the Big-Data
landscape, including the technology, funding and the emerging focus areas as well as
the analytical and theoretical perspective of the ecosystem. The four broad pieces of
the Hadoop puzzle include systems and infrastructure management (done by core
Hadoop companies such as Hortonworks, Cloudera), data management (NoSQL
databases),  data visualization (Jaspersoft, Microstrategy with their Hadoop
connectors) and the applications on top of the above three pieces. In terms of funding,
the data visualization and analytics companies have garnered the most funds, along
with the Hadoop provisioning/engineering companies. The emerging areas of the
ecosystem include the video analytics, ad placements and the software defined
networks (SDNs). The emerging focus of Big-Data analytics is to make traditional
techniques such as market basket analysis, scale and work on large data sets — the
approach of SAS and other traditional vendors to build Hadoop connectors. The other
emerging approach for analytics focuses on new algorithms including machine
learning and data mining techniques for solving complex analytical problems
including those in video and real-time analytics.

S. Srinivasa and V. Bhatnagar (Eds.): BDA 2012, LNCS 7678, pp. 8-5] 2012.
© Springer-Verlag Berlin Heidelberg 2012
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The Big-Data ecosystem has also seen the emergence of the NoSQL distributed
databases such as the Amazon’s Dynamo (Klophaus, 2010)(Giuseppe DeCandia,
2007), Cassandra (Malik, 2010), MongoDB (Eelco Plugge, 2010). These emerged
mainly due to the limitations (in terms of fault-tolerance and performance) of the
HDFS. Some of the NoSQL DBs including Dynamo and Riak (Klophaus, 2010) are
key-value stores, while MongoDB and CouchDB (J. Chris Anderson, 2010) are
document stores. The third category is the columnar databases such as BigTable (Fay
Chang, 2006) and Cassandra, with the last category being the graph databases such as
Neo4j. The tutorial gives a new theoretical perspective of the NoSQL databases —
named as the NLC-PAC classification. It refers to the design choices made by the
NoSQL databases — under normal operations, the trade-off is between latency and
consistency, while under a partition, the trade-off is availability or consistency. It
must be noted that the partition bit is in line with the CAP theorem (Lynch, 2012),
while the NLC-PAC is inspired by (Abadi, 2012)).

The rest of the paper is organized as follows: Section 2 explains the theoretical
foundations of the NoSQL databases including the CAP theorem and the need to look
beyond the CAP theorem to include consistency VS latency trade-offs during normal
operation of distributed systems. Section 3 explains the current trends in the Big-data
space, including the funding patterns, the different pieces of the Hadoop puzzle and
the three broad R&D focus areas and the key players (startups to watch out for and
the established ones) in each.

2 Theoretical Perspective of the NoSQL Databases

2.1  CAP Theorem and Its Origin

The CAP theorem was given by Eric Brewer, one of the founders of Inktomi and now
with Google, in 2001 in the keynote of Principles of Distributed Computing (PODC),
the ACM flagship conference in the area.

Brewer says in the CAP theorem that out of the three essential things
Consistency, Availability and Partitions, only any two is achievable in a distributed
system at any point of time. This implies that in the face of partitions, there is a trade-
off between availability and consistency and only one is achievable - lot of systems
trade-off consistency for improved availability, such as Amazon Dynamo and
Cassandra, while others sacrifice availability for consistency, as in the Google
Chubby lock system, which makes best-effort at availability in the presence of
partitions, but is a strongly consistent system .

It must importantly be noted that the CAP theorem is not new - it is a special case
of the general impossibility results well known in distributed systems theory . The
impossibility result states that it is impossible to achieve fault-tolerant agreement in a
purely asynchronous distributed system. A purely synchronous distributed system is
one in which

1. All nodes in the system have a local clock for time-keeping and all clocks are
synchronized with each other globally.

2. Message delivery is bounded - this means that the time for delivery of a
message cannot exceed a well-known threshold value.
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3. All processors are in synchronization - this means that if a processor takes n
steps, all others are guaranteed to take at least / step.

Fault-tolerant agreement means that nodes in the system agree on a certain value,
even in the presence of arbitrary faults. Why are we saying this is a generalization of
the CAP theorem? Termination (in consensus terms, this means that all nodes
eventually output a value) is a liveness property of the distributed system, while the
agreement or consensus (which implies that every node must output the same value)
is a safety property. The general impossibility result implies that it is impossible to
achieve both safety and liveness in an asynchronous distributed system.

The CAP theorem is a specific case of the general theorem, with availability as the
liveness property and consistency as the safety property and looking at only partition
among the failure modes - there are other forms of failures equally important and
possibly occurring more often such as fail-stop failures or Byzantine failures.
Partition implies the system becomes asynchronous and one cannot achieve fault-
tolerant consistency. The CAP theorem can be reworded to say that in a distributed
system with communication failures (due to possibly partitions) implying possibility
of message failures/arbitrary delays, it is impossible for a web service to implement
atomic read/write shared memory that guarantees a response to every request -
impossible for a protocol that implements read/write register to guarantee both safety
(consistency) and availability (liveness) in a partition prone distributed system.

2.2  Beyond the CAP Theorem

Just to recap what we have described in the previous section, we explained the CAP
theorem and said it is special case of a more generic formulation — that both liveness
and safety cannot be both achieved at the same time in an asynchronous distributed
system. We also noted that some NoSQL systems trade-off consistency for
availability, as per the CAP theorem — including the Amazon Dynamo, Cassandra
and Riak. They achieve a weaker form of consistency known as eventual
consistency — updates are propagated to all replicas asynchronously, without
guarantees on the order of updates across replicas and when they will be applied.
Contrastingly, strict consistency would have required updates to be ordered (say by
using a master to decide the order or by using a global time stamp) the same way
across replicas or the use of Paxos kind of protocol .

While the CAP theorem is important and talks about important design trade-offs, it
must be noted that it talks about what happens or what should be the design trade-off
under a network partition. Network partition itself is a rare event, as explained by
Stonebraker among others and is dependent on details of system implementation
such as what kind of redundancy exists in switches, in nodes, in network routes?
What kind of replication is done (is it over a wide area)? How carefully have network
parameters been tuned? One can go on and on.... The CAP theorem DOES NOT talk
about the normal operation of a distributed system when there are no partitions. What
kind of trade-offs exist during the normal operation of a distributed system? To
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understand this question, we need to see beyond the CAP theorem. This has been
observed by other researchers as well such as Daniel Abadi. In fact, the paper by
Professor Abadi was the inspiration behind this formulation.

There is a view that most NoSQL systems sacrifice consistency because of the
CAP theorem. This is not completely true. CAP theorem does not imply that
consistency (along with availability) cannot be achieved under normal operations of a
distributed system. In fact, CAP theorem allows for full ACID properties (along with
availability) to be implemented under normal operation of a distributed system — only
in the (rare) event of a network partition, the trade-off between consistency and
availability kicks in. However, a very different trade-off exists under normal
operation of a distributed system — it is related to latency. Thus, the important trade-
off during the normal operation of a distributed system is related to consistency VS
latency. Latency forces programmers to prefer local copies even in the absence of
partitions (Ramakrishnan, 2012) — an important observation, which leads us to the
latency consistency trade-off.

Why does this trade-off even exist? What are its implications? We will attempt to
answer the above questions. Consider a distributed system where the designer has to
replicate the data to make it available in case the original data becomes unavailable.
There are only 3 choices in case of replicated data:

1. Data updates are sent to all replicas either synchronously or asynchronously.
1.A.Asynchronous case: replica divergence (order of updates different) — if
there is no agreement protocol or a centralized node — preprocessing node.
1.B. Synchronous case: latency is high — needs a 2 Phase commit (2PC) kind
of protocol.
2. Data updates sent to a data-item specific node — master for this data-item.
1.A.Synchronous — involves latency
1.B. Asynchronous — could be inconsistent if reads are from all nodes &
consistent if reads are only from master.
1.C.Quorum protocols — updates sent to W nodes, reads from any of R nodes,
R+W>N for N nodes in the system for consistency reads.
3. Data updates sent to arbitrary location first — master not always the same
node.

All the NoSQL systems make the decisions based on the above — for example,
Amazon Dynamo, Riak and Cassandra have a combination of 2.C and 3, which means
that the master for a data item can be different at different points in time and they
implement a quorum protocol to decide which replica is to be updated and which
replica is to be read from to be a weak or a strong read. One of the students in the
class asked an interesting question, which may come your mind too — What is the
need for a there a master when you have a decentralized quorum protocol?
The quorum protocol is more for deciding who (which replica) are the members of the
write set, who are the members of the read set and whether R+W should be >N (for
strong reads) or <= N (for weak reads), while the master is the one who is responsible
for sending the updates to the write set and deciding on order of updates, if required.
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Another important NoSQL system, the PNUTS system from Yahoo (Brian F. C,
2008) chooses 2B — inconsistent or weak reads at reduced latency cost. The PNUTS
system serves as the basis for a lot of Yahoo applications, starting from Weather to
email to answers. Thus, availability at low latency is the most important factor —
which is why they trade-off consistency for latency under normal operation. In the
event of a partition, the PNUTS system makes the data item unavailable for updates,
trading-off availability.

2.3  Categorizing NoSQL Databases

Just to recap what we talked about in the previous section, we explained the
importance of the consistency-latency trade-off under normal operation of a
distributed system, which is beyond the CAP theorem — which only talks about
partitions and the consequent availability-consistency trade-off.

We give a new formulation of NoSQL databases, inspired by Prof. Abadi’s
PACELC conjecture. The formulation is itself is quite simple — can be depicted as
NLC-PAC — what is the trade-off during normal operations of a distributed system
(Latency VS consistency) and what is the trade-off under partitions (Availability-
Consistency)?

Lot of NoSQL systems that relax consistency under partitions also relax
consistency under normal operations and hence fall into the NL-PA category. This
includes Basically Available Soft State Eventually Consistent (BASE) systems such
as Amazon Dynamo, Riak and Cassandra. It must be noted that they all implement
some form of quorum protocol to realize consistency. Just to recollect, quorum
protocols have R readers, W writers, with R+W being set to be greater than N (for N
nodes in the system) for reading the last written value. Weak reads are supported by
setting R+W to be less than or equal to N.

The full Atomicity Consistency Isolation Durability (ACID) systems (which are
similar to the traditional database systems) in the NoSQL space include BigTable
from Google, Megastore and VoltDB (Stonebraker, 2012). These are systems for
which consistency are needs are similar to sequential consistency and will pay any
availability/latency cost to achieve that. These are classified as NC-PC systems in my
conjecture.

The PNUTS system from Yahoo is the only system (that we know of) which falls
into the NL-PC category. This means that under normal conditions, PNUTS will
trade-off consistency (by allowing weak reads even from slaves, rather than only from
the master for a data-item). Under a partition, instead of weakening consistency
further, they make the data-item unavailable for updates (and hence trade-off
availability — CP systems as per CAP categorization). This is because the master may
get caught in a minority partition and slaves would have no way of reaching it — reads,
like during normal operations can be from any slave (and are anyway weak).

MongoDB [9] falls under the NC-PA category — the system is strongly consistent
during normal operations sacrificing latency, while under partitions application code
must take care of the possible multiple masters and their conflict resolution — which in
essence means consistency is left to the application developer to sort out under
partitions.
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3 Current Trends in Big-Data

The four broad pieces of the Hadoop puzzle include systems and infrastructure
management (done by core Hadoop companies such as Hortonworks, Cloudera), data
management (NoSQL databases — by companies such as 10gen, DataStax or the
recent efforts such as LinkedIn’s Voldemart DB (Sumbaly, R, 2012)), data
visualization (Jaspersoft, Microstrategy or Tableu with their Hadoop connectors) and
the applications on top of the above three pieces. In terms of funding, the data
visualization and analytics companies have garnered the most funds, along with the
Hadoop provisioning/engineering companies. The emerging areas of the ecosystem
include the video analytics, ad placements and the software defined networks (SDNs).
The funding patterns are given below in pictorial form (this data has been culled
out from various sources on the web). As can be observed from the figure, the main
areas of funding are Hadoop provisioning (companies such as Hortonworks and
MapR), analytics (companies like Parstream or Bloomreach) and visualization
(companies such as Tableau). Other funding areas are video analytics (companies
such as TubeMogul or Video Breakouts), Software Defined Networks (companies
such as Arista are trying to offload the Reduce processing onto the Routers/Switches),
data munging (the ability to convert data from different formats/sources into
meaningful machine readable format — companies such as Metamarkets) and the
NoSQL databases companies such as 10gen (MongoDB) and DataStax (Cassandra).

Funding Patterns in Big-Data

q
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The three broad research themes that are emerging include:

1. Storage, search and retrieval of Big-data

Trends in this space include use of coding techniques such as Erasure Coding to
optimize storage space, performing coding on graphics processing units, context
sensitive search as well as Iceberg queries on Big-data. Companies such as Acunu
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which is coming up with a custom storage for replacing HDFS by modifying the
Linux kernel as well as companies such as Hadapt which allows SQL queries on
distributed data sets are the interesting one to watch out for in this space.

2. Analytics on Big-data

Trends in this include real-time analytics by using Twitter’s Storm integrated with
Esper or other such query tools, video analytics and ad-placement analytics as well as
incremental analysis using Google’s Dremel . Interesting startups in this space include
Parstream, Skytree, Palantir and Platfora. While some of the above start-ups are
looking beyond Hadoop for analytics, Datameer is one company which is simplifying
the use of Hadoop for Big-data analytics.

3. Computations on Big-data

Trends in this space include the moving beyond Map-Reduce paradigm using
Google’s Pregel and investigations of paradigms beyond the Map-Reduce for Big-
data. Interesting startups in this space include Paradigm4, Black Sky, HPCC (which is
exploring Hadoop alternatives) and YarcData (which has an alternative to the MR
paradigm based on graph processing).
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Abstract. In health care, patients with heart problems require quick responsive-
ness in a clinical setting or in the operating theatre. Towards that end, auto-
mated classification of heartbeats is vital as some heartbeat irregularities are
time consuming to detect. Therefore, analysis of electro-cardiogram (ECG) sig-
nals is an active area of research. The methods proposed in the literature depend
on the structure of a heartbeat cycle. In this paper, we use interval and ampli-
tude based features together with a few samples from the ECG signal as a fea-
ture vector. We studied a variety of classification algorithms focused especially
on a type of arrhythmia known as the ventricular ectopic fibrillation (VEB). We
compare the performance of the classifiers against algorithms proposed in the
literature and make recommendations regarding features, sampling rate, and
choice of the classifier to apply in a real-time clinical setting. The extensive
study is based on the MIT-BIH arrhythmia database. Our main contribution is
the evaluation of existing classifiers over a range sampling rates, recommenda-
tion of a detection methodology to employ in a practical setting, and extend the
notion of a mixture of experts to a larger class of algorithms.

Keywords: Heart arrhythmia, ECG, Classification, Mixture of Experts.

1 Introduction

Heartbeat patterns may be identified from an ECG signal which is represented by a
cardiac cycle consisting of the well known P-QRS-T waveforms. These patterns in-
clude normal beats and abnormalities such as premature ventricular contraction, and
supra-ventricular contraction as seen in Fig. 1. Early detection of these abnormal
beats is potentially life-saving as beat irregularities correspond to heart arrhythmias.
The ECG signal of a normal beat has a distinctive structure consisting of five succes-
sive deflections in amplitude; known as the P, Q, R, S, and T waves as seen in Fig. 2.
Features such as the time duration of the QRS complex and the R amplitude are useful
in capturing the characteristics of the different types of beats. Existing detection me-
thods use the time and amplitude dependent signatures of the heartbeat cycle to make
a detection decision.

S. Srinivasa and V. Bhatnagar (Eds.): BDA 2012, LNCS 7678, pp. 16-25] 2012.
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Fig. 1. Normal and pre-ventricular and supra ventricular beats observed in patients with cardio-
vascular diseases
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Fig. 2. Cardiac cycle of a typical heartbeat represented by the P-QRS-T wave form

Detection of irregularities in a heartbeat cycle is a fundamentally a challenging
problem. In an ECG, the morphology of a beat type will not remain fixed, thus mak-
ing it difficult to use standard template matching techniques. Fig. 3 depicts the heart-
beat cycles of two patients (patient record numbers 119, 106 Source MIT-BIH).
Clearly there is inter-patient and intra-patient variation. Therefore, any statistical
algorithm should accommodate for these variations. So, adaptive methods are desira-
ble, as they can quickly incorporate new patients’ data. So a mixture of experts
framework was used for ECG beat detection in [2]. In this approach, decision is
based on a global and a local expert, which are self-organizing map (SOM) and learn-
ing vector quantization (VQ) classifiers that act on feature vectors extracted from
each beat. Chazal et al [4] proposed classification scheme based on heartbeat mor-
phology features, heartbeat interval features, and RR interval features and apply linear
discriminant analysis (LDA) for classification. Ince et al [5] advanced a patient-
dependent classification methodology for accurate classification of cardiac patterns.
Wiens et al [10] proposed an active learning framework which reduces the depen-
dence on patient-dependent labeled data for classification. Clearly heartbeat classifi-
cation researches have focused exclusively on patient-wide and patient-specific ECG
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signatures. Alvarado et al [7] used time-based samplers, such as the Integrate-and-
Fire (IF) model [8] to generate pulse based representations of the signal for heartbeat
classification and showed that accurate ECG diagnosis is achievable. However, the
focus of their paper was compression in conjunction with classification in order to
address the problems such as band-width, power, and size encountered in real-time
monitoring in wireless body sensor networks (WBSN), but nevertheless a solution to
arrhythmia detection.

Patient 119 Patient 106

Normal Beat

Premature
Ventricular
Contraction

Fig. 3. Example of heartbeat shapes from the MIT-BIH data set. Each column represents a
patient and each row the beats for that specific class. Note the variations in the beat morpholo-
gy across patients as well as within a patient (Source Alvarado et al [7]).

As the majority of the approaches involve a mixture of global and local experts, we
pause to explain these terms. The global expert is based on training samples from a
population of patients with known heart problems. Therefore, the global expert has
the benefit of many training examples, but offers no specificity in regards to a specific
patient. To adapt to a single patient’s unique characteristics, a local expert is trained
on a small segment of a patient’s annotated ECG data. A gating network dynamically
weights the classification decisions of the global and local expert. Therefore, for
typical beat morphologies, the global expert dominates, while the local expert tracks
the more sensitive unique morphologies in rare beat patterns. Our approach incorpo-
rates a set of experts that train on the patient-wide database. When a new patient is
presented, the expert that produces the smallest error is used in decision making. Our
suite of classifiers consists of linear discriminant analysis (LDA), quadratic discrimi-
nant analysis (QDA), a mixture based on LDA and QDA, and the artificial neural
networks based on the back propagation method. Results show that our approaches
emulate and in many cases outperform adaptive mixtures in terms of typical classifi-
cation criteria such as classifier sensitivity, specificity, and others.

The rest of the paper is organized as follows. In Section 2, we describe the data
sources, description and pre-processing of the data used for analysis. In Section 3, we
describe the various methods used, Section 4 discusses the results and recommenda-
tions, and finally Section 5, includes conclusions and next steps.
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2 Data Description

We used the well-known MIT/Beth Israel Hospital (BIH) Arrhythmia Database avail-
able in the PhysioBank archives [1]. This database is composed of 2-channel ECG
signals. For each patient, there is 30 minutes of ECG at a sampling rate of 360 Hz.
We use the upper channel signal, which was acquired through a modified limb lead
(MLL) with electrodes attached to the chest. The MIT/BIH Arrhythmia Database
provides ECG signals with each beat labeled by an expert cardiologist. There are 20
types of beat annotations, as well as 22 types of non-beat annotations, including
rhythm annotations. Testing protocol is carried out in compliance with American
Association of Medical Instrumentation (AAMI) protocol [3]. The database contains
48 half-hour recordings obtained from 47 subjects. The signal is sampled at 360 Hz
using 11 bit precision A/D converter over a #5mV range. Adhering to the AAMI
recommended standard [3], the four patients with paced beats were not considered for
the training and testing. The remaining 44 patients were divided into two sets DS1
and DS2 where DS1 set was used for training the algorithms and DS2 set was used to
evaluate the performance of various statistical classifiers. DS1, DS2 consist of the
following patient records.

DS1 = {101, 106, 108, 109, 112, 114, 115, 116, 118, 119, 122, 124, 201, 203,
205, 207, 208, 209, 215, 220, 223, 230}

DS2 = {100, 103, 105, 111, 113, 117, 121, 123, 200, 202, 210, 212, 213, 214,
219, 221, 222, 228, 231, 232, 233, 234}

Paced beats = {102, 104, 107, 217}. Note that paced beats are excluded from analy-
Sis.

a. ECG Filtering

Acquisition of ECG recordings involves detecting very low amplitude voltage in a
noisy environment. Hence, we preprocessed the ECG signal to reduce the baseline
wander and 60 Hz power line interference prior to applying the classification proce-
dures for the detection of arrhythmia. To remove baseline wander, we passed the sig-
nal through median filters of window sizes 200ms and 600ms. This removes P-waves,
QRS complexes and T-waves leaving behind the baseline wander. By subtracting the
baseline wander from the original signal, we obtained the filtered signal. Furthermore,
power line interference was removed by using a notch filter centered at 60Hz.

b. Heartbeat Classes

The database has annotations for 20 different types of heartbeats. The annotation
identifies the R-Peak for each heartbeat, where R-Peak represents the peak of QRS
complex as seen in Fig. 2. In accordance with the AAMI standard [3], we grouped the
heartbeat types into 5 classes. They are Normal and bundle branch block beats (N),
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Supraventricular ectopic beats (SVEBs), Ventricular ectopic beats (VEBs),
Fusion of normal and VEBs (F), and Unknown beats (Q). Table 1 shows the various
heartbeat types listed in the MIT-BIH database. We performed binary classification
task in compliance with AAMI [3] standard and consistent with studies reported in the
literature, where Ventricular ectopic beats (VEB) are classified against the remaining
heartbeat classes {N, S, F and Q}.

Table 1. MIT - BIH heartbeat group and the corresponding AAMI standard heartbeat class
(Source Alvarado et al [7])

MIT BIH heartbeat group AAMI heartbeat class Beats

Normal beat
Left bundle branch block beat N:Normal Beat 90631
Right bundle branch block beat
Atrialescape beats

Nodal (junctional) escape beat

Atrial premature beat
Aberrated atrial premature beat S:supraventricular ectopic beat 2781
Nodal(junctional) premature beat
Supraventricular premature beat

Premature ventricular contraction V:Ventricular ectopic beat 7236
Ventricular escape beat

Fusion of ventricular and normal beat F:Fusion beat 803
Paced beat

Fusion of paced and normal beat Q:Unknown beat 8043

Unclassified beat

c. Feature Extraction

We used a 13 dimensional feature vector, one for every heartbeat recorded in the 30
minute recording of each patient. The features consist of RR interval duration, the R-
peak amplitude, and 5 samples each to the left and right of the R-peak, from the pre-
processed ECG signal recordings down-sampled to 114 Hz. The 114 Hz sampling rate
is in the vicinity of the average sample rate reported by Alvarado et al [7]. The RR
interval features include the Pre-RR Interval and the Post-RR Interval. Pre-RR inter-
val is calculated as the sample count between the current R-Peak and the preceding
R-Peak, while Post-RR interval is calculated as the sample count between the current
R-Peak and the next R-Peak. We settled for the 13 dimensional feature vector after it
was found that having more sample values in the feature vector do not produce signif-
icant improvement in performance. It is noted that a lower sampling rate and smaller
feature vector is desirable in real time monitoring applications as it translates to lower
hardware complexity and power consumption.

3 Methods and Metrics

We used methods such as linear discriminant analysis (LDA), quadratic discriminant
analysis (QDA), mixture of experts (ME), artificial neural networks (ANN) and en-
semble networks. For an overview, refer to [11, 12, 13, 14]. In our implementation,
the proposed mixture consists of two experts, LDA and QDA. The classification for
each patient was performed using LDA and QDA and the winner between the two
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was chosen for each patient based on the F-Score, described later in this section. The
LDA assumes that the covariance within the VEB and other generic class is the same,
as opposed to the QDA which assumes an unequal covariance between the two
classes. The ANN implementation consisted of network ensembles as they are known
to exhibit superior performance in applications as widely reported in literature.

a. Metrics

A variety of metrics are used in the realm of classification. Adhering to common
practice in heartbeat classification, we used the metrics listed below. The classifica-
tion results are reported in terms of accuracy (Acc), sensitivity (Se), positive predic-
tive value (PPV), and false positive rate (FPR). They are defined as follows:

_ TP4TN o TP
Accuracy (ACC) = —TP+TN+FP+FN,Sensztzmty(Se) = W
Positive Predictive Value (PPV) = L ,and False Positive Rate(FPR) = FP
TP+FP TN+FP

where TP (True Positive) is the number of heartbeats belonging to class i’ that are
correctly classified to class i'; FN (False Negative) is the number of heartbeats be-
longing to class i’ that are incorrectly classified to class j # i'; FP (False Positive) is
the number of beats of class j # i, that are incorrectly classified to class i’; TN (True
Negative) is the number of beats of class j # i’ that are correctly classified to class 7"
In our model, VEB represents class 7', and the set {N, F, Q, S} represents class 7. An
additional metric, the F score, was used in the mixture of experts model to compare
the performance of LDA and QDA. F-Score is a common metric used in the field of
Information Retrieval. Wiens et al [10] defined F-Score as

2 xSe x PPV

F=Score =~ ppv

4 Results and Discussion

The classification scheme involved two classes consisting of feature vectors belong-
ing to the VEB class, and the patterns from the remaining classes combined into one
set {N, F, Q, S}. We have reported the results of the classification tasks in Table 2
and Table 3. Table 2 reports the gross results for LDA and QDA. Table 3 reports the
gross results for ME (Mixture of experts) and ANN ensembles. Columns 2-6 contain
the total number of heartbeats from each class; columns 7-14 report the gross classifi-
er performance in terms of Acc (Accuracy), Se (Sensitivity), PPV (Positive predictive
value) and FPR (False positive rate). Row 1 reports the gross result (Gross) for the 22
patient testing set DS2. Similarly, row 2 reports the gross result (Gross*) for the set
of 11 patients overlapping with the testing set from Hu et al [2]. We used the aggre-
gate TP, FN, FP, and TN to calculate the gross results for each classifier.
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In the mixture of experts model (ME), the classification for each patient was per-
formed using both LDA and QDA. For each patient, we chose the results for classifier
(LDA or QDA) with higher F-Score, which was later used to calculate the gross
results for the ME model. The gross statistics for the ANN ensemble classifier was
calculated by taking the average of the results reported by the ANN ensemble.

Table 2. Gross classification results for LDA and QDA
Number of heartbeats LDA QDA

N S Vv F Q Acc Se PPV FPR Acc Se PPV FPR

Gross 44258 | 1837 | 3221 | 388 | 7 | 93.4 | 75.8 | 619 | 4.8 831 97 35.2 | 184
Gross® | 23169 | 203 | 3174 | 388 | 2 | 94.2 | 75.8 | 753 | 33 83.6 97 41.6 | 18.2

Gross: Gross results for the 22 patient testing set

Gross*: Gross results for the 11 patients common to the testing set of Hu et al [2]

Table 3. Gross classification results for Mixture of Experts (ME) and ANN Ensemble
Number of heartbeats Mixture of Experts ANN Ensemble

N ) v F Q  Acc Se PPV  FPR Acc Se PPV FPR

Gross 44258 | 1837 | 3221 | 388 | 7 | 954 | 92.2 | 63.4 | 43 96.9 79.7 | 74.6 1.9
Gross® | 23169 | 203 | 3174 | 388 | 2 | 95.2 93 |735| 45 97.1 80.3 | 94.2 0.7

Gross: Gross results for the 22 patient testing set

Gross*: Gross results for the 11 patients common to the testing set of Hu et al [2]

The gross statistics (Gross) reported in Table 2 shows that LDA achieved higher
Accuracy (93.4%), PPV (61.9%) and FPR (4.8%) while QDA achieved higher Sensi-
tivity (97%). However, since QDA achieved a significantly lower PPV (35.2%) due to
high false positives, LDA has clearly outperformed QDA. Comparing the ME model
to the ANN ensemble in Table 3, the ANN ensemble clearly outperforms the ME
model due to higher PPV. ME achieved high sensitivity (92.2%) and low PPV
(63.4%), whereas ANN ensemble achieved a modest Sensitivity (79.7%) and PPV
(74.6%). Thus after extensive testing, applying the many classifiers, the ANN stood
out with the best performance, followed by mixture of experts model (ME), LDA and
QDA. ANN ensemble achieved a gross accuracy (Acc) of 96.9% while LDA, QDA
and mixture of experts (ME) achieved 93.4%, 83.1% and 95.4% respectively. ANN
ensemble achieved sensitivity (Se) of 79.7%, while LDA, QDA and ME achieved
sensitivity of 75.8%, 97%, and 92.2% respectively. However, ANN ensemble
achieved the highest PPV among the four classifiers (74.6% for ANN, 61.9% for
LDA, 35.2% for QDA and 63.4% for Mixture of experts). Therefore, the perfor-
mance of the ANN ensemble has been found to be consistently superior to LDA,
QDA and the ME.
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In Table 4, we compare our methods with the state of the art models. The table
shows the results reported by Chazal et al [4], Hu et al [2] and Alvarado et al [7]
followed by the results obtained using our approach. Column 1 identifies the study,
columns 2-5 represents the gross results for the 22 patient testing set. Columns 6-9
represents the gross results reported by the various studies for the set of 11 patients
overlapping with the testing set from Hu et al [2]. Column 10 represents the sam-
pling rate. The mixture of experts model (MoE) proposed by Hu et al [2] consists of
a global expert and a local expert. The experts are weighted to make a decision. Hu
et al (GE) represents the results obtained using the global expert, while Hu et al
(MoE) represents the results obtained using the mixture of experts model described
previously.

Table 4. Comparison of results with the state of the art

VEB Gross VEB Gross*
Methods Sample Rate
Acc Se PPV FPR Acc Se PPV FPR

Chazal etal [4] 974 777 819 1.2 964 T75 906 11 360
Hu etal(GE) [2] - - - - 753 696 346 168 180
(Source Chazal etal [4])

Hu etal(MoE) [2] - - - - 936 789 76 32 180
(Source Chazal etal [4])

Alvarado etal [7] - 924 9482 04 - - - - 114
Proposed LDA 934 758 619 4.8 942 758 753 33 114
Proposed QDA 831 97 35.2 18.4 836 97 416 182 114
Proposed ME 954 9232 63.4 4.3 952 93 735 45 114
Proposed ANN Ensemble 9695 797 746 19 971 803 942 07 114

VEB Gross: Gross result achieved for the 22 patient testing set

VEB Gross*: Gross result achieved for the 11 patients common to the testing setof Hu et al [2]

We compared our results for the 22 patient testing set (VEB Gross) with the results
reported by Chazal et al [4]. Sensitivity (Se) achieved by LDA, QDA, and ME are
comparable to the sensitivity reported by Chazal et al [4]. However, LDA, QDA and
ME achieved lower PPV. The performance of ANN ensemble(Acc equal to 96.9%,
Se equal to 79.7%, PPV equal to 74.6% and FPR equal to 1.9%) is comparable to the
results reported by Chazal et al [4] (Acc equal to 97.4%, Se equal to 77.7%, PPV
equal to 81.9% and FPR equal to 1.2%). Note that while our sampling rate was 114
Hz, Chazal et al [4] sampled at 360 Hz. Also, we compared our results with the re-
sults reported by Alvarado et al [7] (Se equal to 92.4%, PPV equal to 94.82%, FPR
equal to 0.4%). Note that Alvarado et al [7] reported an average sampling rate of 117
Hz, which is in within the range of our sampling rate. Our models were outperformed
by the model proposed by Alvarado et al [7], which achieved higher sensitivity (Se)
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and positive predictive value (PPV). In a future paper, we propose to examine other
types of embeddings to represent the ECG recordings to serve as a feature vector to
compete against models proposed by Alvarado et al [7]. The approach by Alvarado et
al [7] comes with many caveats. It may be noted that the proposal by Alvarado et al
[7] using the integral and fire (IF) models derives its advantages if the analog signal is
sampled as opposed to the digital signal. Hardware implementations for the IF are
now not commercially available and are still in the incipient laboratory stages.

Columns 6-9 in Table 4 reports the gross results (VEB Gross*) achieved for the 11
patients overlapping with the testing set reported by Hu et al [2]. We have observed
that ANN ensemble (Acc equal to 97.1%, Se equal to 80.3%, PPV equal to 94.2% and
FPR equal to 0.7%) and our mixture of experts (ME) model (Acc equal to 95.2%, Se
equal to 93%, PPV equal to 73.5% and FPR equal to 4.5%) outperforms Hu et al [2]
with MoE (Acc equal to 93.6%, Se equal to 78.9%, PPV equal to 76% and FPR equal
to 3.2%). The performance of proposed LDA model (Acc equal to 94.2%, Se equal to
75.8%, PPV equal to 75.3% and FPR equal to 3.3%) is comparable to the Mixture of
experts model proposed by Hu et al [2]. For the same 11 patients, the results for ANN
ensemble is comparable to the results reported by Chazal et al [4] (Acc of 96.4%, Se
of 77.5%, PPV of 90.6% and FPR of 1.1%).

The results indicate that artificial neural networks are better suited for the detection
of VEB type arrhythmia. It was observed that varying the learning rate and hidden
layer nodes had minimal impact on the performance. Also, increasing the sampling
rate to 180 Hz did not produce significant gain in performance. Hence a sampling rate
of 114 Hz was found to provide enough discriminatory power for the classification
task. In short, our approach emulated the performance of the state of the art models at
a lower sampling rate and a set of simple features.

5 Conclusion and Next Steps

The main contribution of the paper is to review the state of the art in classification of
heartbeats using ECG recordings. This is a comprehensive study that consisted of a
suite of classifiers and variants there of applied to a binary classification task of de-
tecting VEB type arrhythmias using the MIT-BIH patient archives. By performing
extensive set of experiments over a range of sampling rates and over a range of tuning
parameters specific to various classifiers, we are able to tabulate and compare the
performances of individual classifiers. The practitioner based on domain knowledge
and comfortable with tolerances relative to detection accuracy can choose an appro-
priate classifier based on our findings. Our investigation suggests that a simple set of
morphological features together with time and amplitude features from the P-QRS-T
waveform sampled at a 114 HZ and a well trained (offline) ensemble of neural net-
works can yield satisfactory results.

We intend to pursue this line of research to further enhance the classifier perfor-
mance using inter-patient and intra-patient feature vectors. The chaotic behaviors of
heart arrhythmias also provide the opportunity to explore these conditions by a dy-
namical systems and non-linear time series methods.
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Abstract. Information Requirement Elicitation (IRE) recommends a
framework for developing interactive interfaces, which allow users to ac-
cess database systems without having prior knowledge of a query lan-
guage. An approach called ‘Query-by-Object’ (QBO) has been proposed
in the literature for IRE by exploiting simple calculator like operations.
However, the QBO approach was proposed by assuming that the under-
lying database is simple and contains few tables of small size. In this
paper, we propose an enhanced QBO approach called Query-by-Topics
(QBT), for designing calculator like user interfaces for large databases.
We use methodologies for clustering database entities and discovering
topical structures to represent objects at a higher level of abstraction.
The QBO approach is then enhanced to allow users to query by topics
(QBT). We developed a prototype system based on QBT and conducted
experimental studies to show effectiveness of the proposed approach.

Keywords: User Interfaces, Information Systems, Information Require-
ment Elicitation, Query-by-Object.

1 Introduction

Databases are more useful, when users are able to extract information from
the database with minimal efforts. Writing a structured query in XQuery or
SQL is a challenging task for normal users. Research efforts are going on to
design efficient user interfaces which simplify the process of database access.
Information Requirement Elicitation [I] proposes an interactive framework for
accessing information. In this framework, it was proposed that user interfaces
should allow users to specify their information requirements by means of adaptive
choice prompts.

In the literature, Query-By-Object (QBO) approach has been proposed to
develop user interfaces for mobile devices [2], GIS systems [3] and e-learning
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systems [4] based on IRE framework. The QBO approach provides a web-based
interface for building a query using multiple user level steps. The main advantage
of this approach is simplicity to express a query. The QBO approach uses a
database to store the objects and entities. However, for databases with large
number of tables and rows, the QBO approach does not scale well.

In this paper, we propose an improved QBO approach, Query-by-Topics (QBT),
to design user interfaces based on IRE framework which works on large relational
databases. In the proposed approach, we represent the objects at a higher level
of abstraction by clustering database entities and representing each cluster as a
topic. Similarly, we organize instances of a entity in groups based on values of a user
selected attribute. The aim of this paper is not to propose an approach for detecting
topical structures but rather how such an approach can provide applications in
practical scenarios like information systems. Experiments were conducted at the
system and user level on areal dataset using a QBT based prototype and the results
obtained are encouraging.

The rest of the paper is organized as follows. In Section 2, we explain the
related works. In Section 3, we briefly explain the QBO approach and discov-
ering topical structures in a database. In Section 4, we present the proposed
framework. In Section 5, we present experiments and analysis of the proposed
approach. The last section contains summary and conclusions.

2 Related Work

‘Information Requirement Elicitation’ [1] framework allows users to build their
queries in a series of steps. The result of each step is used to determine the
user’s intent. However, this approach does not allow gathering of individual query
responses to build complex queries. The ‘Query-By-Object’ (QBO) [3] approach
on the other hand provides a high-level user interface for IRE which allows users
to build a query progressively while also allowing gathering of individual query
responses. We explain the QBO approach in Section 3.1.

Jagadish et al. [B] identified five difficulties associated with usability of
databases. One of the difficulty is ‘Painful Relations’ which describes the conse-
quences of schema normalization. What users perceive as a single unit of informa-
tion is disintegrated by the normalization process. Yu and Jagadish [6] had
proposed the earliest algorithms for generating schema summary for XML schema.
However, some of the assumptions made for XML schema summarization were
not valid for relational databases. Yang et al. [7], addressed these limitations
and proposed a principled approach for relational schema summarization. In [§],
the authors presented an efficient framework for discovering topical structures
in databases by clustering database entities.

Other related works which aim to help users in query construction are: form
based interaction and keyword search in databases. In an input form based query-
ing mechanism [9], users submit their information needs via a form and get the
results. In [I0], the authors tried to automate the process of construction of
query forms. With the help of a limited number of forms, the system is able
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to express a wide range of queries. This helps in leveraging the restriction on
expressiveness posed by form based querying mechanisms. Keyword searches in
databases [11] allow users to query databases using a set of keywords. However,
query result validation is a challenging aspect is such systems. In [I2], the au-
thors proposed a new paradigm for data interaction called guided interaction,
which uses interaction to guide the users in query construction. The authors
proposed that databases should enumerate all possible actions available to the
user, allowing users to explore and discover knowledge effectively.

The QBO approach does not scale well for large databases. In this paper, we
address this issue by providing abstractions for objects and instances to help
users locate their objects of interest easily. The approach in [7l6] was aimed to
provide database administrators and analysts with simple, easy-to-read schema,
while the approach in [8] was concerned with the issue of integrating databases.
In this paper, we extend the notion of topic detection or summary generation for
usage in information systems. The Guided Interaction paradigm, proposed in [12]
is similar to the IRE framework. However, in IRE framework and the proposed
approach, we do not enumerate all possible actions to the users, instead we
provide quality enumerations which can be explored further to guide the user in
constructing queries.

3 Background

The proposed approach proposes enhancements to the Query-by-Object ap-
proach. We also use the notion of detecting topical structures in databases to
represent objects at a higher level of abstraction. Hence, in this section we ex-
plain the Query-By-Object Approach (QBO) in detail and also describe the
framework for discovering topical structures in databases.

3.1 Query-By-Object Approach

The Query-By-Object (QBO) approach was proposed in [3], based on the notion
of IRE. In this approach, the user communicates with a database through a high
level interface. The initial intent of the user is captured via selection of objects
from an object menu. The user navigates to select granularity of these objects
and operators to operate between the selected objects. The user’s actions are kept
track in a query-bag, visible to the user at all stages. Finally, a SQL equivalent
query is formulated and is executed at DBMS server. In the IRE framework,
intermediate queries could not be utilized further and hence, there is not much
support for complex queries. In QBO, user is allowed to gather and combine
query results. This is supported by closure property of the interface. It states
that the result of an operation on objects leads to formation of another object.
Hence, the results of a query can be used to answer an extended query. As the
QBO interface involves multiple user level steps, non-technical users can easily
understand and use the system for retrieving information from the databases.
The developer protocol and user protocol (Figure 1) for the QBO approach is
as follows:
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Fig. 1. QBO user protocol

Table 1. Operator Matrix for Example 1

film  actor fim actor
film U, I,C R R
actor R UILC R
flim actor R R U, I, C

Table 2. QBO Developer and User Protocols

QBO Developer Protocol QBO User Protocol

1. Select an object.
1. Store objects and entities in a RDBMS. 2. Select granularity of object.
2. Define operators for each pair of objects. 3. Select another object.
3. Provide IRE based object selection, operation 4. Select the operator.
selection and support for closure property. 5. Display result.

6. If required, extend query by
selecting another object.

Example 1. Consider an example where a developer builds a QBO based system
which users will query.
System development based on QBO Developer Protocol: The following steps are
taken by the developer:

— Database:
e film - (film id, film name, film rating)
e actor - (actor id, actor name)
e film actor - (fim id, actor id, actor rating);

— In this approach, the relations in the entity-relationship (ER) data model are
considered as objects. Next, the developer defines pair wise operations be-
tween these objects (Table 1). Four types operators were proposed: UNION
(U), INTERSECT (I), COMPLEMENT (C) and RELATE (R). The ‘RE-
LATE’ operator has different connotations depending on the chosen objects
it operates on. The pairwise operations are shown in Table 1.

— A web-based interface provides a list of objects, instances and operations user
can select from. The system also allows user to combine query responses.
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Fig. 2. The iDisc approach

Steps taken by user based on QQBO User Protocol: Consider an example query
that the user is interested in, Find all actors who have co-worked with the actor
‘Jack’. Such a query when expressed with QBO can be expressed as: Find names
of films actor ‘Jack’ has worked in, then find names of actors who worked in these
films. User level steps are:

Select object: actor

— Select granularity: actor-‘Jack’
Select another object: film

— Select operator: Relate

— Select another object: actor

— Select operator: Relate

— Display result

3.2 Discovering Topical Structures in Databases

Discovering topical structures in databases allows us to group semantically re-
lated tables in a single group, helping in identifying what users might perceive as
a single unit of information in the database. Consider a database D, consisting
of a set of tables T' = {71y, T5...T}, }. Topical structure of a database D describes
a partitioning, C' = {C4, Cy,..Cy} of tables in T such that the tables in the same
partition have a semantic relationship and belong one subject area. In [§], the
authors proposed i Disc, a system which discovers topical structure in a database
by clustering tables into quality clusters.

The iDisc approach is described in Figure 2. The input to :Disc is a database
D consisting of a set of tables T" and returns a clustering C' of the tables in 7.
In the iDisc approach, a database is first modeled by various representations
namely vector — based, graph — based and similarity — based.

In the vector-based model, each table is represented as a document in bag-
of-words model and a database is hence represented as set of documents. In the
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graph-based model, database is represented as an undirected graph. The nodes
in the graph are the tables in the database(T"). Two tables T; and T; share an
edge if there exists a foreign key relationship between T; and 7. In the similarity-
based representation a database D is represented as a n X n similarity matrix
M where n = |T| and M[i, j| represents the similarity between tables T; and
tables 1. The similarity between two tables is calculated by finding matching
attributes based on a greedy-matching strategy [13]. The table similarity is then
averaged out over the similarities of matching attributes.

In the next phase, clustering algorithms are implemented for each database
representation model. The vector-based model and similarity-based model use hi-
erarchical agglomerative clustering algorithm approach. A cluster quality metric
defined to measure cluster quality. For the graph-based representation, shortest
path betweenness and spectral graph partitioning techniques are used for parti-
tioning the graph into connected components. Similar to other representations
a cluster quality metric is used to measure quality of connected components.
After clustering process ends, the base-clusterer for each representation selects
the clustering with the highest quality score and preliminary clustering for each
representation is discovered.

After identifying preliminary centerings, iDisc uses a multi-level aggregation
approach to aggregate results from each clustering using a voting scheme to gen-
erate final cluseters. A clusterer boosting technique is also used in the aggrega-
tion approach by assigning weights to more accurate clustering representations.
Later, representatives for each cluster is discovered using an importance metric
based on centrality score of the tables in the graph-based representation. The
output of iDisc is a clustering of tables in the database, where each labeled
clusters represents a topic.

4 Proposed Approach

The QBO approach has been discussed in Section 3.1. However, when the
database size is large, the QBO approach does not scale well. We explain the
issues using Example 2.

Example 2. Consider an example where a developer builds a QBO based sys-
tem for a complex database eSagu’”, described in section 5.1. For information
requirement elicitation, following steps are taken by the system developer:

— Implement the eSagu’? system in a RDBMS, where each table would cor-
respond to an object. The eSagu database consists of 84 tables.

— Define operations between 84 x 84 object pairs.

— Provide a web-based interface providing a list of tables (84 tables) and in-
stances (some tables containing more than 10* rows).

Use Case: Consider the scenario when a user is trying to query the eSagu™®
database using a web-based interface designed using the developer’s protocol.
The user protocol would include:
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— Select an object: a user would have to analyze a list of 84 objects and locate
his object of interest.

— Select granularity or instance selection: Even if instance selection is based
on attribute values, attributes can have large number of distinct values.

— Select operator: A user would have to have to grasp how each object would
relate to other objects.

A complex database may contain large number of tables in the schema due
to conceptual design or schema normalization. In such cases, it is difficult for
the user to locate his information of interest. A naive solution, to organize ob-
jects alphabetically, may not be efficient. For example, in the eSagu database,
there are 35 tables for various crop observations, cotton observation, crossan-
dara observation and likewise 33 others. If a user wants to browse through all
such observation tables he would need to know all the crop names. An orga-
nized list where crop observation tables are grouped together and then sorted
alphabetically would be more intuitive for the user. Hence when the objects are
more in number, there is a need to represent the objects at a higher level of
abstraction. Similarly, there is a need for better organization when the object
instances are more in number.

In general we are faced with the following problems for QBO developers and
users:

— Large number of tables in the schema makes it harder for the user to locate
his information of interest.

— With large number of instances in each table, selection of desired instance
becomes difficult.

— With large number of tables, the number of pairwise operations between
tables also increase. For n tables in the schema, in the worst case n x n
operational pairs exist.

4.1 Basic Idea

In the proposed approach, we exploit the notion of detecting topical structures
in databases to represent the schema at a higher level of abstraction. Identifying
topical structures allows tables which are semantically correlated to be grouped
together, which provides a better organization for options presented to the users.
Secondly, instead of defining operations between each pair of tables, we can de-
fine operations between topics and within topics. Hence, the number of pairs
for which operators have to be defined, can be reduced significantly. Similarly,
to facilitate easier instance selection, we organize instances of an attribute into
bins, providing a two-level hierarchy for instance selection. The developer pro-
tocol is modified to include steps required to generate the the abstract levels.
Consequently, the user protocol is also modified for the proposed approach. The
proposed approach has the following additional processes to QBO: Organizing
objects into topics; Facilitating instance selection; Defining operators for the
topical structure. We discuss each of these process in detail.
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4.1.1. Organization into Topics

Discovering topical structures of objects stored in a RDBMS is a challenging task.
While careful analysis of the database manually by a database domain expert
would provide the most accurate result, in many cases it may be unfeasible to
do so. In such cases, we use the iDisc approach described in section 3.2 for
detecting topical structures in a database. The objective of this paper is not to
compare various approaches for topic detection but rather focus on how such an
approach has a practical use in information systems.

Given an input, a database containing a set of tables T = (T1,T5,..Ty,),
the iDisc framework generates a clustering C = (Ci,Cs,..Ck) of tables in
the schema. along with the table representing the cluster centers (labels) L =
(L1, Lo, ..Ly,). C; represents the set of tables belonging to the it" topic , where
L; represents the representative table (cluster center) and topic of the cluster
C;.

In QBO approach, the hierarchy of information organization was as follows:

Tables — Attributes — Attribute Instances

Given a clustering C' and representative tables L, we make the following modi-
fication in the hierarchy of organization:

Topics — Tables — Attributes — Attribute Instances

Each topic is represented by its representative-table. In other terms, we intro-
duce topics and present the database tables belonging to a topic as its granu-
larity. Hence, an object in QBT is a topic which has three levels of granularity
(tables,attributes and attribute instances), in contrast to QBO which had only
attributes and attribute instances as the two levels of granularity. Our approach
is also in accordance to IRE framework. By providing topics, users can browse
the database contents semantically, thus providing more intuitive options to the
users.

4.1.2 Facilitating Instance Selection
For selecting instances of an object, selection based on an attribute values comes
naturally to the user. Thus we first ask the user to select an attribute and then
select its instances. However, in case the number of instances of an attribute
are large, we need to an efficient organization of options. Here we have two
problems in conflict as while we allow the user to drill down to his requirements
in multiple steps, we may end up creating too many steps which is unfavorable for
the user. We thus create a two-level hierarchy for attribute values such that there
are not too many steps required for instance selection while providing a better
organization. In the two-level hierarchy, we organize the attribute instances by
grouping the attribute-instances into intervals. The first level represents the
intervals and the second level represents the instances itself.

Considering instances of an attribute as a data distribution, we relate creating
intervals to determine bins for creating histograms for a given data distribution.
Methods for calculating number of bins given a data distribution are as follows:
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— Struge’s formula: k = [logan + 1]

— Square root choice: k = y/n

— Scott’s choice (based on bin width): h = 357 | where h represents Bin width
n3

IQR(z)

n3

— Freedman-Diaconis’s choice: h = 2 x
range.

, where IQR = interquartile

4.1.3 Defining Operations

Next, we need to define operators which perform in case of QBT. Operators
enable us to perform complex queries on databases involving one or more objects.
The selected objects act as operands to the operators. We define two types of
operator matrix:

i Within-Topic Operator Matrix (WTS): This matrix represents all pos-
sible operations within a topic. This includes operations between a topic’s
representative table with other tables belonging to the topic and between
the tables in a same topic.

ii Between-Topics Operator Matrix (BTS): This matrix represents the
possible operations between the representative tables of each topic. The diag-
onal elements represent the WT'S matrix of the topics and other non-diagonal
elements represent operations between two distinct topics.

By defining operational pairs between topics and within topic, we reduce the
number of operation pairs for which operations need to be defined. The re-
duction in operational pairs depends on the topical structure identified for the
database. Figure 3 shows an example of organization of tables into topical struc-
ture. A topic is represented by its representative-table and all tables belonging to
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a topic are called its subordinate tables. The first subscript represents the topic
and second describes whether the table is a representative table or a subordinate
table of the topic. Tables of each topic are further represented as a, b, and so on.
Table 3 describes the Within Topic matrix for the first Topic (WT-I) and table
4 describes the Between Topic matrix (BT). The following scenarios come up in
context of Figure 3,

Table 3. Within-Topic Matrix 1(WT-I) Table 4. Between-Topic Matrix(BT)
t T Tiza Tize Tize t Tn T21
T UILC R R R Ty WT-II R
T2« R UILC R R T21 R [WT-I]

Ti2s R R UILC R
Ti2e R R R U]ILC

Scenario 1. The two selected objects belong to the same topic. It has further
three possibilities:

— Both the tables are representative tables {Th11,T11}: As there is only one rep-
resentative table for each topic, this represents operations between same
tables. The possible operations will be provided in Within-Topic operator
matrix (WT-I[1,1]).

— One of the table is representative-table and the other is a subordinate-table
{T11,Th2,}: This case represents a RELATE operation between the two ta-
bles. The operations will be defined in Within Topic operator matrix (WT-
I[1,2]).

— Both the tables are subordinate tables {T124,T12b}: In this case, the two ta-
bles relate directly or through the representative-table of the corresponding
topic. In this case, the operations are performed at a higher level (WT-1[2,3]).

Scenario 2. The two selected objects belong to different topics. It has three
further possibilities:

— Both the selected tables are representative-tables {T11,T21 }: The possible op-
erations will be defined in Between-Topics-I operator matrix (BT-I[1,2]).

— One table is a representative-table and other is a subordinate table
{T11,T22,}: In this case, the tables can be related at the higher level via
the representative-tables of the two topics (BT-I[1,2]).

— Both the tables are subordinate tables ({T124,T22,}): Similar to the above
case, the two tables can be related through their representative-tables. The
possible operations are defined in Between-Topics-I matrix (BT[1,2]).
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4.2 QBT Protocols

In this section we describe the QBT developer protocol and QBT user protocol:

QBT Developer Protocol

Store objects and entities in a database (RDBMS)

Organize the tables in a schema based on the topic of tables, as described in
Section 4.1.1.

Create a framework to organize attribute instances into two-level hierarchy,
as explained in Section 4.1.2.

Define operations within each topic and between topics, described in Section
4.1.3.

Provide a interface based on QBT, to allow object selection,instance selection
and support closure property.

QBT User Protocol. The user protocol for QBT is described in Figure 4. The
main options in the QBT are as follows.

5

Select a topic

Select granularity (a table, attribute and attribute values)
Select another topic

Select an operation

Display result

Extend query, if required

Experiments

5.1 Experimental Methodology

To analyze the effectiveness of the proposed approach, we conducted system-
level experiments and also a usability study. System-level experiments consists
of evaluating the reduction in the number of operational pairs from the QBO ap-
proach. The usability study consists task-analysis and ease of use survey on a real
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database using real users. For the usability study, we developed two prototypes,
one based on the QBO approach and the other based on QBT approach. The
interface for both the approach is almost similar, except that the QBO proto-
type does not group object by topics and does not not provide bins for instances.
We first do a task analysis on the QBT prototype and QBO prototype to check
whether the proposed approach is beneficial to the user. Since we give different
tasks for different prototypes to the user, we cannot infer concrete results as
different tasks are perceived differently by users. In order to overcome this bias,
we ask the user to explore the database on their own and pose queries from
their day-to-day requirements using both the prototypes. After the session, they
fill out a questionnaire, rating the prototypes. It may not be the most efficient
usability evaluation but it considerably reduces the bias from task analysis.

5.2 eSaguTR Database

For all experiments and analysis, we use a real database, eSagu. eSagu™? is a
personalized agricultural advisory system. It provides a service through which
expert agricultural advice is delivered to farmers for each of their farms regularly.
In eSagu™®, the agriculture scientist, rather than visiting the crop in person,
delivers the expert advice by getting the crop status in the form of both digital
photographs and the related information. The database consists of 84 tables
containing mainly of farmer details, farm details, partner details, expert details,
observation details and details of advice delivered for these observations.

5.3 Performance Analysis

We measure the effect of using topical structures at the system level by measuring
the reduction factor (RF') for operational pairs. The reduction factor represents
the number of operation pairs in the QBT approach as compared to the QBO
approach (RF,p). If the number of operation pairs in QBT are OPy,; and in case
of QBO are OPp,, the reduction factor (RF,p) is defined as follows:

Oqut

Fop=1-— 1
R P Oquo ( )

We illustrate the metric by referring to Figure 3, where the total number
of tables are 8. When tables have been divided into two topics, the number
of operation pairs are are follows: two 4 x 4 WT matrix and one diagonal BT
matrix (2 pairs). Hence OPFyy is 34, while OPy, is 64 (8 x 8). The reduction
factor for operation pairs is .46. For the eSagu database, after identifying topical
structures, operational pairs were calculated for the between topics matriz (BT)
and within topics matriz (WT). The reduction factor for operational pairs (RF,))
observed was .76.

5.4 Usability Study

Usability tests were conducted on four real users having computer experience
but not skilled at SQL or query languages. The users belonged to the age group
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