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## 8.1 <br> Introduction

Catalytic reactors are generally characterized by the complex interaction of various physical and chemical processes. Monolithic reactors can serve as example, in which partial oxidation and reforming of hydrocarbons, combustion of natural gas, and reduction of pollutant emissions from automobiles are frequently carried out. Figure 8.1 illustrates the physics and chemistry in a catalytic combustion monolith that glows at a temperature of about 1300 K due to the exothermic oxidation reactions. In each channel of the monolith, the transport of momentum, energy, and chemical species occurs not only in flow (axial) direction but also in radial direction. The reactants diffuse to the inner channel wall, which is coated with the catalytic material, where the gaseous species adsorb and react on the surface. The products and intermediates desorb and diffuse back into the bulk flow. Due to the high temperatures, the chemical species may also react homogeneously in the gas phase. In catalytic reactors, the catalyst material is often dispersed in porous structures such as washcoats or pellets. Mass transport in the fluid phase and chemical reactions are then superimposed by diffusion of the species to the active catalytic centers in the pores. The temperature distribution depends on the interaction of heat convection and conduction in the fluid, heat release due to chemical reactions, heat transport in the solid material, and thermal radiation. If the feed conditions vary in time and space and/or heat transfer occurs between the reactor and the ambience, a nonuniform temperature distribution over the entire monolith will result, and the behavior will differ from channel to channel.

Today, the challenge in catalysis is not only the development of new catalysts to synthesize a desired product but also the understanding of the interaction of the catalyst with the surrounding reactive flow field. Sometimes, the exploitation of these interactions can lead to the desired product selectivity and yield. Hence, a better understanding of gas-solid flows in chemical reactors is understood as a critical need in chemical technology calling for the development of reliable simulation tools that

[^0]

Figure 8.1 Catalytic combustion monolith and physical and chemical processes occurring in the single monolith channel.
integrate detailed models of reaction chemistry and computational fluid dynamics (CFD) modeling of macroscale flow structures.

Computational fluid dynamics is able to predict very complex flow fields, even combined with heat transport, due to the recently developed numerical algorithms and the availability of faster and bigger (memory) computer hardware. The consideration of detailed models for chemical reactions, in particular for heterogeneous reactions, however, is still very challenging due to the large number of species mass conservation equations, their highly nonlinear coupling, and the wide range of timescales introduced by the complex reaction networks.

This chapter introduces the application of CFD simulations to obtain a better understanding of the interactions between mass and heat transport and chemical reactions in catalytic reactors. Concepts for modeling and numerical simulation of catalytic reactors are presented, which describe the coupling of the physical and chemical processes in detail. The elementary kinetics and dynamics as well as ways for modeling the intrinsic chemical reaction rates (microkinetics) by various approaches such as Monte Carlo (MC), mean field approximation (MF), and lumped kinetics are discussed in the earlier chapters of this book. In this chapter, it is assumed that models exist that can compute not only the local heterogeneous but also the homogeneous reaction rate as function of the local conditions such as temperature and species concentrations in the gas phase and of the local and temporal state of the catalyst. These chemical source terms are here coupled with the fluid flow and used to numerically simulate the catalytic reactor.
The ultimate objective of CFD simulations of catalytic reactors is (1) to understand the interactions of physics (mass and heat transport) and chemistry in the reactor, (2) to support reactor design and engineering, and (3) eventually, to find optimized operating conditions for maximization of the desired product's yield and minimization
of undesired side products and/or pollutants. Though computational fluid dynamics covers a wide range of problems, ranging from simulation of the flow around airplanes to laminarization of turbulent flows entering a microchannel, this chapter focuses on the principal ideas and the potential applications of CFD in heterogeneous catalysis; textbooks $[1,2]$ and specific literature are frequently referenced for more details. Specific examples taken from literature and our own work will be used for illustration of the state-of-the-art CFD simulation of chemical reactors with heterogeneously catalyzed reactions. The next chapters of the book will cover some specific topics of numerical simulation of catalytic reactors in more detail.

## 8.2 <br> Modeling of Reactive Flows

### 8.2.1 <br> Governing Equations of Multicomponent Flows

As long as a fluid can be treated as a continuum, the most accurate description of the flow field of multicomponent mixtures is given by the transient three-dimensional (3D) Navier-Stokes equations coupled with the energy and species governing equations, which will be summarized in this section. More detailed introduction to fluid dynamics and transport phenomena can be found in a number of textbooks [1-5]. Other alternative concepts such as Lattice-Boltzmann models have also been discussed for simulation of catalytic reactors as introduced in Section 8.4.1.

Governing equations, which are based on conservation principles, can be derived by consideration of the flow within a certain spatial region, which is called the control volume.

The principle of mass conservation leads to the mass continuity equation

$$
\begin{equation*}
\frac{\partial \varrho}{\partial t}+\frac{\partial\left(\varrho v_{i}\right)}{\partial x_{i}}=S_{\mathrm{m}} \tag{8.1}
\end{equation*}
$$

with $\varrho$ being the mass density, $t$ the time, $x_{i}(i=1,2,3)$ are the Cartesian coordinates, and $v_{i}$ the velocity components. The source term $S_{\mathrm{m}}$ vanishes unless mass is either deposited on or ablated from the solid surfaces. The Einstein convention is used here, that is, whenever the same index appears twice in any term, summation over that index is implied, except when the index refers to a chemical species. The principle of momentum conservation for Newtonian fluids leads to three scalar equations for the momentum components $\varrho v_{i}$

$$
\begin{equation*}
\frac{\partial\left(\varrho v_{i}\right)}{\partial t}+\frac{\partial\left(\varrho v_{i} v_{j}\right)}{\partial x_{j}}+\frac{\partial p}{\partial x_{i}}+\frac{\partial \tau_{i j}}{\partial x_{j}}=\varrho g_{i}, \tag{8.2}
\end{equation*}
$$

where $p$ is the static pressure, $\tau_{i j}$ is the stress tensor, and $g_{i}$ are the components of the gravitational acceleration. The above equation is written for Cartesian coordinates. Gravity, the only body force taken into account, can often be neglected when
modeling catalytic reactors. The stress tensor is given as

$$
\begin{equation*}
\tau_{i j}=-\mu\left(\frac{\partial \nu_{i}}{\partial x_{j}}+\frac{\partial v_{j}}{\partial x_{i}}\right)+\left(\frac{2}{3} \mu-\kappa\right) \delta_{i j} \frac{\partial \nu_{k}}{\partial x_{k}} . \tag{8.3}
\end{equation*}
$$

Here, $\kappa$ and $\mu$ are the bulk viscosity and mixture viscosity, respectively, and $\delta_{i j}$ is the Kronecker delta, which is unity for $i=j$, else zero. The bulk viscosity vanishes for lowdensity monoatomic gases and is also commonly neglected for dense gases and liquids [1]. The coupled mass continuity and momentum governing equations have to be solved for the description of the flow field.

In multicomponent mixtures, not only the flow field is of interest but also the mixing of the chemical species and reactions among them, which can be described by an additional set of partial differential equations. Here, the mass $m_{i}$ of each of the $N_{g}$ gas-phase species obeys a conservation law that leads to

$$
\begin{equation*}
\frac{\partial\left(\varrho Y_{i}\right)}{\partial t}+\frac{\partial\left(\varrho v_{j} Y_{i}\right)}{\partial x_{j}}+\frac{\partial\left(j_{i j}\right)}{\partial x_{j}}=R_{i}^{\text {hom }} \tag{8.4}
\end{equation*}
$$

with $Y_{i}$ is the mass fraction of species $i$ in the mixture $\left(Y_{i}=m_{i} / m\right)$ with $m$ as total mass, $R_{i}^{\text {hom }}$ is the net rate of production due to homogeneous chemical reactions. The components $j_{i, j}$ of the diffusion mass flux caused by concentration and temperature gradients are often modeled by the mixture average formulation [6]:

$$
\begin{equation*}
j_{i, j}=-\varrho \frac{Y_{i}}{X_{i}} D_{i}^{\mathrm{M}} \frac{\partial X_{i}}{\partial x_{j}}-\frac{D_{i}^{\mathrm{T}}}{T} \frac{\partial T}{\partial x_{j}} . \tag{8.5}
\end{equation*}
$$

$D_{i}^{\mathrm{M}}$ is the effective diffusion coefficient of species $i$ in the mixture, $D_{i}^{\mathrm{T}}$ is the thermal diffusion coefficient, which is significant only for light species, and $T$ is the temperature. The molar fraction $X_{i}$ is related to the mass fraction $Y_{i}$ using the species molar masses $M_{i}$ by

$$
\begin{equation*}
X_{i}=\frac{1}{\sum_{j=1}^{N g} Y_{j} / M_{j}} \frac{Y_{i}}{M_{i}} . \tag{8.6}
\end{equation*}
$$

Heat transport and heat release due to chemical reactions lead to spatial and temporal temperature distributions in catalytic reactors. The corresponding governing equation for energy conservation is commonly expressed in terms of the specific enthalpy $h$ :

$$
\begin{equation*}
\frac{\partial(\varrho h)}{\partial t}+\frac{\partial\left(\varrho v_{j} h\right)}{\partial x_{j}}+\frac{\partial j_{q, j}}{\partial x_{j}}=\frac{\partial p}{\partial t}+v_{j} \frac{\partial p}{\partial x_{j}}-\tau_{j k} \frac{\partial v_{j}}{\partial x_{k}}+S_{\mathrm{h}}, \tag{8.7}
\end{equation*}
$$

with $S_{h}$ being the heat source, for instance, due to thermal radiation. In multicomponent mixtures, diffusive heat transport is significant due to heat conduction and mass diffusion, hence

$$
\begin{equation*}
j_{q, j}=-\lambda \frac{\partial T}{\partial x_{j}}+\sum_{i=1}^{N g} h_{i j} i_{i j} . \tag{8.8}
\end{equation*}
$$

Here, $\lambda$ is the thermal conductivity of the mixture. The temperature is then related to the enthalpy by the definition of the mixture-specific enthalpy

$$
\begin{equation*}
h=\sum_{i=1}^{\mathrm{Ng}} Y_{i} h_{i}(T), \tag{8.9}
\end{equation*}
$$

with $h_{i}$ being the specific enthalpy of species $i$, which is a monotonic increasing function of temperature. The temperature is then commonly calculated from Eq. (8.9) for known $h$ and $Y_{i}$ by employing a root finding algorithm.

Heat transport in solids such as reactor walls and catalyst materials can also be modeled by an enthalpy equation, for instance, in the form of

$$
\begin{equation*}
\frac{\partial(\varrho h)}{\partial t}-\frac{\partial}{\partial x_{j}}\left(\lambda \frac{\partial T}{\partial x_{j}}\right)=S_{\mathrm{h}}, \tag{8.10}
\end{equation*}
$$

where $h$ is the specific enthalpy and $\lambda$ the thermal conductivity of the solid material. $S_{\mathrm{h}}$ accounts for heat sources, for instance, due to heat release by chemical reactions and electric or radiative heating of the solid.

This system of governing equations is closed by the equation of state to relate the thermodynamic variable density $\varrho$, pressure $p$, and temperature T. The simplest model of this relation for gaseous flows is the ideal gas equation

$$
\begin{equation*}
p=\frac{\varrho R T}{\sum_{i=1}^{N_{g}} X_{i} M_{i}} \tag{8.11}
\end{equation*}
$$

with the universal gas constant $R=8.314 \mathrm{~J} /(\mathrm{mol} \mathrm{K})$.
The transport coefficients $\mu, D_{i}^{\mathrm{M}}, D_{i}^{\mathrm{T}}$, and $\lambda$ appearing in Eqs. (8.3), (8.5), and (8.8) depend on temperature and mixture composition. They are derived from the transport coefficients of the individual species and the mixture composition by applying empirical approximations [1, 2, 4], which eventually lead to two physical parameters for each species, a characteristic diameter (the Lennard-Jones collision diameter), $\sigma_{i}$, and a characteristic energy (the Lennard-Jones potential well depth), $\varepsilon_{i}$, which can be taken from databases [7].

The specific enthalpy $h_{i}$ is a function of temperature and can be expressed in terms of the heat capacity

$$
\begin{equation*}
h_{i}=h_{i}\left(T_{\mathrm{ref}}\right)+\int_{T_{\text {ref }}}^{T} c_{p, i}\left(T^{\prime}\right) \mathrm{d} T^{\prime} \tag{8.12}
\end{equation*}
$$

where $c_{p, i}$ is the specific heat capacity at constant pressure. The specific standard enthalpy of formation $\Delta h_{f, 298 . i}^{0}$ can be used as integration constant $h_{i}\left(T_{\text {ref }}=298.15 \mathrm{~K}\right.$, $\left.p_{0}=1 \mathrm{bar}\right)$. Experimentally determined and estimated standard enthalpies of formation, standard entropies, and temperature-dependent heat capacities can be found in databases [8-10] or estimated by Benson's additivity rules [11].

### 8.2.2 <br> Turbulent Flows

Turbulent flows are characterized by continuous fluctuations of velocity, which can lead to fluctuations in scalars such as density, temperature, and mixture composition. Turbulence can be desired in catalytic reactors to enhance mixing and reduce mass transfer limitations, but can be unwanted due to the increased pressure drop and energy dissipation. An adequate understanding of all facets of turbulent flows is still lacking $[4,12,13]$. In the area of catalytic systems, some progress has recently been made in turbulent flow modeling, for example, in catalytically stabilized combustion [14, 15]. The Navier-Stokes equations as presented above are, in principle, able to model turbulent flows (direct numerical simulation). However, in practice, the solutions of the Navier-Stokes equations for turbulent flows in technical reactors demand a prohibitive amount of computational time due to the huge number of grid points needed to resolve the small scales of turbulence. Therefore, several concepts were developed to model turbulent flows by the solution of averaged governing equations. However, the equation system is not closed, meaning that a model has to be set up to describe the so-called Reynold stresses that are the correlations between the velocity fluctuations and the fluctuations of all the quantities of the flow (velocity, enthalpy, and mass fractions). The $k-\varepsilon$ model [16] is one of the most widely used concept for modeling the Reynold stresses at high Reynolds numbers, which adds two additional partial differential equations for the description of the turbulent kinetic energy, $k$, and the dissipation rate, $\varepsilon$, to the governing equations. Although the model has well-known deficiencies, it is today implemented in most commercial CFD codes and also widely used for the simulation of catalytic reactors. Recently, turbulent flow field simulations are often based on large-eddy simulation (LES), which combines DNS for the larger scales with a turbulence model, for example, $k-\varepsilon$ model, for the unresolved smaller scales.
Aside form this closure problem, one still has to specify the averaged chemical reaction rates [4, 12]. Because of the strong nonlinearity of the rate coefficients due to the exponential dependence on temperature and the power law dependence on partial pressure, the source terms of chemical reactions in turbulent flows cannot be computed using average concentrations and temperature. Here, probability density functions (PDFs) [4], either derived by transport equations [13] or empirically constructed [17], are used to take the turbulent fluctuations into account when calculating the chemical source terms. For the simulation of reactions on catalysts, it is important to use appropriate models for the flow laminarization at the solid surface.

### 8.2.3 <br> Three-Phase Flow

Three-phase flows involve the participation of solid, liquid, and gaseous phases. In certain cases, the solid phase will be a porous medium, and the fluids will flow though the pore networks. In certain other cases, all phases will be mobile and these flows are usually characterized by various regimes such as particle-laden flow, fluidized bed
flow, slug flow, bubbly flow, and so on. Examples for three-phase flow devices with chemical reactions are fluidized bed reactors. They are one of the most important classes of multiphase reactors used in chemical, petrochemical, and biochemical processing. Simulating multiphase reactors is a challenge due to the numerous physicochemical processes occurring in the reactor. For example, one has to account for interactions between and among various phases, lift, buoyancy, virtual mass forces, particle agglomeration, and bubble coalescence [18].

Either the Euler-Lagrange model or Euler-Euler model can be used to solve the three-phase flow problem. The former adopts a continuum description for the liquid phase and tracks the discrete phases using Lagrangian particle trajectory analysis. The Euler-Euler model is based on the concept of interpenetrating continua. Here, all the phases are treated as continua with properties analogous to those of a fluid. That is, conservation equations are derived for each of the phases and constitutive relations that are empirical in nature closes the equation set. Therefore, the accuracy of this method heavily relies on the empirical constitutive relations used. Furthermore, this approach has limitation in predicting certain characteristics of discrete flow. For instance, the method cannot account for particle size effects, particle agglomeration, bubble coalescence, and bubble breakage. On the other hand, the Euler-Lagrange model has empirical equations and can provide detailed information of discrete phases. However, it is computationally more expensive. A detailed description of three-phase flow modeling is beyond the scope of this chapter and interested readers can refer to textbooks [19-21].

### 8.2.4 <br> Momentum and Energy Equations for Porous Media

Porous media are present everywhere in catalytic reactors [22, 23], for instance, fixed bed reactors, catalytic filters, washcoat layers, perforated plates, flow distributors, tube banks, membranes, electrodes, fiber materials, and so on. Modeling the transport and reactions in the actual tortuous structure on the microscopic level is a rather formidable task [23, 24]. Chapter 5 of this book deals in detail with this topic. Due to this complexity, it is often necessary to work with small representative volume elements where the porous medium and other properties are assumed to be homogenized. Several methods have been developed to include porous media and reactions in CFD simulations.

Most porous media models in CFD codes incorporate an empirically determined flow resistance accounting for the pressure drop, which is a sink in the governing momentum equation (8.2). In case of simple homogeneous porous media, a source term is added to the right side of Eq. (8.2),

$$
\begin{equation*}
S_{i}=-\left(\frac{\mu}{\alpha} v_{i}+\frac{C}{2} \varrho|\vec{v}| v_{i}\right) \tag{8.13}
\end{equation*}
$$

where $\alpha$ is the permeability (Darcy's law) and $C$ is the inertial resistance, which can be viewed as a loss per unit length along the flow direction. Concerning the temperature profile in porous media, the enthalpy equations (8.7) and (8.10) have to be adapted.

The total enthalpy is now a sum of the enthalpies of the fluid and the solid. Their partition is defined by porosity. An effective thermal conductivity is used based on the porosity and the thermal conductivities of the fluid and the solid. This continuum approach has to be used carefully; for instance, the effect of the porous medium on turbulent flows can be barely approximated within this concept. The approach, which assumes constant unidirectional flow, also breaks down for fixed bed reactors with reactor diameter being less than ten times the particle size. Thus, the model cannot predict the velocity maximum in the vicinity of the wall observed experimentally for those reactors [25]. An averaged velocity with a radial varying axial component can be provided by further modification of the momentum balance [25-27] as improvement of the classical model.

## 8.3 <br> Coupling of the Flow Field with Heterogeneous Chemical Reactions

Depending on the spatial resolution of the different catalyst structures such as flat surface, gauzes, single pellets, and in porous media, the species mass fluxes due to catalytic reactions at these structures are differently coupled with the flow field.

### 8.3.1 <br> Given Spatial Resolution of Catalyst Structure

In the first case considered, the catalytic layer is resolved in space, that is, the surface of the catalyst is directly exposed to the fluid flow. Examples are thin catalytically coated walls in honeycomb structures, disks, plates, and well-defined porous media (fixed bed reactors, foams, and washcoats), in which the shape of the individual pellet or channel is spatially resolved in the CFD simulation. The chemical processes at the surface are then coupled with the surrounding flow field by boundary conditions for the species continuity equation (8.4) at the gas-surface interface [2, 28]:

$$
\begin{equation*}
\vec{n}\left(\vec{j}_{i}+\varrho \vec{v}_{\text {Stef }} Y_{i}\right)=R_{i}^{\text {het }} \tag{8.14}
\end{equation*}
$$

Here, $\vec{n}$ is the outward-pointing unit vector normal to the surface, $\vec{j}_{i}$ is the diffusion mass flux of species $i$ as discussed in Eq. (8.4), and $R_{i}^{\text {het }}$ is the heterogeneous surface reaction rate, which is given per unit geometric surface area, corresponding to the reactor geometry, in $\mathrm{kg} /\left(\mathrm{m}^{2} \mathrm{~s}\right)$. Approaches to model the heterogeneous reaction rates $R_{i}^{\text {het }}$ are discussed in Chapter 4 of this book.

The Stefan velocity $\vec{v}_{\text {Stef }}$ occurs at the surface if there is a net mass flux between the surface and the gas phase:

$$
\begin{equation*}
\vec{n} \vec{v}_{\text {Stef }}=\frac{1}{\varrho} \sum_{i=1}^{N_{\mathrm{g}}} R_{i}^{\mathrm{het}} \tag{8.15}
\end{equation*}
$$

Under steady-state conditions, this mass flux vanishes unless mass is deposited on the surface, for example, chemical vapor deposition, or ablated, for example, material
etching. Equation (8.14) basically means that for $\vec{v}_{\text {Stef }}=0$ the amount of gas-phase molecules of species $i$, which are consumed/produced at the catalyst by adsorption/ desorption, have to diffuse to/from the catalytic wall (Eq. (8.5)). Only for fast transient ( $<10^{-4} \mathrm{~s}$ ) adsorption/desorption processes, for example, during ignition of catalytic oxidation, does Eq. (8.14) break down and special treatment of the coupling is needed [29,30]. In that case, accumulation of species in the near-catalyst zone has to be considered, for example, through [29]

$$
\begin{equation*}
\int \varrho \frac{\partial Y_{i}}{\partial t} \mathrm{~d} V=-\int\left(\vec{j}_{i}+\varrho \vec{v}_{\text {Stef }} Y_{i}\right) \vec{n} \mathrm{~d} A+\int R_{i}^{\text {het }} \mathrm{d} A . \tag{8.16}
\end{equation*}
$$

In that case, special care has to be taken in the spatial discretization procedure [2]. Furthermore, those fast transient processes may lead to heat accumulation terms [29] and to additional convective transport and associated pressure gradients in the fluid phase above the catalyst [30].

Calculation of $R_{i}^{\text {het }}$ is straightforward if the catalytic surface corresponds to the geometrical surface of the fluid-solid interphase of the flow field simulation, for example, wires and flat plates without any porosity. In that case, $R_{i}^{\text {het }}$ is the production rate of species iper catalystsurface area due to catalytic reactions (Chapter 4). It should be noted that the catalyst surface area is the surface area (layer on which we find adsorbed species) of the catalytic particle exposed to the ambient gas (fluid) phase, which can be measured, for example, by chemisorptions with sample molecules such as CO and hydrogen. The catalyst surface area should not be confused with the BET surface area.

### 8.3.2 <br> Simple Approach for Modeling the Catalyst Structure

Most catalystic systems, however, exhibit a certain structure, for instance, they may occur as dispersed particles on a flat or in a porous substrate. The simplest way to account for that structure and the active catalytic surface area consists in scaling the intrinsic reaction rate at the fluid-solid interphase by two parameters. The first parameter represents the amount of catalytically active surface area in relation to the geometric surface area of the fluid-solid interphase, here denoted by $F_{\text {cat } / \mathrm{geo}}$ :

$$
\begin{equation*}
R_{i}^{\text {het }}=\eta F_{\text {cat } / \mathrm{geo}} M_{i} \dot{S}_{i} . \tag{8.17}
\end{equation*}
$$

Here, $\dot{s}_{i}$ is the molar net production rate of gas-phase species $i$, given in $\mathrm{mol} /\left(\mathrm{m}^{2} \mathrm{~s}\right)$; the area now refers to the actual catalytically active surface area. $F_{\text {cat/geo }}$ can be consequently determined experimentally, for example, by chemisorption measurements. Recently, it was shown that this ratio ( $F_{\text {cat } / \mathrm{geo}}$ ) can also serve as parameter to describe the dependence of the overall reaction rate of catalyst loadings and effects of hydrothermal aging for structure-insensitive catalysts [31]. This concept was even applied to model the variation in performance of on-road aged three-way catalysts [32].

The simplest model to include the effect of internal mass transfer resistance for catalysts dispersed in a porous media is the effectiveness factor $\eta$ based on the Thiele modulus [5,33]. The effectiveness factor of species $i, \eta_{i}$, is defined as

$$
\begin{equation*}
\eta_{i}=\frac{\dot{s}_{i, \text { mean }}}{\dot{s}_{i}} \tag{8.18}
\end{equation*}
$$

with $\dot{s}_{i, \text { mean }}$ as mean surface reaction rate in the porous structure. Assuming a homogeneous porous medium, time-independent concentration profiles, and a rate law of first order, the effectiveness factor can be analytically calculated in terms of

$$
\begin{equation*}
\eta_{i}=\frac{\tanh \left(\Phi_{i}\right)}{\Phi_{i}}, \tag{8.19}
\end{equation*}
$$

with $\Phi_{i}$ as Thiele module defined as

$$
\begin{equation*}
\Phi_{i}=L \sqrt{\frac{\dot{s}_{i} \gamma}{D_{\text {eff }, i} c_{i, 0}}} . \tag{8.20}
\end{equation*}
$$

Here, $L$ is the thickness of the porous medium (washcoat), $\gamma$ is the ratio of catalytic active surface area to washcoat volume, and $c_{i, 0}$ are the species concentrations at the fluid/porous media interface. The Thiele module is a dimensionless number. The value in the root term of Eq. (8.20) represents the ratio of intrinsic reaction rate to diffusive mass transport in the porous structure. Since mass conservation has to be obeyed (Eq. (8.17)), the same effectiveness factor has to be applied for all chemical species. Therefore, this simple model can be applied only under conditions at which the reaction rate of one species determines overall reactivity. Furthermore, this model then implies that mass diffusion inside the porous media can be described by the same diffusion coefficient for all species.

In most fixed bed reactors with large numbers of catalytic pellets, both for nontrivial shapes of the catalysts and for catalyst dispersed in porous media, the structure of the catalyst cannot be resolved geometrically. In these cases, the catalytic reaction rate is expressed per volumetric unit, which means $R_{i}^{\text {het }}$ is now given in $\mathrm{kg} /\left(\mathrm{m}^{3} \mathrm{~s}\right)$; the volume here refers to the volume of a computational cell in the geometrical domain of fluid flow. Then $R_{i}^{\text {het }}$ simply represents an additional source term on the right side of the species continuity equation(8.4) and is computed by

$$
\begin{equation*}
R_{i}^{\text {het }}=\eta S_{\mathrm{V}} M_{i} \dot{s}_{i}, \tag{8.21}
\end{equation*}
$$

where $S_{\mathrm{V}}$ is the active catalytic surface area per volumetric unit, given in $\mathrm{m}^{-1}$, determined experimentally or estimated. Both $F_{\text {cat/geo }}$ and $S_{\mathrm{V}}$ can be expressed as function of the reactor position and time to account for inhomogeneously distributed catalysts and loss of activity, respectively. In reactors with more than one catalytic material, a different value for $F_{\text {cat/geo }}$ or $S_{\mathrm{V}}$ can be given for every individual active material or phase, respectively.

### 8.3.3 <br> Reaction Diffusion Equations

The dispersion of the catalyst material in porous layers or pellets easily leads to a reduced overall reaction rate due to finite diffusion of the reactants to and products
from the active sites. The simplest model to account for this mass transport limitation is the effectiveness factor $\eta$ as introduced above. However, this model fails under conditions in which the reaction rate and diffusion coefficient of more than a single species determine overall reactivity. Like in this case, the interaction of diffusion and reaction demands more detailed models if mass transport in the porous media is dominated rather by diffusion than by convection.

Concentration gradients inside the porous media result in spatial variations in the surface reaction rates $\dot{s}_{i}$. In thin catalyst layers (washcoats), these are primarily significant in normal direction to the fluid/washcoat boundary. Therefore, onedimensional reaction diffusion equations are applied with their spatial coordinate in that direction. Each chemical species leads to one reaction diffusion equation, which is written in steady state as

$$
\begin{equation*}
\frac{\partial}{\partial r}\left(-D_{i}^{\text {eff }} \frac{\partial c_{i}^{\mathrm{W}}}{\partial r}\right)-S_{\mathrm{V}} \dot{s}_{i}=0 \tag{8.22}
\end{equation*}
$$

Here, $c_{i}^{W}$ denotes the species concentration in the washcoat in normal direction to the boundary fluid/washcoat. $D_{i}^{\text {eff }}$ is the effective diffusion coefficient, which can account for the different diffusion processes in macro- and micropores and can be derived from the binary diffusion coefficients [23, 34]. In addition to Eq. (8.22), the surface coverages can be calculated, assuming a microkinetics model is available, according to

$$
\begin{equation*}
\frac{\mathrm{d} \theta_{i}}{\mathrm{~d} t}=\frac{\dot{s}_{i} \sigma_{i}}{\Gamma} . \tag{8.23}
\end{equation*}
$$

A heat balance, in which Eqs. (8.7) and (8.10) are combined, may be added to the model to account for temperature variations in the porous media. Since Eq. (8.22) is applicable only for thin catalytic layers or small pellets without net mass fluxes (ablation, deposition, etc.) and internal pressure-driven flows, temperature variations can generally be neglected. Equation (8.22) is coupled with the surrounding flow field, Eq. (8.5), at the interface between open fluid and catalytic layer/pellet, where the diffusion fluxes normal to this interface must compensate. In this model, the species concentrations, catalytic reaction rates, and surface coverages do not only depend on the position of the catalytic layer/pellet in the reactor but also vary inside the catalyst layer/particle leading to CPU time-consuming computations.

### 8.3.4 <br> Dusty Gas Model

Fluxes within porous media that are driven by gradients in concentration and pressure, that is, diffusion and convection, can be described by the dusty gas model (DGM) [23, 34]. This model, which is also applicable for three-dimensional and larger porous media, not only is superior to the ones discussed in the previous two sections but also leads to more sophisticated computational efforts. The conservation equation (8.4) for reactive porous media species transport at steady state is now
written as

$$
\begin{equation*}
\frac{\partial\left(j_{i, j}\right)}{\partial x_{j}}=R_{i}^{\mathrm{hom}}+R_{i}^{\mathrm{het}}=R_{i}^{\mathrm{hom}}+S_{\mathrm{V}} M_{i} \dot{s}_{i} \tag{8.24}
\end{equation*}
$$

The components $j$ of the gas-phase mass fluxes, $j_{i, j}$, of species $i$ are evaluated by an implicit relationship among the molar concentrations, concentration gradients, and pressure gradients [23, 34]:

$$
\begin{equation*}
j_{i, j}=\left[-\sum_{l=1}^{N_{\mathrm{g}}} D_{i l}^{\mathrm{DGM}} \frac{\partial c_{l}}{\partial x_{j}}-\left(\sum_{l=1}^{\mathrm{N}_{\mathrm{g}}} D_{i l}^{\mathrm{DGM}} \frac{c_{l}}{D_{l, \mathrm{Kn}}^{\mathrm{eff}}}\right) \frac{\alpha}{\mu} \frac{\partial p}{\partial x_{j}}\right] M_{i} . \tag{8.25}
\end{equation*}
$$

Here, $D_{i l}^{\text {DGM }}$ are the DGM diffusion coefficients and $D_{i, \mathrm{Kn}}^{\mathrm{eff}}$ are the effective Knudsen diffusion coefficients. The first term on the right-hand side of Eq. (8.25) represents the diffusive flux and the second the viscous flux. The DGM diffusion coefficients can be represented as a matrix inverse $D_{i l}^{\mathrm{DGM}}=H^{-1}$, where the elements of the $H$ matrix are given by

$$
\begin{equation*}
h_{i l}=\left[\frac{1}{D_{i, \mathrm{Kn}}^{\mathrm{eff}}}+\sum_{j \neq i} \frac{X_{j}}{D_{i j}^{\text {eff }}}\right] \delta_{i l}+\left(\delta_{i l}-1\right) \frac{X_{j}}{D_{i l}^{\text {eff }}} \tag{8.26}
\end{equation*}
$$

The effective binary diffusion coefficients $D_{i l}^{\text {eff }}$ in the porous media are related to the ordinary binary diffusion coefficient $D_{i l}$ by

$$
\begin{equation*}
D_{i l}^{\mathrm{eff}}=\frac{\Phi_{\mathrm{g}}}{\tau_{\mathrm{g}}} D_{i l} \tag{8.27}
\end{equation*}
$$

with $\Phi_{\mathrm{g}}=$ porosity and $\tau_{\mathrm{g}}=$ tortuosity. The effective Knudsen diffusion coefficient can be expressed as

$$
\begin{equation*}
D_{i, \mathrm{Kn}}^{\mathrm{eff}}=\frac{2}{3} \frac{\Phi_{\mathrm{g}}}{\tau_{\mathrm{g}}} r_{\mathrm{p}} \sqrt{\frac{8 R T}{\pi M_{i}}} \tag{8.28}
\end{equation*}
$$

where $r_{\mathrm{p}}$ is the average pore radius.
A critical evaluation of transport models including DGM and the development of a more general concept have been proposed by Kerkhof [35, 36]. For more on transport in porous media in interaction with catalytic reactions, the reader may refer to Chapters 5 and 6.

## 8.4 <br> Numerical Methods and Computational Tools

There are a variety of methods to solve the coupled system of partial differential equations ( PDE ) and algebraic equations, which were presented in the previous sections for modeling catalytic reactors. Very often, the transient three-dimensional governing equations are simplified (no time dependence, symmetry, preferential
flow direction, infinite diffusion, etc.) as much as possible, but still taking care of all significant processes in the reactor. Simplifications often are not straightforward and need to be conducted with care. Special algorithms were developed for special types of reactors to achieve a converged solution or to speed up the computation.

### 8.4.1 <br> Numerical Methods for the Solution of the Governing Equations

An analytical solution of the PDE system is possible only in very limited special cases; for all practical cases, a numerical solution is needed. Numerical solution means that algebraic equations are derived that approximate the solution of the PDE system at discrete points of the geometrical space of the reactor. The way of selection of these grid points and the derivation of algebraic equations, which are finally solved by the computer, is called discretization. Since the solution of the discretized equations is only an approximation of the solution of the PDE system, an error analysis is an essential feature of the interpretation of every CFD simulation.

The three major methods of discretization [37] are the methods of finite differences (FDM), finite volumes (FVM), and finite elements (FEM). The simplest method is FDM, which is based on a Taylor series expansion of the solution vector between neighboring grid points and applied for well-structured grids. The chosen number of terms of the Taylor series determines the accuracy. In contrast to FDM, the finite volume method can be applied for unstructured grids so that for regions with larger gradients more grid points can be chosen, well adapted to the reactor behavior. FVM calculates the dependent variables not for certain points but for certain volumes. Source terms within cells and fluxes through the boundaries of these cells are considered to derive the local values, which not only makes this method very physically descriptive but also allows simple error estimation.

The most universal method from a mathematical point of view is FEM [38, 39]; FDM and FVM can be considered as special cases of FEM. FEM originates from structural mechanics and has meanwhile found increased use in CFD. FEM generates the computational grid in a very adaptive way and is therefore ideal for complex geometries. Furthermore, FEM-based codes are suitable for the application of parallel computing. The great flexibility of FEM regarding the description of the solution and its convergence comes at the cost of a higher complexity of the computer program. Today, all commercial CFD codes are based on either FVM or FEM.

Very different from these three methods are the lattice-Boltzmann methods (LBMs) [40], which have become popular in particular for the simulation of complex flow structures found in fixed beds [41-43]. The LBM may be considered as a finite difference method for a discrete Boltzmann equation. The method simulates hydrodynamic or mass transport phenomena by tracking the time evolution of particle distribution functions confined to a lattice moving with discrete velocity during discrete advances in time. Each time step is subdivided into separate streaming and collision steps. It could be shown that correctly chosen particle distribution functions recover the Navier-Stokes equations. LBM for reaction engineering applications is still under development; in particular, the implementa-
tion of heat transport and complex reaction schemes seems to be difficult. There is no commercial code based on LBM available yet.

### 8.4.2 <br> CFD Software

Available multipurpose commercial CFD codes can simulate very complex flow configurations including turbulence and multicomponent transport based on FVM and FEM. However, CFD codes still have difficulties to implement complex models for the chemical processes. One problem is the insufficient number of reactions and species the codes can handle. An area of recent development is the implementation of detailed models for heterogeneous reactions.

Several software packages have been developed for modeling complex reaction kinetics in CFD such as CHEMKIN [44], CANTERA [45], DETCHEM [46], which also offer CFD codes for special reactor configurations such as channel flows and monolithic reactors. These kinetic packages and also a variety of user written subroutines for modeling complex reaction kinetics have meanwhile been coupled to several commercial CFD codes. Aside from the commercially widespread multipurpose CFD software packages such as ANSYS FLUENT [47], STAR-CD [48], FIRE [49], CFD-ACE + [50], CFX [51], a variety of multipurpose and specialized CFD codes have been developed in academia and at research facilities such as MPSALSA [52]. The latter ones are often customized for special reactor types and therefore more efficient. Another tool for the solution of PDE systems based on the finite element method is the FEMLAB software package [53], which has been applied for CFD simulations of catalytic reactors as well. Recently, the free, open source CFD software package OpenFOAM (OpenCFD Ltd) gained popoularity.

### 8.4.3 <br> Solvers for Stiff ODE and DAE Systems

Model simplification and numerical algorithms make it possible to convert the PDE system of the governing equations toanordinary differentialequation(ODE) systemora coupled system of ODEs and algebraic equations called differential algebraic equation (DAE) system. In these equation systems, time or one spatial component is the independent variable. Several computer codes have been developed to solve ODE and DAE systems. In particular, suitable for reactive flows are DASSL [54], LSODE [55], LIMEX[56,57], SUNDIALS from LLNL, and VODE[58], which arewrittenin FORTRAN language. The Trilinos Project[59] offers ODEand DAE solvers writtenin C programming language. For the underlying theory of the numerical solution of DAE systems and software implementation, one can refer to the textbook by Ascher and Petzold [60].

## 8.5 <br> Reactor Simulations

In the remainder of this chapter, recent and challenging CFD simulations of catalytic reactors will be discussed according to the type of reactor.

### 8.5.1 <br> Flow through Channels

There is a wide variety of chemical reactors, in which the reactive mixtures flow trough channel-like devices such as tubular chemical reactors, automotive catalytic converters, and catalytic combustion monoliths.

Pipes with diameters ranging from a few centimeters to meters are one class of those reactors. The flow field here is in most cases turbulent, guaranteeing good mixing of the reactants. A fine resolution of flow field details is rarely of interest, and aside from that, such a task exceeds today's computer capacities. Therefore, averaged equations and turbulence models are applied as discussed above.

Mantzaras et al. [15] applied the $k-\varepsilon$ model, a presumed (Gaussian) probability density function for gaseous reactions, and a laminar-like closure for surface reactions to study turbulent catalytically stabilized combustion of lean hydrogen -air mixtures in plane platinum-coated channels. They also examined different low-Reynolds number near-wall turbulence models and compared the numerically predicted results with data derived from planar laser-induced fluorescence measurements of OH radicals, Raman measurements of major species, and laser doppler velocimetry measurements of local velocities and turbulence [61]. They found that discrepancies between predictions and measurements are ascribed to the capacity of the various turbulence models to capture the strong flow laminarization induced by heat transfer from the hot catalytic surfaces. A more detailed discussion on laminar and turbulent flows in catalytically coated channels can be found in Chapter 7.

Another class of tube-like reactors is the monolith or honeycomb structure, which consists of numerous passageways with diameters reaching from one-tenth of a millimeter to few millimeters. The flow field in the thin channels of this reactor type is usually laminar. The catalytic material is mostly dispersed in a washcoat on the inner channel wall. Monolith channels are manufactured with various crosssectional shapes, for example, circular, hexagonal, square, or sinusoidal. Several recent CFD studies were conducted to understand the impact of the real washcoat shape on transport and overall reaction rate [33, 62, 63]. Hayes et al. [63] recently showed for a catalytic structure used for exhaust gas cleanup in automobiles that the internal diffusion resistance, expressed in terms of an effectiveness factor, cannot be represented in terms of a unique curve using the generalized Thiele modulus approach to model diffusion and reaction in the washcoat of a catalytic monolith reactor. The most significant deviation occurs when the washcoat has the greatest variation in thickness. As shown in Figure 8.2, only a thin layer of the washcoat in the corners of the channel is needed for conversion, which implies that the corners can be coated with a catalyst-free layer to reduce the amount of expensive noble metals. Mladenov et al. recently coupled the three-dimensional Navier-Stokes equations with washcoat diffusion models and an elementary-step-like heterogeneous reaction mechanism consisting of 74 reactions among 11 gas-phase and 22 adsorbed surface species to study mass transfer in single channels of a honeycomb-type automotive catalytic converter operated under direct oxidation conditions [64]. The resulting concentration profiles (Figure 8.3) at constant temperature were compared with 17


Figure 8.2 Concentrations distribution in the washcoat for a "sinusoidal" channel with highly nonuniform washcoat at 700 K . Adapted from Hayes et al. [63].


Figure 8.3 Comparison of the NO concentration profiles in a single channel of a honeycomb-type automotive catalytic converter operated under direct oxidation conditions at $250^{\circ}$ C. 3D Navier-Stokes simulation with
infinite fast diffusion in the washcoat (top) and detailed reaction-diffusion model to describe the internal mass transport. The arrows at the symmetry axes show the main flow direction. Adapted from Mladenov et al. [64].
different numerical models with increasingly simplifying models concerning channel cross section and external and internal diffusion. Again, internal diffusion in the washcoat determines overall activity. Even heat balances also accounting for heat conducting channel walls and external heat loss were coupled with the threedimensional Navier-Stokes equations including detailed reaction mechanisms for the simulation of partial oxidation of methane to synthesis gas on rhodium-coated monoliths with a rectangular channel cross section [65]. On this level, computing time easily increases to several hours.

Since those 3D simulations require long computing times, the single channel is often approximated by a perfect cylindrical geometry, even for noncircular cross sections. Furthermore, the inlet flow pattern is assumed to follow this geometry. Hence, the flow through the single channel can be treated as the flow through a tubular reactor that means two dimensional (2D) with the axial and radial position as independent variables. The resulting 2D Navier-Stokes equations still describe an elliptic flow, that means information in the channel may travel not only downstream but also upstream, which makes the numerical solution still expensive. As the flow rate in the channel increases (i.e., high Reynolds number but still laminar), the axial diffusive transport is diminished in comparison to the radial diffusion and the convective transport. Hence, all the second derivatives in axial direction can be eliminated in Eqs. (8.2), (8.4) and (8.7) [2, 66, 67]. Mathematically, the character of the equations is changed from elliptic to parabolic - a huge simplification, leading to a much more efficient computational solution. This wellknown simplification is generally known as the boundary layer approximation, which is widely used in fluid mechanics. The boundary layer equations form a DAE system, with the time-like direction being the axial coordinate. These simplifications now permit the coupling of the flow field simulation with even very large reaction mechanisms. In terms of these assumptions, the catalytic partial oxidation of the gasoline surrogate iso-octane over a Rh-coated monolith was studied in terms of complex reaction mechanisms consisting of 7193 homogeneous and 58 heterogeneous reactions among 857 gas phase and 17 surface species [68]. This detailed description led to the explanation of the experimentally observed coke formation in the downstream section of the catalyst. As Figure 8.4 reveals, the formation of hydrogen is mass transfer limited in the first section of the catalyst, the diffusion of oxygen being the rate-limiting process. The very low oxygen concentration at the catalytic channel wall leads to some formation of hydrogen in a region where the oxygen concentration in the gaseous bulk phase is still sufficiently high to promote total oxidation. In general, the reaction sequence is very similar to the behavior observed for light hydrocarbons by many groups [6973]: after a short initial total oxidation zone leading to steam and $\mathrm{CO}_{2}$, the oxygen deficiency at the catalytic surface leads to the formation of hydrogen by steam reforming and partial oxidation. Due to the high temperature of approximately $1000^{\circ} \mathrm{C}$, some remaining fuel is pyrolyzed by gas-phase reactions to form the coke precursors ethylene and propylene (Figure 8.4), a relatively slow process that is kinetically controlled but presenting a threat to any downstream system such as fuel cell devices [74-76].


Figure 8.4 Catalytic partial oxidation of isooctane in Rh-coated monolithic channels at $\mathrm{C} / \mathrm{O}=1.2$ and $800^{\circ} \mathrm{C}$. Numerically predicted molar fractions of reactants, hydrogen, water
(all for the initial section of 2 mm ), and the coke precursors propylene and ethylene (along the entire catalyst of 1 cm ). Flow direction is from left to right. Adapted from Hartmann et al. [68].

A further simplification of modeling channel flows consists of the assumption of infinite radial mass transport or at least very fast radial mass transport, leading to vanishing gradients of radial concentration and temperature. There is a large amount of literature discussing this so-called plug flow reactor (PFR) model [5], which has been the model of choice until recently, including a variety of extensions such as mass transfer limitations [77] or two-phase approaches [78]. The application of the PFR model becomes unreliable for systems in which fast catalytic reactions [67] and/or homogeneous gas-phase reactions occur [79].

Further detailed simulations were carried out, for instance, by Hayes et al. [80], who developed a 2D finite-element model for simulation of a single channel of honey-comb-type monolith catalytic reactor; and Wanker et al. [81] conducted transient twodimensional simulations of a single channel of a catalytic combustor, taking into account the effects occurring in the gas phase, in the washcoat layer, and in the substrate. They also applied their model to simulate a wood-fired domestic boiler [82].

### 8.5.2 <br> Monolithic Reactors

The simplest way to model honeycomb-like structures, as shown in Figure 8.1, is based on the assumption that all channels behave essentially alike and therefore only one channel needs to be analyzed. If upstream heat conduction does not matter, parabolic approaches as the boundary layer approximation may be used [67], otherwise an elliptic ansatz is needed [65, 79]; both approaches are discussed above. Heat
transfer at the outer boundary of the monolith, spatially varying inlet conditions at the front face of the monolith, and different catalyst coatings will demand models that consider the entire monolithic structure. Since the detailed simulation of every individual channel is usually not tractable, simplifying algorithms are needed [83]. Catalytic monoliths, for instance, have been treated as porous media [84], which can save computational time but can yield unreliable results if the interaction of transport and reactions in the individual channels matters.
Another approach combines the simulation of a representative number of channels with the simulation of the temperature profiles of the solid structure treating the latter one as continuum [85-88]. This approach also is the basis for the computer code DETCHEM ${ }^{\text {MONOLITH }}$ [46], which has been applied to model the transient behavior of catalytic monoliths. The code combines a transient three-dimensional simulation of a catalytic monolith with a 2D model of the single-channel flow field based on the boundary layer approximation. It uses detailed models for homogeneous gas-phase chemistry, heterogeneous surface chemistry, and contains models for the description of pore diffusion in washcoats. The numerical structure of the code as sketched in Figure 8.5 is based on the following idea: The residence time of the reactive gas in the monolith channels is much smaller than the unsteadiness of the inlet conditions and the thermal response of the solid monolith structure. Under these assumptions, the timescales of the channel flow are decoupled from the temporal temperature variations of the solid, and the following procedure can be applied: A transient multidimensional heat balance is solved for the monolithic structure including the thermal insulation and reactor walls, which are treated as porous continuum. This simulation of the heat balance provides temperature profiles along the channel walls. At each time step, the reactive flow through a representative number of single


Figure 8.5 Structure of the computer code DETCHEM ${ }^{\text {MONOLITH }}$ and some further modules of the software package DETCHEM ${ }^{\text {TM }}$ [46].
channels is simulated including detailed transport and chemistry models. These single-channel simulations also calculate the heat flux from the fluid flow to the channel wall due to convective and conductive heat transport in the gaseous flow and heat released by chemical reactions. Thus, at each time step, the single-channel simulations provide the source terms for the heat balance of the monolith structure while the simulation of the heat balance provides the boundary condition (wall temperature) for the single-channel simulations. At each time step, the inlet conditions may vary. This very efficient iterative procedure enables a transient simulation of the entire monolith without sacrificing the details of the transport and chemistry models, as long as the prerequisites for the timescales remain valid. Furthermore, reactors with alternating channel properties such as flow directions, catalyst materials, and loadings can be treated. The code has been applied to model transient behavior of automotive catalytic converters, catalytic combustion monoliths for gas turbine applications, and high-temperature catalysis. Exemplarily, two recently discussed cases are presented as follows:

- In Figure 8.6, the impact of flow rate on the temperature distribution in the monolithic sections of a short-contact time reactor for reforming iso-octane to hydrogen-rich synthesis gas reveals that higher flow rates lead to an increase in temperature, conversion, and consequently higher hydrogen yields [89]. This counterintuitive increase in fuel conversion with decreasing residence time


Figure 8.6 Sketch of the catalyst section of a reformer for logistic fuels (iso-octane as surrogate) with two heat shields (top) and numerically predicted steady-state monolith
temperature at $\mathrm{C} / \mathrm{O}=1.0$ and at flow rates of 2 slpm (top) and 6 slpm (bottom). The symmetry axis of the monolith is at radial dimension of zero. Reproduced from Maier et al. [89].


Figure 8.7 Cumulated CO emissions in MVEG driving cycle of an automotive catalytic converter, simulation experiment. The continuously varying raw emissions (inlet, gray color) shown in the background serve as inlet conditions for the simulation. Reproduced from Tischer et al. [93].
(increasing flow rate) can be explained by analyzing the ratio of chemical heat release to heat loss in the reactor [90].

- The second example is the simulation of driving cycles to be used by legislation to test automotive catalytic converters. These cycles last about 20 min and cover a very wide range of conditions. Due to spatially varying inlet conditions and radial temperature profiles over the monolithic catalyst structure, a rather large number of channels need to be considered in the simulations [91]. Furthermore, the continuously temporarily varying inlet temperature, exhaust gas composition, and mass flows make such a simulation a formidable task. The code DTECEM ${ }^{\text {MONOLITH }}$ can handle this challenge quite well due to the approach discussed above [92-94]. Figure 8.7 presents a comparison of the experimental and computed time-resolved CO emission in a realistic automobile driving cycle.


### 8.5.3 <br> Fixed Bed Reactors

The understanding of fluid dynamics and their impact on conversion and selectivity in fixed bed reactors is still very challenging [95, 96]. For large ratios of reactor width to pellet diameter, simple porous media models are usually applicable [97]. This simple approach becomes questionable as this ratio decreases [25, 98]. At small ratios, the individual local arrangement of the particles and the corresponding flow field are significant for mass and heat transfer and, hence, the overall product yields. Therefore, several attempts have recently been made to resolve the flow field in the actual configuration, that is, by a direct numerical simulation (DNS). Even though the governing equations are relatively simple for laminar flows, this approach can be applied usually for small and periodic regions of the reactor only, which is caused by
the huge number of computational cells needed to resolve all existing boundary layers [99-105]. Ideally, for simulation of fixed bed reactors, one should account for the transport of chemical species from the bulk of the gas phase to the pellet surface, and then the diffusion and reaction of the species within the catalyst pellets, which may be made up of microporous materials.

Exemplarily, two DNS studies of the group of Dixon will be presented, in which the actual structure of the catalytic fixed bed reactors was taken into account [106-110]. Having spheres as catalyst particles, the modeled turbulent flow and heat transport in a periodic test cell with a tube-to-particle diameter ratio of 4 was simulated [111]. The turbulence was modeled by the renormalization group (RNG) $k-\varepsilon$ model [112], and two different wall functions (standard [113] and nonequilibrium) were applied to model the flow field near solid surfaces. Attempts to correlate the local wall heat flux with local properties of the flow field, such as velocity components, velocity gradients, and components of vorticity, led to the conclusion that local heat transfer rates do not correlate statistically with the local flow field. Instead, a conceptual analysis was used to suggest that local patterns of wall heat flux are related to larger-scale flow structures in the bed. Recently, the same group studied the interplay of 3D transport and reaction occurring inside cylindrical pellets and in the gas flow around the pellets used for propane dehydrogenation to better understand catalyst deactivation by carbon deposition (Figure 8.8) [114].

Lattice Boltzmann methods have also been applied for a better understanding of fluid flow in complex reactor configurations [42, 43, 115]. The packing of spheres in cylindrical columns can be created either from experimental observations, such as magnetic resonance imaging (MRI), or by computer simulations. The created topology is then divided into a Cartesian grid, where individual elements are labeled


Figure 8.8 Example of a direct numerical simulation of a fixed bed reactor with cylindrical packings showing contours of propane dehydrogenation rate on fresh catalyst ( $\mathrm{kmol} / \mathrm{m}^{3}$ (solid) s) (a) and details of mesh (b). Reproduced from Dixon et al. [114].
as solid or fluid regions. A high resolution of the grid leads to accurate flow profiles. Zeiser et al. [43] generated the geometrical structures of the fixed bed with a Monte Carlo method. This allowed to efficiently simulate the placement of randomly packed spheres in a cylinder and to obtain detailed information of statistical properties, such as the distribution of the void fraction. This geometrical information was the basis for subsequent numerical flow simulation using LBM. This approach allowed the prediction of the local fluid velocity distribution in the bed, as well as the transport and rate of simple chemical reactions. Yuen et al. [115] studied correlations between local conversion and hydrodynamics in a 3D fixed bed esterification process by applying an LBM and comparing its results with data from in situ magnetic resonance visualization techniques.

### 8.5.4

## Wire Gauzes

Wire gauze reactors have been applied for high-temperature catalytic reactions in industry for quite a long time. For example, ammonia is oxidized over $\mathrm{Pt} / \mathrm{Rh}$ wire gauzes to produce NO (Ostwald process), and similarly, HCN is synthesized by ammoxidation of methane (Andrussov process). Due to the complex 3D geometry, wire gauze reactors have been frequently treated by simpler two-dimensional simulations [116, 117]. However, since mass and heat transport are the dominating processes in wire gauze reactors, simplification of the flow field is risky. Therefore, CFD studies were performed using 3D simulations of the flow field. The 3D flow field through knitted gauzes applied for ammonia oxidation was simulated by Neumann et al. [118]. Catalytic partial oxidation (CPOX) of light alkanes was also studied in wire gauze reactors. De Smet et al. [119] studied CPOX of methane with oxygen at atmospheric pressure in a continuous flow reactor containing a single Pt metal gauze. They used 3D computations of simultaneous heat and mass transfer in case of a simple surface reaction on the gauze catalyst to derive intrinsic kinetics. This experiment was later simulated using even detailed surface and gas-phase reaction schemes [120]. Figure 8.9 exemplarily shows the computed temperature profile around a $\mathrm{Pt} / \mathrm{Rh}$ wire gauze used for ammonia oxidation, which was carried out with the commercial CFD code FLUENT [121] coupled with a multistep surface reaction mechanism.

### 8.5.5

## Catalytic Reactors with Multiphase Fluids

CFD simulations have recently been applied to quite a number of catalytic reactor types with multiphase flow fields such as fluidized bed reactors with and without circulation, slurry reactors, trickle bed reactors, membrane reactors, electrocatalytic devices (e.g., fuel cells), and reactive distillation devices. These multiphase reactors are of multiscale structures, that is, single particles, particle clusters/bubbles, and reactor vessel, and of multiple physics, that is, hydrodynamics, heat and mass transfer, and reaction kinetics. The formation of complex structures/patterns in each regime is a result of a compromise between dominant mechanisms at multiple


Figure 8.9 Computed temperature profile (max. $950^{\circ} \mathrm{C}$ ) around a $\mathrm{Pt} / \mathrm{Rh}$ wire gauze used for ammonia oxidation (Ostwald process).
scales. Coupling of hydrodynamics, heat and mass transfer, and reaction kinetics takes place at molecular and particle levels where conductive and convective transfer and diffusion within the internal pores of the catalyst are accompanied by the adsorption, surface reaction, and desorption of reactant and product on the surface. Even though this complexity is challenging for CFD simulations, computations are a promising tool to achieve a better understanding of multiphase reactors.
A detailed description of the fundamentals and modeling attempts of these multiphase reactors is beyond the scope of this chapter; here, it is referred to general textbooks [19-21]. Instead, few examples may serve as illustration of the potential of CFD simulations of reactors with multiphase flow fields.

Heterogeneously catalyzed gas-liquid reactions, such as hydrogenations, oxidations, hydroformylations, and Fischer-Tropsch synthesis are frequently carried out in slurry reactors. The catalysts of typical diameter of $1-100 \mu \mathrm{~m}$ are suspended in the liquid phase, the injecting gas providing the mixing and catalyst suspension. The advantages of bubble slurry reactors over fixed bed reactors are better temperature control and high reaction rates using small catalyst particles. The Khinast group studied heterogeneously catalyzed reactions close to bubbles using advanced CFD tools [122]. Their study revealed the influence of bubble size and shape and particle properties on selectivity of fast heterogeneously catalyzed gas-liquid reactions. The reaction was shown to occur primarily in the wake of the bubble for fast gas-liquid-solid reactions (Figure 8.10), and is thus dependent only on mixing in this region.

Recently, Fischer-Tropsch synthesis slurry bubble column reactors have been the objective of several modeling studies [123-125]. Troshko and Zdravistch recently conducted a CFD study based on a Eulerian multifluid formulation with both the liquid-catalyst slurry and the syngas bubbles phases [125]. The model includes


Figure 8.10 Snapshots of the computed developing concentration of the product in the wake of a bubble in a gas-liquid-solid reaction. Reproduced from Raffensberger et al. [122]
variable gas bubble size, effects of the catalyst suspended in the liquid phase and chemical reactions. Findings of this study are that the highly localized FT reaction rate appears next to the gas injection region leading to heat release maxima in that region.
The mass and heat transfer in three-phase flow is determined not only by the transport through the interphases but also by convective transport within the bubbles and the liquid structure (Figure 8.11) [126]. Based on a volume-of-fluid method with interface reconstruction computation, bubble shapes were recently computed and experimentally validated in Taylor flows in a viscous liquid within a square channel of 1 mm hydraulic diameter (Figure 8.12) by Wörner and coworkers [127]. These simulations are of great interest for gas-liquid-solid reactions in microstructures, in which the catalyst is dispersed on the solid wall.

### 8.5.6 <br> Material Synthesis

Chemical reactors for material synthesis are often characterized by interactions between more than one phase, for example, gas phase and solid phase. Chemical vapor deposition (CVD) and chemical vapor infiltration (CVI) are two commonly used methods for material synthesis. The methodology to treat those systems is very close to the one discussed in this book for heterogeneous catalytic reactions and, therefore, a few remarks shall be made.

CVD is widely used for manufacturing thin solid films in semiconductor industry. The complex interactions of a large number of chemical species with flow and heat transport prohibited early CFD models to include detailed chemistry into the reactor models. Nevertheless, for simple configurations such as stagnation flow configuration, codes were developed in the early stage of modeling heterogeneous reactive flows, when Kee and coworkers developed the first tools for CFD modeling of heterogeneous reactions [28, 128, 129]. These tools were applied for catalysis and material synthesis [28, 128, 130, 131]. With increasing computer performance, it became possible to include more detailed descriptions of transport phenomena and reaction chemistry into CFD models. Kleijn [132], for instance, carried out a full 2D


Figure 8.11 Numerical simulation of gas-liquid mass transfer in cocurrent downward Taylor flow; reproduced from Kececi et al. [126].
simulation of rotating disk/stagnation flow CVD reactor using CFD models with detailed surface chemistry and could show that properties at the outer edges of the reactor can vary significantly from that of the centerline, especially in the case of stagnation flow.

Modeling CVI is more challenging compared to CVD due to the temporal densification of the porous substrate and hence the changing surface area. These changes significantly influence the interaction between the gas-phase and the surface kinetics. Therefore, one has to incorporate additional model equations that describe the temporal changes in porosity and surface area into the CFD models. Li et al. modeled the chemical vapor infiltration (CVI) of hydrocarbons for synthesis of carbon-carbon composites. They coupled the CVI model with COMSOL to simulate the densification of the porous substrate as a function of time $[133,134]$ and studied the densification of a porous carbon felt using $\mathrm{CH}_{4}$ precursor. CFD simulations have also found their way into modeling of the synthesis of catalytic particles by flame


Figure 8.12 Comparison of bubble shape in experiment (left) and simulation (right) for viscous cocurrent downward Taylor flow in a square minichannel. Reproduced from Keskin et al. [127]
synthesis [135], carbon nanotubes [136], and fibrous active materials [137, 138], to name a few more examples related to catalysis.

### 8.5.7 <br> Electrocatalytic Devices

CFD simulations using heterogeneous reactions are extensively applied to fundamental research pertaining to electrochemical systems, as discussed in more detail for SOFC modeling in Chapter 6. Also, battery dynamics studied using CFD techniques give insightful understanding of its discharge characteristics. Several one-dimensional models are reported in literature that simulate the electrolyte transport and discharge characteristics [139, 140]. Although the one-dimensional models are simple and efficient in predicting the discharge characteristics of battery systems, multidimensional models without any ad hoc approximations can be very valuable in the fundamental understanding of processes that occur in battery systems. The ability to visualize flow patterns during operation of a device is a uniqueness of CFD, which is very difficult if not impossible to realize in pure experimentation. Gu et al., for instance, developed a CFD model to predict the transient behavior of electric-vehicle lead acid batteries during charge and discharge processes [141]. The growing interest in lithium ion batteries also led to first CFD applications in this field [142]. CFD simulation has also been used to understand experimentally observed phenomena in electrocatalytic flow cells, in which mass
transport interacts with the electric and chemical processes leading to a complex dependence of the Faradaic current on the potential [143].

## 8.6 <br> Summary and Outlook

From a reaction engineering perspective, computational fluid dynamics simulations have matured into a powerful tool for understanding mass and heat transport in catalytic reactors. Initially, CFD calculations focused on a better understanding of mixing, and mass transfer to enhance reaction rates, diffusion in porous media, and heat transfer. Over the past decade, the flow field and heat transport models have also been coupled with models for heterogeneous chemical reactions. So far, most of these models are based on the mean field approximation, in which the local state of the surface is described by its coverage with adsorbed species averaged on a microscopic scale. The increasing research activities on surface reactions under practical conditions will certainly boost the application of CFD codes that combine fluid flow and chemistry. New insights into the complexity of heterogeneous catalysis, however, will also reveal the demand for more sophisticated chemistry models. Their implementation into CFD simulations will then require even more sophisticated numerical algorithms and computer hardware. Hence, CFD simulations of reactive systems will remain a very active field and the implementation of more adequate and complex models will continue.

The simulation results will always remain a reflection of the models and physical parameters applied. The careful choice of the submodels (geometry, turbulence, diffusion, species, reactions involved, etc.) and the physical parameters (inlet and boundary conditions, conductivity, permeability, viscosity, etc.) is a precondition for reliable simulation results. Therefore, only the use of appropriate models and parameters, which describe all significant processes in the reactor, can lead to reliable results. Furthermore, numerical algorithms never give an accurate solution of the model equations but only an approximated solution. Hence, error estimation is needed. Bearing these crucial issues in mind, CFD can really serve as a powerful tool in understanding the behavior in catalytic reactors and in supporting the design and optimization of reactors and processes.
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