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Abstract. We have observed atomic fine-structure lines in the far-infrared (FIR) from 12 oxygen-rich evolved
stars. The sample is composed of mostly proto-planetary nebulae (PPNe) and some planetary nebulae (PNe) and
asymptotic giant branch (AGB) stars. ISO LWS and SWS observations of [O i], [C ii], [N ii], [Si i], [Si ii], [S i], [Fe i],
and [Fe ii] lines were obtained. Taking into account also the sample presented by Fong et al. (Paper I) of carbon-
rich evolved stars, we find that PPNe emit in these low-excitation atomic transitions only when the central star
is hotter than ∼10 000 K. This result suggests that such lines predominantly arise from photodissociation regions
(PDRs), and not from shocked regions. The line widths determined from our Fabry-Perot data also suggest that
the FIR lines arise from relatively quiescent PDR gas, as opposed to shocked gas. Our results are in reasonable
agreement with predictions from PDR emission models, allowing the estimation of the density of the emitting
layers by comparison with the model results. On the other hand, the comparison with predictions of the emission
from J-type and C-type shocked regions suggests that detected lines do not come from shocks. The [C ii] line flux
has been used to measure the mass of the low-excitation atomic component in PPNe, since this transition has
been found to be a useful model-independent probe to estimate the total mass of these PDRs. The derivation of
the mass formula and assumptions made are also discussed.
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1. Introduction

The very fast evolution from the AGB to the planetary
nebula (PN) stage produces very important changes in
both the central star and the surrounding envelope, during
a transition time as short as ∼1000 yr. The star evolves
from a large and cool red giant to a tiny and very hot
blue dwarf. At the same time, the cool circumstellar enve-
lope becomes a bright and highly excited planetary neb-
ula. The chemical composition of the envelope changes sig-
nificantly. AGB circumstellar envelopes are molecule rich
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and molecular emission is the main probe for their mass,
dynamics, and shape. On the other hand, PNe are mostly
composed of highly ionized atoms, due to the strong UV
emission from their central stars; the nebular emission is
therefore dominated by recombination lines (e.g. Hα) and
forbidden lines of ionized atoms (e.g. [O iii]). Highly ex-
cited atomic lines are also emitted from shocked regions in
post-AGB nebulae. See Kwok (1993) and Pottasch (1984)
as general references of this circumstellar evolution.

The objects in the intermediate evolutionary stage,
protoplanetary nebulae (PPNe), often show intermediate
properties between those kinds of objects. Many PPNe
are intense emitters of CO lines, but in others the CO
emission is very weak or even undetected. A few relatively
evolved PPNe or young PNe (like M 2–9) already show
emission from ionized gas. The transition from molecular
gas toward ionized gas must occur through a phase of PDR
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(photo-dominated or photodissociation region), in which
the molecules have been dissociated but the gas (e.g. H)
is largely neutral (e.g. Tielens & Hollenbach 1985). In the
late stellar evolution, this region of low-excitation atomic
gas must be a characteristic of protoplanetary nebulae.
It is also important to note that the well known pres-
ence of shocks in PPNe and young PNe could play a role
in the molecule dissociation, leading to the formation of
relatively wide regions of atomic-rich gas (Hollenbach &
McKee 1989). Therefore, low-excitation atomic gas may
be dominant in both PDRs and shocked regions.

The low-excitation atomic gas in PPNe and young PNe
had been scarcely studied before the arrival of the system-
atic observations with the ISO satellite. The main reason
is that, when the temperature is low, atoms only emit in
the far-infrared (FIR), by means of their fine-structure for-
bidden lines. Few works studied the properties of FIR lines
in evolved objects. The supergiant α Ori was theoretically
studied by Rodgers & Glassgold (1991). Some PNe have
also been studied through Kuiper Airborne Observatory
observations of some lines, like [O i] 63 µm, [O i] 145 µm
and [C ii] 158 µm; see Dinerstein (1991) and Dinerstein
et al. (1995).

The young PN NGC 6302 has been studied from ISO
observations of FIR atomic lines (Pottasch & Beintema
1999). In this work only highly ionized atoms were con-
sidered, mainly yielding a study of the properties of the
inner H ii region. The PDR around Betelgeuse has been
revisited by Justtanont et al. (1999) through FIR lines of
Fe+, Si+ and O0, who compared the new ISO observa-
tions with the model developed by Rodgers & Glassgold
(1991). The observations of [C i] 609 µm by Huggins et al.
(1994), in agreement with those of H i by Bowers & Knapp
(1987), show that C i is an important constituent of the
gas and is probably the major carrier of carbon from the
chromosphere to the outer envelope, exceeding its num-
ber of atoms by a factor ∼5 the number of CO molecules.
However, Betelgeuse remains the only O-rich star with a
wind containing detectable C i; note that in C-rich sources
C i seems to come from photodissociation of molecules
other than CO (Knapp et al. 2000) that are not abundant
in O-rich envelopes. H i has been also observed in Mira,
probably caused by photodestruction of H2 by interstellar
UV radiation (Bowers & Knapp 1988); we also note that
Mira’s hot companion (Karovska 1999) could contribute to
molecular dissociation. Finally, fluorescent or absorption
optical and UV lines of relatively heavy and rare atoms,
like K, Na, and Mn, are also observed in envelopes around
some red stars (mainly red supegiants and C-rich AGB
stars, e.g. Eriksson et al. 1986; Guilain & Mauron 1996),
but under physical and chemical conditions very different
from those discussed here.

In spite of these papers, our general problem, the pres-
ence of low-excitation atomic gas in evolved nebulae, re-
mained to be studied, particularly from the observational
point of view. The purpose of our work is a system-
atic study of the fine-structure emission of low-excitation
atoms by means of ISO observations. We present a quite

complete set of observations and, after comparing with
theoretical calculations and discussing the main nebular
parameters that enter the interpretation of such lines,
study the origin and properties of the low-excitation
atomic gas in evolved nebulae. Far-infrared [O i], [C ii],
[N ii], [Ne ii], [Si ii], [S i], [Fe i] and [Fe ii] lines were ob-
served in a sample composed of 24 objects, mostly PPNe
but also including for comparison some AGB stars and
PNe. Our results are presented in two papers, in one of
them we discuss the observations and astrophysical results
for carbon-rich objects (Fong et al. 2001, hereafter Paper I,
in this volume); this second paper is devoted to the case of
oxygen-rich stars. The separation of our sources in these
two classes is mostly motivated because theoretical calcu-
lations of PDR models are very different. Both the neces-
sary treatments of the chemistry and the obtained physi-
cal parameters are very different for the O-rich and C-rich
sources. In fact, while the O-rich models used here have
been developed from the work of Tielens & Hollenbach
(1985), C-rich PDR models have been shown for the
first time in our work in Paper I (Latter & Tielens in
preparation).

2. ISO observations and data analysis

We have observed a sample of 12 O-rich evolved objects,
mostly PPNe but also including a few PNe and AGB stars
for comparison. The observed sources are OH 26.5+0.6,
Mira, Betelgeuse, R Sct, AFGL 2343, HD 161796, 89 Her,
M 1–92, M 2–9, Hb 12, Mz–3, and NGC 6302 (see Table 1).
Betelgeuse is a red supergiant and AFGL 2343 a probable
hypergiant (de Jager 1998). We have included AFGL 2343
in our sample because, like other hypergiants, it has
ejected a dense envelope with similar characteristics to
those of PPNe (e.g. Hrivnak et al. 1989). Also we ob-
served off-source positions to determine the contribution
from interstellar cloud emission.

Our purpose was to study low-excitation atomic gas
through detections of the following atomic fine-structure
lines: [O i] (63.2 µm, 145.5 µm), [C ii] (157.7 µm), [N ii]
(121.9 µm), [Si i] (68.5 µm, 129.7 µm), [Si ii] (34.8 µm),
[S i] (25.2 µm), [Fe i] (24.0 µm, 34.7 µm) and [Fe ii]
(26.0 µm, 35.3 µm). For that we used both ISO spec-
trometers, LWS (43–196.7 µm) and SWS (2.4–45 µm),
with different optical elements, grating and Fabry-Perot
(FP). Particularly we used the following Astronomical
Observation Templates (AOTs), which are described in
Paper I: LWS01, LWS02, and SWS02 corresponding
to grating modes, and LWS04 and SWS07 to Fabry-
Perot. Only the Fabry-Perot spectrometers, LWS04 and
SWS07, allowed us to obtain enough spectral resolu-
tion (∼35 km s−1 and 10 km s−1 respectively) to get
some information about the kinematic behavior of the
emitting gas. The typical rms obtained, in units of
10−12 erg cm−2 s−1 µm−1, ranges from 0.1 (with the
SWS02) to 1000 (with the SWS07). Note that the in-
tensity in the peak of the most intense lines that we
have detected is ∼10−8 erg cm−2 s−1 µm−1 for PNe, and
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Table 1. Observational parameters

Source OFF RA (J2000) DEC (J2000) AOT Tint Obs. Date

OH 26.5+0.6 18:37:32.5 −05:23:59.0 LWS02 804 2mar97
IRAS 18348–0526

√
18:37:32.5 −05:18:59.0 LWS02 666 2mar97

SWS02 970 2mar97
Mira 02:19:20.7 −02:58:26.2 LWS04 1070 04jul97

IRAS 02168–0312, oCeti
Betelgeuse 05:55:10.3 07:24:25.0 LWS02 1524 12sep97

IRAS 05524+0723, α Orionis
√

05:55:10.3 07:29:25.0 LWS02 664 12sep97
SWS02 970 09sep97

R Sct 18:47:29.0 −05:42:16.6 LWS02 1814 19sep96
IRAS 18448–0545

√
18:47:28.9 −05:37:16.5 LWS02 912 19sep96

SWS02 968 19sep96
AFGL 2343 19:13:58.6 00:07:30.6 LWS04 1060 02oct96

IRAS 19114+0002
√

19:13:58.5 00:12:30.6 LWS04 528 02oct96
19:13:58.5 00:07:31.6 SWS02 862 02oct96

SWS07 1106 02oct96
HD 161796 17:44:55.4 50:02:38.4 LWS04 1024 18oct96

IRAS 17436+5003 SWS07 1808 20aug96
89 Her 17:55:25.1 26:02:58.6 SWS02 570 23sep96

IRAS 17534+2603
M 1–92 19:36:18.9 29:32:50.0 LWS01 2204 19apr97

IRAS 19343+2926 LWS02 814 19apr97
Minkowski’s Footprint

√
19:36:18.7 29:37:49.9 LWS02 548 19apr97

LWS04 832 19apr97
LWS04 1308 19apr97
SWS02 968 19apr97
SWS07 7712 25apr97

M 2–9 17:05:37.9 −10:08:32.4 LWS04 1388 23sep96
IRAS 17028–1004

√
17:05:37.8 −10:04:32.4 LWS04 816 23sep96

Butterfly Nebula SWS02 1046 29sep96
SWS07 2840 23sep96

Hb 12 23:26:14.7 58:10:54.6 LWS02 592 27aug97
IRAS 23239+5754 SWS07 1244 31jan97

Mz–3 16:17:12.6 −51:59:08.2 LWS04 2174 10sep96
IRAS 16133–5151

√
16:17:12.3 −51:54:08.2 LWS04 1332 10sep96

SWS07 2130 10sep96
NGC 6302 17:13:44.4 −37:06:11.2 LWS04 656 06oct96

IRAS 17103–3702
√

17:13:44.6 −37:11:11.2 LWS04 528 06oct96
LWS04 686 30mar98
SWS07 1668 12oct96
SWS07 766 20mar97

∼10−9–10−10 erg cm−2 s−1 µm−1 for PPNe. This shows
the difficulty of the detections, especially with the Fabry-
Perot modes. For a few sources, we also present observa-
tions of the line [Ne ii] 12.8 µm, which have been described
in Paper I (Appendix A). Note that in PDRs the photons
can not ionize Ne, so that [Ne ii] emission probably comes
from H ii regions. (The case of [N ii] could be similar.) We
present these data in order to analyze the kinematical be-
havior in those regions further in than PDRs, what could
give us some information in comparison with the profiles
of the lines that come from PDRs.

In Table 1 we present observational parameters, such
as coordinates, the AOTs used, and both integration time
and date of every observation. We have marked with a

√

the second column (headed by OFF) when also off-source
points were observed, and in those cases the off-source

coordinates are shown. The sources have been always or-
dered according to the temperature of the central star in-
creasing (in following sections we will see the convenience
of this). In the first column of Table 1 we give the most
usual name of each source, followed by other names often
found in the literature, including the IRAS name. After
this table every source will be named only by its most
usual name.

In Table 2 we show the observational data results of
the complex reduction, which is outlined in Paper I and
which uses the packages LIA, OSIA, and ISAP. We give
the AOT or mode of observation, the wavelength (µm)
of the observed transition, the total flux (Fobs) of every
detected line (in units of 10−13 erg cm−2 s−1) with its cor-
responding error range (σ), and the noise (rms) of the
observed intensity (in units of 10−12 erg cm−2 s−1 µm−1).
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Table 2. Observational results. (a) ISM origin (see Sect. 2.1).
(**) Data from the ISO Data Archive

Source AOT Line Flux rms
10−13 erg 10−12 erg

(µm) cm2s cm2 µm

OH 26.5+0.6 S02 [Fe i] 24.042 <6 10
[S i] 25.249 <6 10
[Fe ii] 25.988 <8 10
[Fe i] 34.714 <2 3
[Si ii] 34.815 24± 3a 3
[Fe ii] 35.349 <4 7

L02 [O i] 63.184 62± 10a 3
[O i] 145.530 <10 0.6
[C ii] 157.741 430± 5a 0.4

Off L02 [O i] 63.184 69± 3 1
[C ii] 157.741 366± 5 0.4

Mira L01 [O i] 63.184 70± 10 **
[C ii] 157.741 <4 **

L04 [O i] 63.184 <50 200
[C ii] 157.741 <30 60

Betelgeuse S02 [Fe i] 24.042 35± 4 20
[S i] 25.249 25± 4 20
[Fe ii] 25.988 339± 8 40
[Fe i] 34.714 <5 9
[Si ii] 34.815 115± 4 10
[?] 34.98 20± 3 9
[Fe ii] 35.349 90± 4 20

L02 [O i] 63.184 193± 6 2
[N ii] 121.889 <3 0.2
[Si i] 129.682 <3 0.1
[O i] 145.530 2.7± 0.5 0.1
[C ii] 157.741 12± 1 0.1

Off L02 [O i] 63.184 <8 0.9
[C ii] 157.741 6.2± 0.6 0.07

R Sct S02 [Fe i] 24.042 <0.9 2
[S i] 25.249 <1 2
[Fe ii] 25.988 <0.5 1
[Fe i] 34.714 <2 3
[Si ii] 34.815 7± 2a 4
[Fe ii] 35.349 <2 3

L02 [O i] 63.184 18± 3a 0.8
[N ii] 121.889 6.1± 0.6a 0.07
[Si i] 129.682 <1 0.06
[O i] 145.530 <2 0.1
[C ii] 157.741 45± 1a 0.09

Off L02 [O i] 63.184 14± 3 0.8
[Si i] 129.682 <2 0.1
[C ii] 157.741 47.0± 0.4 0.05

ISAP gives Fobs and σ from a Gaussian fit of the observa-
tional data. Undetected lines are shown as 3σ upper limits
in the column headed by Flux. An asterisk in the last col-
umn of the table indicates that these lines were taken from
ground observations. Double and triple asterisk indicates
that those data were obtained by other authors.

2.1. ISM contamination

Let us now discriminate when the detections of the source
observations come from the envelopes or from the ISM, by

Table 2. (continued) Observational results. (a) ISM origin (see
Sect. 2.1). (**) Data from the ISO Data Archive

Source AOT Line Flux rms
10−13 erg 10−12 erg

(µm) cm2s cm2µm

AFGL 2343 S02 [Fe i] 24.042 <5 10
[S i] 25.249 <4 8
[Fe ii] 25.988 <4 8
[Fe i] 34.714 <7 10
[Fe ii] 35.349 <7 10

S07 [S i] 25.249 <9 400
[Si ii] 34.815 <10 300

L01 [O i] 63.184 <20 **
[C ii] 157.741 13± 2a **

L04 [O i] 63.184 <100 500
[Si i] 68.473 <100 400
[N ii] 121.889 <20 60
[Si i] 129.682 <40 80
[O i] 145.530 <20 40
[C ii] 157.741 <40 70

Off L04 [O i] 63.184 <100 400
[C ii] 157.741 <50 80

HD 161796 S07 [S i] 25.249 <10 600
[Fe ii] 25.988 <20 1000
[Si ii] 34.815 <10 300

L04 [O i] 63.184 <60 300
[O i] 145.530 <10 20
[C ii] 157.741 <20 50

89 Her S02 [Fe i] 24.042 <0.6 1
[S i] 25.249 <1 2
[Si ii] 34.815 <6 8

L01 [O i] 63.184 <9 **
[N ii] 121.889 <3 **
[O i] 145.530 <1 **
[C ii] 157.741 < 2 **

comparison of both source and off-source observations. In
case that off-source transitions were detected with a total
line flux higher than half of the flux obtained on-source,
we have concluded that the emission comes from galac-
tic interstellar clouds. When both FP and grating modes
were used to observe the same line, we have taken the ob-
servations from grating modes to calculate the flux, Fobs,
because of the better sensitivity of those modes. We have
compared the intensities of all the LWS-FP (L04) data
presented here with those of LWS-grating (L01 or L02)
observations, including data from the ISO data archive
or from Liu et al. (2001) (except for the off-source obser-
vations of M 2–9). We only give these grating data when
they are relevant to determine the origin of the emission.
Some SWS-FP (S07) data have not been compared with
any kind of SWS-grating data. Note that in a few cases the
FP intensities are not compatible with the grating data,
due to the poor sensitivity of the FP.

We did not observe [Si ii] nor [Fe ii] in off-source points.
So when [Si ii] was detected but the [C ii] and [O i] were as-
sumed to come from ISM, we have supposed that also such
detections arise from galactic clouds in the ISM. Those are
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Table 2. (continued) Observational results. (b) Significant
ISM contribution (see Sect. 2.1). (*) Ground observations, see
Appendix A in Paper I. (***) Data from Liu et al. (2001)

Source AOT Line Flux rms
10−13 erg 10−12 erg

(µm) cm2s cm2µm

M 1–92 — [Ne ii] 12.8 <5 *
S02 [Fe i] 24.042 <0.7 1

[S i] 25.249 <0.5 0.9
[Fe ii] 25.988 5.9± 0.5 2
[Fe i] 34.714 <3 5
[Si ii] 34.815 20± 2 5
[Fe ii] 35.349 <2 3

S07 [Si ii] 34.815 <6 200
L01 [O i] 63.184 41± 4b 0.1

[C ii] 157.741 7± 1b 0.2

L02 [O i] 63.184 29± 5b 2
[O i] 145.530 <2 0.1

[C ii] 157.741 8.5 ± 0.6b 0.05
L04 [O i] 63.184 <20 100

Off L02 [O i] 63.184 20± 3 1
[C ii] 157.741 15± 1 0.1

M 2–9 S02 [Fe i] 24.042 <1 2
[S i] 25.249 <0.8 1
[Fe ii] 25.988 26± 2 4
[Fe i] 34.714 <4 7
[Si ii] 34.815 63± 3 7
[Fe ii] 35.349 12± 2 6

S07 [Fe i] 24.042 <10 500
[S i] 25.249 <10 700
[Fe ii] 25.988 <20 900
[Fe i] 34.714 <10 300
[Si ii] 34.815 90± 10 400
[Fe ii] 35.349 <20 500

L01 [O i] 63.184 510 ± 10 ***
[O i] 145.530 19.3 ± 0.9 ***
[C ii] 157.741 40± 1 ***

L04 [O i] 56.311 <100 700
[O i] 63.184 560 ± 40 400
[Si i] 68.473 <80 300
[N ii] 121.889 <30 70
[Si i] 129.682 <20 40
[O i] 145.530 <30 60
[C ii] 157.741 <40 70

Off L04 [O i] 63.184 <300 1000
[Si i] 129.682 <10 30
[C ii] 157.741 <30 50

Hb 12 — [Ne ii] 12.814 240± 3 *
S07 [S i] 25.249 <30 1000

[Si ii] 34.815 38± 10 400
L02 [O i] 63.184 72± 5 2

[O i] 145.530 6.7± 0.6 0.09

[C ii] 157.741 45± 2b 0.2
Off L01 [O i] 63.184 9± 2 ***

[O i] 145.530 <2 ***
[C ii] 157.741 28± 1 ***

the cases of OH 26.5+0.6 and R Sct. However for a simi-
lar case in M 1–92, we have assumed that the [Si ii] and
[Fe ii] emission comes from its envelope. First note that the

Table 2. (continued) Observational results. (b) Significant
ISM contribution (see Sect. 2.1). (***) Data from Liu et al.
(2001)

Source AOT Line Flux rms
10−13 erg 10−12 erg

(µm) cm2s cm2µm

Mz–3 S07 [Fe i] 24.042 <10 600
[S i] 25.249 <20 1000
[Fe ii] 25.988 <10 500
[Si ii] 34.815 <9 300

L01 [O i] 63.184 220± 10 ***
[N ii] 121.889 111 ± 5 ***
[O i] 145.530 7± 1 ***

[C ii] 157.741 160 ± 3b ***
L04 [O i] 63.184 <100 300

[N ii] 121.889 76± 8 200
[O i] 145.530 <20 30

[C ii] 157.741 129 ± 7b 8
Off L01 [O i] 63.184 56± 3 ***

[N ii] 121.889 45± 4 ***
[O i] 145.530 <3 ***
[C ii] 157.741 204 ± 3 ***

L04 [O i] 63.184 <80 300
[C ii] 157.741 138 ± 6 100

NGC 6302 S07 [S i] 25.249 <20 1000
[Fe ii] 25.988 <9 400
[Si ii] 34.815 230± 10 400

L01 [O i] 63.184 2900± 100 ***
[N ii] 121.889 91± 6 ***
[O i] 145.530 118 ± 5 ***

[C ii] 157.741 250± 10b ***
L04 [O i] 63.184 3200± 100 600

[O i] 145.530 98± 8 20

[C ii] 157.741 260± 20b 70
Off L01 [O i] 63.184 40± 10 ***

[N ii] 121.889 <6 ***
[O i] 145.530 <4 ***
[C ii] 157.741 137 ± 6 ***

L04 [O i] 63.184 <100 500
[C ii] 157.741 <90 200

[Si ii] 34.8 µm/[Fe ii] 25.9 µm ratio is quite different when
both transitions come from galactic clouds or from one of
our sources. In M 2–9, where both lines have been found
to come from the envelope, we obtained a ratio equal to
2.4, that is similar to that ratio of 3.4 found in M 1–92.
Usually in ISM this [Si ii]/[Fe ii] ratio is much larger. For
instance, from our R Sct observation we got galactic con-
tamination, where such a ratio is higher than 14. Fuente
et al. (2000) found a ratio higher than 6.1 in prototypi-
cal PDRs of the ISM. Moreover, note also that from the
M 1–92 observation we got an [O i] detection quite more
intense than that from the off-source observation. We ac-
cordingly conclude that although we have strong galac-
tic contamination, part of the detected fine-structure line
emission comes from M 1–92. Another particular case is
Betelgeuse, where in spite of the off-source detection of
[C ii], we believe that its envelope emits through all the
transitions (see Sect. 4). For NGC 6302 and for Hb 12 we
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think that the [C ii] detection is real, in spite of the off-
source emission, since the on-source intensity is twice as
intense and other lines are detected from the nebula (see
also Sect. 3.2). Note also that the [O i] 63 µm/[C ii] 158 µm
intensity ratio is much higher when the emission comes
from our evolved objects than when it comes from the
ISM. In all the off-source detections such a ratio is < 1,
whereas for source detections [O i]/[C ii] is > or � 1. A
large [Si ii]/[O i] ratio can also help us to identify source
emission. In Mz–3 the same FIR lines were detected in
both the nebula and an off-source point, but from the very
different [O i]/[C ii] ratios observed in both points it fol-
lows that part of the emission must come from the nebula.
We have checked that contamination probably comes from
the Galactic Center (discussion in Sect. 3.2 and Liu et al.
2001). Finally there are two detected lines, [O i] 63 µm in
Mira and [C ii] 158 µm in AFGL 2343, that have not been
confirmed by observations from off-source points. In these
cases we use the [O i]/[C ii] ratios to infer that Mira is
probably emitting through [O i] 63 µm, but that the [C ii]
line of AFGL 2343 comes from ISM. (Note that such lines
are grating data found in the public ISO archive, whereas
our FP observations were not sensitive enough to detect
them.)

3. Fabry-Perot line profile analysis

For our sources we expect expansion velocities from
15 km s−1 to 25 km s−1, and even more if the known
post-AGB outflows also emit through these lines. Only
from the FP modes (LWS04 and SWS07) we can ob-
tain kinematical information (see the spectral resolutions
in Sect. 2). Among the oxygen-rich sources we detected
lines by means of FP modes in M 2–9, Mz–3, Hb 12 and
NGC 6302. Despite our conclusion that the Mz–3 emission
is very contaminated (see Sect. 2), the profiles of its lines
have been analyzed, including that detected in the off-
source observation. In Table 3 we show the lines detected
by FP modes in those sources, and the line parameters
obtained by different fit procedures.

3.1. Line profile fits

Since the observed lines are slightly broader than the in-
strumental profile of the FP spectrometers, we can try to
deconvolve such an instrumental contribution in order to
estimate the real kinematical profile of the emitting gas.
So, for those lines spectrally resolved we have convolved
a parametrized initial flat-top parabolic profile with the
known instrumental response, using the method described
in Paper I. From the comparison of this convolution with
the observed data we have obtained parameters of the
emission profile, and so of the kinematics of the emitting
gas. In Fig. 1 we present some fits between the convolved
model lines and the observed data.

In Table 3 the results of such a procedure are also
shown. In the Cols. 3, 4, 5 and 6 of that table we give the

parameters of the theoretical emission lines whose convo-
lution with the instrumental profile best fits to the ob-
served data (shown in Fig. 1). They are the half width
at half maximum of the line (km s−1), the central veloc-
ity (LSR), the intensity at the maximum, and the line
total flux. In the next two columns of the table we give
results of the Gaussian fits performed with ISAP, without
removing any instrumental contribution. Such results are
the integrated flux of the line and the equivalent expansion
velocity of the emitting region. Finally we show data on
12CO lines found in the literature, except for Hb 12 where
parameters of [N ii] emission are shown. The comparison
with those will help us to determine the origin of the emit-
ting low-excitation atomic regions, PDRs or shocks.

3.2. Kinematics of the low-excitation atomic gas

PDRs lie at the interface between the atomic and the
molecular gas, so we would expect that the FIR cooling
lines associated with circumstellar PDRs to have outflow
velocities that are comparable to the molecular expansion
velocities seen in 12CO. The main component of the CO
line profiles traces the quiescent gas remnant of the old
AGB envelope expanding isotropically at ∼15–20 km s−1.
On the other hand, in many PPNe we can find a striking
bipolar structure indicating the presence of strong shocks
between fast bipolar post-AGB winds and the AGB enve-
lope that was expanding much slower. In principle, shocks
can also dissociate the molecular gas. If the emission
of low-excitation atomic gas comes from those shocked
regions, we expect expansion velocities ∼100 km s−1.

The expansion velocities we derived from the con-
volved model fits are in general comparable to those ob-
served in CO, taking into account the large uncertain-
ties of the deconvolution process. This suggests that the
atomic line emission in general arises from PDRs instead
of shocked regions, where higher velocities would be ex-
pected. Detailed discussions of the line fits and fit param-
eters obtained for individual objects are given below.

In some cases we infer information on the emitting
atomic region from the LSR line velocity. Taking into
account that the LWS-FP and SWS-FP wavelength cal-
ibration is ∼10 km s−1 and ∼3 km s−1, respectively,
we can only consider velocity discrepancies greater than
the calibration errors to be significant in the line center
comparisons.

M 2–9 — The expansion velocity of M 2–9 from the
12CO(J = 1−0) line (see Zweigle et al. 1997) is relatively
small when compared with typical AGB expansion ve-
locities. The outflow velocity of the [O i] 63 µm line is
3.5 times larger than the 12CO value, which is concen-
trated in a clumpy torus. The velocities obtained from
both the [O i] and [Si ii] lines are very similar to those
found for the main components of Hα (Trammell et al.
1995), that expand bipolarly. This contrast in velocities
suggests the presence of some shocked gas contribution
to the FIR line emission, but the low velocity values
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Fig. 1. Comparison of the observed data and the convolved model fit (solid)

involved indicate that no strong shock has taken place
in the emitting region.

Mz–3 — Both FP lines, [C ii] 158 µm and
[N ii] 122 µm, most likely originate from the ISM because:
1) The [C ii] 158 µm line was detected at the off-source
position with roughly equal strength as pointing at the
source, 2) the fitted model line centers are offset from
the systemic VLSR of the central star by ∼40 km s−1,
and 3) the large width can be explained from its location
near the Galactic Center (Galactic coordinates: 331.73,
−1.01), where molecular clouds along the line of sight
typically exhibit such broad lines profiles (see Bronfman
et al. 1989). Anyway, the intensities of the reliable grating
lines suggest that part of that emission must come from
the source (Sect. 2.1). That could also broaden the line.

Hb 12 — 12CO has not been detected in Hb 12, so we
are using the core of the optical [N ii] line (Miranda &
Solf 1989) and our [Ne ii] data for comparison. For [N ii],
we have only taken the contribution of the compact 0.9′′

central region expanding at ∼16 km s−1. The [Si ii] line
width compares reasonably well with the parameters of
the optical [N ii] and IR [Ne ii] lines.

NGC 6302 — All of the convolved model FIR line
widths compare well with the 12CO line values, with
the exception of the [C ii] 158 µm line. This is 5–8 km s−1

broader than the other FIR lines and than the 12CO line.
From the grating data we got that the [C ii] line flux is
twice as large as that from the off-source point. However
the less sensitive FP observations failed to detect [C ii]
at the selected off position. As we discussed in Sect. 2,
we think that the [C ii] detection in NGC 6302 is real,
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Table 3. Line fitting parameters

Convolved Model Line Fit ISAP Gaussian Fit 12CO Line Parameters

Source Line V Line Center Peak Flux Total Flux V Total Flux Vexp VLSR

(HWHM) (VLSR) 10−11 erg 10−13 erg (HWHM) 10−13 erg (HWZP)

(km s−1) (km s−1) cm2 s µm cm2 s (km s−1) cm2 s (km s−1) (km s−1)

M 2–9 [Si ii]34.8 15± 4 77± 3 160± 30 65± 26 22± 2 90± 10 7 80
[O i]63 25± 9 75± 3 390± 80 640± 270 30± 1 560 ± 40

Mz–3 [N ii]121 51± 12 −50± 6 17± 2 77± 24 53± 2 76± 8 6(2–1) −17
[C ii]158 37± 2 −62± < 3 27± 1 130± 8 40± 1 129± 7

(Off) 41± 3 −62± < 3 23± 1 120± 10 46± 1 112± 7

Hb 12 [Ne ii]12.8 24± < 1 1 ± < 1 890± 10
[Si ii]34.8 19± 9 −6± 5 100± 40 47± 43 15± 1 38± 10 16[N ii] −2

(Core)
NGC 6302 [Si ii]34.8 24± 3 −32± 1 430± 40 250± 50 21.5 ± 0.4 230 ± 10 23(2–1) −40

[O i]63 26± 3 −32± < 3 2000± 100 3500 ± 400 35.5 ± 0.4 3200 ± 100
[O i]145 23± 5 −27± 3 31± 2 110± 20 30± 1 98± 8
[C ii]158 31± 7 −23± 3 61± 5 240± 60 37± 1 210 ± 20

although the interstellar contamination (Galactic coordi-
nates: 349.51, 1.06) may broaden the line. The differences
among line widths and the offset from the systemic VLSR

(∼8–15 km s−1) may be related to an insufficient sensitiv-
ity of the FP spectrometers or to the interstellar contam-
ination.

4. Dependence of the atomic line emission
on the stellar parameters

In this first analysis we relate the observed data of our
nebulae to the evolutionary stage of the stars that are in
their center. Note that the evolution of a star from the
AGB to a white dwarf is connected with changes of some
stellar parameters, such as the increase of the effective
temperature Teff .

In Table 4 we present the spectral types of the central
stars, their Teff , the distances to them, and their luminosi-
ties. Those parameters are relevant for this first interpre-
tation of our data. They were chosen after an extensive
review of the bibliography and the corresponding refer-
ences are shown in the caption of the table. The luminos-
ity (L) is always taken from measurements of the total
spectral energy distribution of the stellar radiation and
consistently with the adopted distance (D). Since sources
are ordered by increasing stellar surface temperature, the
first (two) objects are AGB stars, the last one is a hot
young planetary nebula (PN), and most of them (eight
without Betelgeuse, that we will discuss below) are PPNe
(i.e. nebulae around post-AGB stars cooler than 50 000 K).

One of the main results of this work is obtained by
direct comparison of the observed data with the stellar
parameters (listed in Table 4), which are shown in Fig. 2.

In that figure we can see the distribution of stars, whose
envelopes were observed, in an H–R diagram. In order this
analysis to be more reliable, our sample has been enlarged
with similar observations from 12 C-rich evolved stars,
which are presented in Paper I. The nebula detected in
some of the observed atomic transitions are marked with
filled symbols (see Table 2 and analysis in Sect. 2).

Figure 2 shows that only nebulae surrounding stars
with an effective surface temperature >∼ 10 000 K are de-
tected, and moreover note that, as Teff increases above
10 000 K, the line emission is more intense and the num-
ber of lines detected is higher. The only exceptions to this
statement are the detection of many fine-structure lines in
Betelgeuse, and the probable detection of [O i] 63 µm in
Mira. Betelgeuse is a red supergiant star which is known
to show a strong excess of UV emission, probably pro-
duced by a hot chromosphere (Skinner et al. 1997). This
particular excess causes intense atomic emission, studied
in detail by Rodgers & Glassgold (1991) and Justtanont
et al. (1999). On the other hand, Mira has a hotter binary
companion that could be the responsible of the detected
line (Sect. 1).

To strengthen the dependence of the emission on the
stellar temperature, note that among emitters and non-
emitters there are objects with very similar characteris-
tics from the point of view of the morphology, presence of
shocks, chemistry, and total nebular mass, but with differ-
ent low-excitation atomic emission and different Teff of the
central star. Note the case of AFGL 618 and AFGL 2688,
that is discussed in Paper I. Here we mention the lack of
detection in AFGL 2343, because this source is a hyper-
giant with a large luminosity and a very massive envelope,
and in HD 161796, that also is expected to show a dense



682 A. Castro-Carrizo et al.: Low-excitation atomic gas around evolved stars. II.

Table 4. Parameters of the central stars for the oxygen-rich envelopes. Those for the carbon-rich sources are in Paper I. We
classify as PPNe those post-AGB objects cooler than 50 000 K. References: (S) Simbad; (H) Hipparcos data; (a) Kholopov et al.
1985; (b) Lorenz-Martins & De Araujo 1997; (c) Van Langevelde et al. 1990; (d) Justtanont et al. 1996, Le Sidaner & Le Bertre
1996; (e) Feast 1996; (f) Skinner et al. 1997; (g) Shenton et al. 1994; (h) Alcolea & Bujarrabal 1991; (i) Hrivnak et al. 1989; (j)
Reddy & Hrivnak 1999; (k) Meixner et al., in preparation; (l) Waters et al. 1993; (m) Alcolea & Bujarrabal 1995; (n) Calvet &
Cohen 1978; (o) Bujarrabal et al. 1998a; (p) Swings & Andrillat 1979; (q) Schwartz et al. 1997; (r) Ciatti et al. 1978; (s) Zhang
& Kwok 1991; (t) Cahn et al. 1992; (u) Cohen et al. 1978; (v) Bujarrabal & Bachiller 1991, Quinn et al. 1996; (w) van der Veen
et al. 1989; (x) Ashley & Hyland 1988; (y) Gómez et al. 1989; (z) Pottasch et al. 1984

name Spectral Temperature D L comments
type (K) (kpc) (103 L�)

OH 26.5+0.6 MS,a 2000b 1.4c 20d AGB star

Mira M7IIIS 3000S,a 0.13H 8 e AGB star
Betelgeuse M2 IabS 3500S,a 0.13H 50f UV excess, supergiant

R Sct G0-K2g 5000g 0.43H 4.6h RV Tau variable
AFGL 2343 GIai 6750j 5.6H 600i,j hypergiant, PPN?

HD 161796 F2-5Ibi 7000i 1H 3k IRAS 17436+5003

89 Her F2Ibeh,l 7000h,l 0.98H 9h,m high-latitude yellow giant
M 1–92 B1n 22 000n 2.5o 10n,o Minkowski’s Footprint
M 2–9 Be,BIn,p 25 000n,p 0.64q 0.55q Butterfly Nebula
Hb 12 WN7r 32 000s 2t 3s PPN, young PN
Mz–3 O9u 32 000u 1.8v 5w PPN, young PN
NGC 6302 pec.,Nex,S 300 000x,y 2.2y 13y,z young PN

Fig. 2. Distribution in the H–R diagram of the observed sources
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inner envelope (see Sect. 5). However, as for the rest of the
non-detections, the central stars of these nebulae are quite
cool. Finally we note that the distances to the hottest stars
in our sample are not systematically smaller than those to
cool stars, so the non-detections are not due to a bias
in the source selection yielding higher dilution factors for
cool stars.

We interpret this result as showing that the total mass
of the region of low-excitation atomic gas strongly depends
on the temperature of the star in the center of the nebula.
This argues that such a region is a PDR. Thus, the molec-
ular dissociation, which gives rise to this atomic region, is
mainly due to stellar UV photons, and not to shocks nor
interstellar radiation.

5. Comparison with PDR emission theory

5.1. PDR model and parameter analysis

We have just seen that the good correlation between the
emission by low-excitation atomic lines and the stellar
temperature strongly suggests that this emission is associ-
ated with the formation of a PDR in the nebulae, caused
by UV radiation from the central stars. Accordingly, to
validate this argument we will first compare our measured
line intensities with the predictions of PDR models. For
such a purpose we have used the last improved version of
the models of Tielens & Hollenbach (1985), that was pub-
lished by van den Ancker (1999). The models solve the
chemical and thermal balance in the gas, and predict the
emission from these regions primarily as a function of the
incident far-ultraviolet (FUV) flux (G) and of the den-
sity (n) in that region. These models were developed for
the interstellar medium and assume ISM gas abundances,
in particular C/O < 1. While these abundances may not
be completely appropriate for these O-rich nebulae, they
are adequate for this global comparison. Hollenbach et al.
(1991) discussed these models for lower-density regions
(102 cm−3 ≤ n ≤ 105 cm−3) and lower incident FUV
fluxes (G caused by cooler stars), which is appropriate for
some of our sources. Moreover Spaans et al. (1994) showed
that, although the amount of FUV photons produced by
a cool star (∼6000 K) is much lower than that of a hot
star (∼30 000 K), the efficiency of the heating through
very small grains and large molecules is decreased by no
more than an order of magnitude. So the temperature at
the front edge of the PDR does not fall bellow 125 K
for a central star of ∼6000 K. The conditions in which
the low-excitation atomic gas exists, favors especially the
emission of fine-structure transitions, since the involved
collisional energies are similar to these fine-structure en-
ergies. Tielens & Hollenbach (1985) also showed that fine-
structure lines are the most important coolants in atomic
PDRs, the heating being due to far-ultraviolet photons.
Those lines are excited collisionally at a range of temper-
atures of ∼102–103 K.

Predicted intensities are presented in the same format
that is used by van den Ancker (1999), since the sample

of calculations used here is very similar to that presented
by this author and, moreover, this representation stresses
the presence of the two main parameters in the models,
the value of the FUV intensity at the edge of the PDR,
G, and the representative density n.

In order to compare our observations with the predic-
tions, we need first to define both initial parameters, G
and n, and then we will determine them for our sources.
We use for such a purpose:

G =
LFUV

4πR2
iG0

, (1)

where L is the luminosity of the source (see Table 4);
FUV is the fraction of the star’s output in the far ul-
traviolet, where stars are assumed to emit as black
bodies with known temperatures (Table 4); G0 equals
1.6 10−3 erg s−1 cm−2, a unit of average interstellar ra-
diation field flux in the far ultraviolet energy range, from
6 eV to 13.6 eV (Habing 1968); and Ri is the inner radius
from the star to the PDR in the circumstellar envelope.
Note that the calculated value for G is independent of the
distance assumed because both L and R2

i depend directly
on the distance squared, D2.

According to the above FUV definition, such a parame-
ter is the ratio of the black body intensity integrated from
photon energies of 6 eV and higher to the black body
intensity integrated over all photon energies. We assume
that photon energies higher than 13.6 eV are eventually
down converted to the far ultraviolet in the inner H ii

region.

FUV =

∫ ∞
6 eV

Bν(Teff) dν∫ ∞
0

Bν(Teff) dν
· (2)

The effective temperature of the central star is the only
parameter in FUV. Analysis by Spaans et al. (1994) shows
that using a black body as opposed to a model atmosphere
gives reasonably accurate results for our purposes.

The PDR inner radius, Ri, is derived from the distance
and the angular inner radius, θi. We determined θi using
images and/or spectral energy distribution fits from the
literature. Ideally what we want is an image of a PDR gas
tracer, such as H2 2.12 µm emission. If an H2 2.12 µm
vibrationally excited emission image existed, we adopted
the average radius of the H2 emission ring or shell for the
inner radius because the H2 emission in a PDR is expected
near the surface of the PDR (that we have only found for
Hb 12). However, if we could not find an H2 2.12 µm im-
age, then we assumed that the PDR exists outside the H ii

region and inside the molecular gas region. From a molec-
ular gas region tracer, we use the inner radius of a CO line
map (e.g. M 2–9 or M 1–92). From an H ii region tracer,
we use the outer radius of either a radio continuum image
if one exists (as for NGC 6302), or of an optical image as a
last resort (e.g. Mz–3). In the case of proto-planetary neb-
ulae, where there is no ionized gas and moreover the CO
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Table 5. Parameters used for the comparison of our observations with PDR models and derived densities (Sect. 5). Moreover
we show low-excitation atomic gas masses derived from the Eq. (6), with the approximations there assumed, which have been
also multiplied by the corresponding correction factor Fc. Details about this calculations are in Sect. 7. Mass estimates of the
molecular regions from 12CO emission and of the ionized gas are given by comparison. ISM cont indicates that the mass upper
limit cannot be very restrictive because of a strong ISM contamination. References: (a) Justtanont et al. 1996; (b) assumed
values (few stellar radii); (c) Skinner et al. 1997; (d) Alcolea & Bujarrabal 1991; (e) Hawkings et al. 1995; (f) Meixner et al.
2000; (g) Bujarrabal et al. 1998b; (h) Zweigle et al. 1997; (i) Hora & Latter 1996; (j) Quinn et al. 1996; Górny et al. 1999;
(k) Gómez et al. 1989; (l) Josselin et al. 2000; (m*) mass of the C i region, Huggins et al. 1994; (n) Bujarrabal et al. 1990; (o)
Bujarrabal et al. 2000; (p) Huggins et al. 1996; (q) Miranda & Solf 1989; (r) Bujarrabal & Bachiller 1991

name θi Ri (4πθ2
i )
−1 FUV G n M Mmol Mion

(′′) (cm) (sr−1) (G0) (cm−3) (M�) (M�) (M�)

OH 26.5+0.6 0.02a 5 1014 8.5 1012 5.3 10−12 0.1

Mira 0.26b 5.0 1014 5.0 1010 1.8 10−7 1 103 < 2 10−4 0.00015l

Betelgeuse 0.5c 9.7 1014 1.4 1010 3.2 10−6 3 104 >106 2 10−4 0.0004m∗

R Sct 6d 3.9 1016 9.4 107 0.00046 3 102 < 104 < 2 10−3 0.002n ISM cont
AFGL 2343 1.2e 1.0 1017 2.35 109 0.0080 9 104 < 3 104 < 1 4.8o ISM cont

HD 161796 0.8f 1.2 1016 5.3 109 0.0099 4 104 < 105 < 0.05 0.68o

89 Her 0.1d 1.5 1015 3.4 1011 0.0099 8 106 < 106 < 5 10−3 0.0043o

M 1–92 1.5g 5.6 1016 1.5 109 0.57 3 105 <104 < 0.2 0.9g ISM cont

M 2–9 3h 2.9 1016 3.8 108 0.65 8 104 3 104 0.04 0.005h 0.004p

Hb 12 7i 2.1 1017 6.9 107 0.75 1 104 2 103 0.3 <0.001p 0.015q

Mz–3 7j 1.9 1017 6.9 107 0.75 2 104 3 103 < 0.7 0.5r 0.2p ISM cont

NGC 6302 5k 1.6 1017 1.35 108 0.99 1 105 105 1.3 0.1p 0.2p

line images do not resolve the inner radii, we use the inner
radii of dust shells as imaged in the mid-infrared or fitted
to marginally resolved mid-infrared images and spectral
energy distributions (e.g. AFGL 2343 or HD 161796). In
a few cases, only fits from spectral energy distributions
exist (as for R Sct and 89 Her) and we adopt inner radii
from them. For AGB stars we took a standard value for
Ri ∼ 5 1014 cm, that corresponds to the typical extent
of the inner regions of the envelope previous to dust con-
densation. This value is assumed because of the uncertain
positioning of the inner edge in this case and must be con-
sidered as just representative and very uncertain. (Though
we show these parameters for both AGBs, see Table 5, fi-
nally we will not compare these undetected cases with the
model predictions.)

The theoretical models used here, both those for PDRs
and for shocked regions (see next section), predict the
emitted intensity Icalc (erg cm−2 s−1 sr−1) from a plane-
parallel layer. In order to compare with our measured line
fluxes, Fobs (erg cm−2 s−1), we need to find an equation
that relates both quantities geometrically. In our case, the
geometry is better approached by a spherical shell. When
the spherical layer is sufficiently thin, we can assume that
the intensity predictions for the plane-parallel slab can be
applied to the radial intensity of the shell. In the opti-
cally thin limit, that applies to most of the observed lines
(Sect. 7.1), the total flux emitted by the shell, Fobs, and
this radial intensity, Icalc, are related by the equation:

Icalc =
Fobs

4πθ2
i

· (3)

The conversion factor here comes from the geometrical re-
lation between the shell width and its volume. In an opti-
cally thick case, this factor depends on the macroscopic ve-
locity field. When the macroscopic velocity is much higher
than the local velocity dispersion and the logarithmic ve-
locity gradient is equal to one, the conversion factor is
approximately the same as in Eq. (3). (As we will see
in Sect. 7.1, this kinetics is likely present in our sources
and will be indeed used in our excitation calculations.) It
can be shown that for larger (smaller) representative val-
ues of the logarithmic gradient, the conversion factor from
Fobs to Icalc is larger (smaller) than our canonical formula.
Accordingly we will systematically use Eq. (3) to convert
our measurement to intensities comparable to the model
predictions. We also note that, as we saw for G, this con-
version factor is independent of the distance to the source.
Hence, our comparison of observations with the PDR and
shock theory is independent of the distance to the source.

In Table 5 we show the adopted values for θi(′′),
Ri(cm), and the calculated values of FUV and G(G0).
From the comparison of the data of every source with
the predictions of the models for PDRs (see Fig. 3, and
discussion below), we can derive typical densities for the
emitting region, that are also shown in this table.

5.2. Comparison with observations and discussion

Figure 3 compares theoretical curves from PDR theory
with our data from the oxygen-rich envelopes for the nine
observed atomic line transitions (shown in Table 2). The
figure plots the predicted line intensity (Icalc) vs. the in-
cident far-ultraviolet radiation at the edge of the PDRs
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Fig. 3. Comparison of observations of fine-structure atomic lines with PDR model predictions. The compared sources are:
(3) Betelgeuse, (4) R Sct, (5) AFGL 2343, (6) HD 161796, (7) 89 Her, (8) M 1–92, (9) M 2–9, (10) Hb 12, (11) Mz–3, and (12)
NGC 6302. Detections are represented by filled circles and upper limits by open circles. Predictions of the models without
including photoelectric heating are presented by an asterisk and a diamond, for calculations with n = 2.3 105 and 107 cm−3,
respectively, and G= 105 G0. See details in the text for the conversion of the observed fluxes into the predicted characteristic
brightness

(G, Table 5), for a set of different densities (n) and for ev-
ery observed transition. To plot also our observations we
have to calculate Icalc from the observed flux (Fobs listed
in Table 2) according to the Eq. (3). The sources are rep-
resented by numbers, according to the description of the
figure caption. Detections are plotted as filled circles and
non detections as open circles. For some sources, some
of the transitions have been observed by different AOTs,

then we have chosen the line intensities obtained by the
grating spectrometers instead of those Fabry Perot, due
to the worse sensitivity of these. When no flux was de-
tected, we plot the upper limit from Table 2. When the
line is detected in both the source and off-source positions
at comparable levels, we take as an upper limit the ab-
solute value of ON-OFF multiplied by 2. In this second
case, our ability to detect the line is limited by confusion
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with the background. Without a line map of the region,
it is difficult to assess the expected point-to-point varia-
tion in the background line emission. On the other hand,
when the line flux of the source observation is bigger than
twice the flux of the OFF observation, we assume that
such an emission comes from the source, though contam-
inated. In that case we consider the flux emitted by the
source as ON-OFF. Such are the cases of Betelgeuse and
NGC 6302 for the line [C ii] 158 µm, already discussed in
Sect. 2.1. Finally, for those sources with lines that do not
have off-source observations, but we judge to be possibly
originating from the ISM (e.g. [Si ii] in OH 26.5+0.6 and
R Sct) we simply do not plot the value because we have
no way to evaluate an error. In Fig. 3 we have not repre-
sented observational data of envelopes surrounding AGB
stars, because it is not expected to find PDRs produced
by this kind of stars, not even for Mira, since in that case
emission seems to be caused by its binary companion.

We conclude from Fig. 3 that the comparison between
observations and PDR theory is quite satisfactory. The
densities required to explain the data are quite compatible
for the different lines. The adopted densities are given in
Table 5. Note that the observed [Si ii] intensities in O-rich
sources are somewhat larger than predicted. This may be
due to the low Si abundance assumed in the model, since
a strong depletion onto grains of refractory material was
assumed.

The main disagreement between our observations and
these theory predictions is that PDR models, in the way
we are using them, do not account for the strong contrast
found between the atomic emission of nebulae around
stars with more or less than about 10 000 K of surface tem-
perature (Sect. 4). As we can see in Table 5 and Fig. 3,
the G values calculated for the different nebulae do not
strongly decrease for stars cooler than 10 000 K. In fact,
since the envelopes of the cooler stars (with less FUVL)
are nearer the center (less Ri), the far-ultraviolet radi-
ation seen from the PDR (G) remains more or less the
same. So, from this kind of representation (Icalc vs. G and
n, with G ∼ constant) we only can attribute the non de-
tections to that the emitting regions are very diffuse. On
the other hand, we do not expect the gas to be system-
atically less dense in the nebulae surrounding the cooler
stars. We know that some of the young PPNe observed
(like HD 161796 and AFGL 2343) are very massive, and
the gas in them is surely denser than it will be in the
future, caused by the dilution associated with expansion.
So in the inner part of the envelope we could expect a
small PDR, but quite dense. The calculations seem not to
be able to reproduce the PDRs in these young and cool
objects.

The reason for this disagreement could be the initial
assumptions of the models. G represents the number of
UV photons with energy larger than 6 eV, that are able
to extract electrons from grains and contribute to pho-
toelectric heating. However, the photodissociation of CO
depends on the density of photons with energy over 11 eV.
The fraction of the UV radiation represented by G that

is able to dissociate CO depends a lot on Teff , when the
star is not very hot. Therefore, for relatively cool stars,
our formulation is overestimating the rates of molecular
photodissociation. Spaans et al. (1994) have shown that
for Teff between ∼10 000 K and 30 000 K (the value used
by Tielens & Hollenbach 1985) the distribution of the ki-
netic temperatures and abundances through PDR does
not vary a lot. But for Teff smaller than ∼10 000 K, the
depth of the atomic-rich layer significantly decreases. Our
simplified comparison with PDR models do not account
for this phenomenon and, therefore, the predictions used
in Fig. 3 can overestimate the atomic line intensities for
Teff < 10 000 K.

Another factor to consider is that PDR models cal-
culate the physical and chemical conditions in the gas
assuming equilibrium, i.e. that the time evolution of the
G and n values is small enough to allow the abundances
to readapt to changes in these parameters. However, the
equilibrium can be not always satisfied in PPNe, that are
evolving very fast. As we see in the detailed calculations
of the radiation field of cool stars by Spaans et al. (1994,
see their Fig. 3), the characteristic photodissociation time
of CO by a star cooler than 10 000 K and G ∼ 105G0 is
∼100–1000yr. This calculation holds for the unattenuated
radiation field, so it is an upper limit to the true lifetimes
in the regions emitting in atomic lines, that extend up
to Av ∼ 2 (Spaans et al. 1994, see their Fig. 8). Let us
take as an example HD 161796, with Teff ∼ 7000 K and
G ∼ 4 104G0 (Table 5). The expected CO lifetime for the
unattenuated field is ∼500 yr. However, the radius of the
inner shells (about 1.2 1016 cm) and the nebula expan-
sion velocities (15 km s−1, from the CO profiles, exclud-
ing high-velocity outflows) suggest that the nebula left the
AGB phase only about 250 yr ago. Moreover, it is obvi-
ous that during most of this time the stellar temperature
was lower than the present value of 7000 K. Therefore,
it is very probable that objects with stellar temperatures
lower than ∼10 000 K have not had time, during their life
as PPNe, to photodissociate most of their molecular gas,
even in the innermost nebular shells. This would indicate
that the existing PDR models probably tend to overes-
timate the atomic line intensities for PPNe with stellar
components cooler than 10 000 K.

5.3. Photoelectric heating by O-rich grains

Since the physical nature of circumstellar dust grains
around O-rich stars is not completely understood, the cou-
pling between the FUV radiation field and the gas is un-
clear. For the O-rich PDR models, the photoelectric heat-
ing was assumed to be similar to the diffuse ISM, hence the
photoelectric heating described in Tielens & Hollenbach
(1985) was used. Such a formalism does not explicitly in-
clude the effects of PAH heating nor a grain size distri-
bution; however, the effects of PAHs may have been im-
plicitly included, since the dust properties were chosen to
match the heating rate of the diffuse ISM. PAH features
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were seen in NGC 6302 (Beintema 1998), but their pho-
toelectric contribution is probably insignificant. No PAH
features are present in the spectra of the other sources
in our sample. Very small (<100 Å) silicates could also
heat the gas through photoelectric effect (Watson 1973).
The sizes of circumstellar silicate grains are not well con-
strained. Assuming the grains found in O-rich environ-
ments are composed mainly of Mg-silicates, their lower
size limit was theoretically derived to be ∼150 Å (Salpeter
1974) and observationally modeled with a lower cutoff of
∼800 Å in supergiants (Seab & Snow 1989). The small-
est Mg-silicates are still larger than the 100 Å limit,
above which grains contribute negligibly to the pho-
toelectric heating (Bakes & Tielens 1994). Thus, there
is a distinct possibility that in O-rich nebulae there
is no photo-electric heating because of the dust grain
population.

We have briefly explored PDR model calculations in
which the photoelectric heating is turned off. In this case,
the gas heating is mainly driven by FUV pumping of H2,
neutral carbon ionization and, further into the molecu-
lar cloud, collisions with dust grains. We computed three
models with the same model parameters as the set of mod-
els we present here except that the photoelectric heating
is turned off. We chose a typical incident FUV flux for
our sources, G = 105G0, and three densities (n) of 103,
2.3 105, and 107 cm−3. The 2.3 105, and 107 cm−3 models
are represented by an asterisk and a diamond respectively
on the PDR model graphs (Fig. 3). The 103 cm−3 model
results are not plotted on the PDR model graphs because
the line intensities fall below the lowest intensity. In all
three density cases, the calculated line fluxes for the mod-
els without photoelectric heating were at about a factor of
ten lower than the models with photoelectric heating. The
[O i] 63 and 146 µm lines show the most dramatic drop by
a factor of 20 and 10, respectively.

The main reason for this drop in line intensity is a
drop in kinetic gas temperature by at least a factor of
ten. Photoelectric heating is by far the most important
heating process in a PDR. Without photoelectric heating,
FUV excitation of H2 followed by collisional deexcitation
heats the gas. However, this process is only efficient at high
densities (n = 107 cm−3). In addition, this H2 heating
is important only at the surface, dropping steadily until
AV = 2 where it becomes insignificant. The result is a
much steeper temperature profile than when photoelectric
heating is included. In fact, the temperature of the gas is
quite low where most of the fine-structure line emission
arises in a PDR with photoelectric heating. At the lower
densities the situation is worse because the heating arises
from the recombination of C+ and collisions with dust
which results in very low temperatures (≤40 K) incapable
of producing significant fine-structure line emission.

If photoelectric heating is not important in these
O-rich nebulae, then the average densities of detected
sources would have to be around 107 cm−3 to pro-
duce these line emissions. This density is a factor of 10
higher than the highest density estimate for the C-rich

evolved stars in which we know that photoelectric heat-
ing plays an important role because of the presence of
PAHs (see Paper I). For their C-rich nebulae, NGC 7027
and AFGL 618, Justtanont et al. (2000) model the rota-
tional CO lines and the atomic fine-structure lines as aris-
ing from a PDR associated with a halo of ∼105 cm−3

gas surrounding a denser toroid (107 cm−3). While the
denser gas dominates the CO emission, its filling factor
is too small to explain the observed fluxes of the atomic
fine-structure lines and the latter almost exclusively orig-
inate in the lower density gas. Now, it would be curi-
ous if atomic fine-structure emission of the O-rich sources
in our sample were to be associated with the denser re-
gions while in the C-rich samples, the lower density gas
dominated. Especially peculiar because we see a similar
[O i]+[C ii]/FIR ratio (i.e., a similar efficiency of heating
of the atomic gas) in both samples. Hence it seems likely
that photoelectric heating is important in the PDRs of
these O-rich objects.

Now we have to consider what types of grains in an
O-rich environment can produce photoelectric heating. In
O-rich environments, the dominant grains expected to
form are silicates and oxides, which are considered to be
insulators. Grains composed of insulating material will
not be subject to the photoelectric effect (Evans 1993),
although low photoelectric yields have been measured in
lunar dust (∼50% silicate; Draine 1978). To account for
the photoelectric heating required in these O-rich environ-
ments some sort of conducting grains must be present in
sufficient abundance to produce the observed heating. One
possible candidate is metallic Fe grains. Theoretically, at
the pressures of circumstellar outflows, one expects the
incorporation of Fe into the silicate structure to form
Fe and Mg silicates. Observationally, there is also some
indirect evidence for the incorporation of Fe in amor-
phous silicates. However, several of the sources in our
sample (NGC 6302, AFGL 2343, HD 161796, and 89 Her)
show evidence for crystalline Mg-rich, Fe-poor silicates
(Fe/Mg < 0.05; Molster 2000). The excess Fe may well
be in the form of metallic iron, either expressed in the
form of a metallic surface layer if the crystallization pro-
cess took place after silicate formation, or in the form of
separate iron particles if incorporation of the iron in the
silicate structure was kinetically inhibited (Molster et al.
1999). Small iron grains or iron structures on small crys-
talline silicates might well be very efficient in photoelectric
heating of the gas.

In summary, we conclude that photoelectric heating is
probably active in PDRs around O-rich post-AGB stars.
Although the grain composition is uncertain in such an
environment, the choice of ISM grain properties (as in the
models by Tielens & Hollenbach 1985) seems reasonable.

6. Comparison with line emission theory
for shocked regions

When the post-AGB fast wind (∼100 km s−1) collides
with the remnant of the AGB envelope, that has been
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expanding very slowly (∼10 km s−1), typical chemical
and physical processes of shocked regions start develop-
ing. Under these conditions, the shocked gas can also emit
in atomic FIR lines. In principle a very large ratio of
[O i] 63 µm/[C ii] 158 µm (>∼10) intensities could indicate
that the emission comes from shocks instead of PDRs. On
the other hand, when shocked regions emit strongly in
ionized atoms, particularly in [Si ii] 35 µm, we can iden-
tify such shocks as J-type shocks. Few ions exist in C-
type shocks, so their fine-structure emission is very weak.
(A detailed description of J-type shocks and predictions
for fine-structure line emission, in contrast with that ex-
pected from PDRs or from C-type shocks, was performed
by Hollenbach & McKee 1989.)

In order to compare with the shock theory curves we
will use the same line intensities as calculated above for
comparison with the PDR theory. In this case we need
to plot Icalc vs.

∑
Icalc for all detected lines to get in-

formation about the kind of shock capable of generat-
ing these intensities. The summation of line intensities is
different for objects with detections and those without.
For objects with detections, the summation of line inten-
sities is the sum of only the detected lines; it does not
include the upper limits for the non-detected lines in. For
objects with non detections, the summation includes all
the upper limits, except for the upper limits estimated
from (ON − OFF) × 2. These upper limits tended to be
significantly higher than the others and would make the
summation artificially high.

The theoretical curves are adapted from van den
Ancker (1999) for both J- and C-type shocks, for all
the observed lines. The theoretical predictions of the line
[C ii] 158 µm and of [O i] 63 µm are drawn in Fig. 4, respec-
tively for J- and C-type shock models. The J-shock model
extends over a shock velocity range of 40–100 km s−1, and
over a particle density range of 103–106 cm−3. The C-
shock model extends over 5–40 km s−1and 104–106 cm−3.

The comparison of our data with the theory of atomic
line emission from shock excited regions is obviously less
satisfactory than it was with the PDR theory. The first im-
pression of such a comparison with all the observed lines is
that we cannot find definite shock characteristics that can
explain the detected intensities (and upper limits) con-
sistently for all lines observed in every source. Anyway,
we note the difficulty of modeling shocked regions and so
the unreliability of using predictions systematically. In the
case of J-type shocks, the observed [C ii] intensity (which
is known to be a good tracer of PDRs) is too large for
all the models here taken into account, even those with
very high shock velocity. Although we found for NGC 6302
and M 2–9 quite large [O i]/[C ii] intensity ratios, they do
not seem to be large enough to be due to J-type shocks.
Moreover, the intensities of the lines [Si ii] and [S i] seem
to suggest low shock velocities, contrary to what the [C ii]
line indicated. In the case of C-type shocks, there is a clear
contradiction between the very low shock velocities sug-
gested by the [O i] lines and that required to explained
the [S i] line. C-type shocks do not explain the observed

Fig. 4. Top: comparison of the observations of the line
[C ii] 158 µm with model predictions for J-type shocks. Botton:
comparison of the observations of the line [O i] 63 µm with
model predictions for C-type shocks. In both figures numbers
represent sources according to Fig. 3. Comparison with the
rest of the observed lines have been also performed, and are
described in the text (Sect. 6). We indicate the shock veloc-
ity in km s−1 and the pre-shock density in cm−3. Sources are
marked by diamonds when only upper limits were obtained for
all lines (

∑
I). Marks are filled (empty) for detected (unde-

tected) lines

ionized atoms. (Note that circles in Fig. 4 represent
sources that have been detected in some FIR line, so when
we have upper limits only lower I are expected, but not
lower

∑
I.)

Finally we also note that the moderate velocities, de-
duced from our Fabry-Perot observations, comparable to
those found from CO lines, do not suggest the presence
of strong shocks in the atomic emission region (Sect. 3.2).
Only for M 2–9 we did infer some shock contribution, due
to that the fine-structure lines are broader than the CO
lines. The [O i]/[C ii] ratio is ∼14, which is compatible
with what is expected for shocks. Moreover we have de-
tected intense [Si ii] and [Fe ii] lines, as would be expected
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from J-type shocks. So, we suggest that a part of the fine-
structure emission from M 2–9 is produced by shocks.

7. Calculation of the low-excitation atomic mass
in PPNe

One of the highlights of this work is the calculation of the
mass in the low-excitation atomic regions, since this is the
first estimation of PDR masses in post-AGB envelopes.
This low-excitation atomic region is practically coincident
with the PDR: the region of photodissociation in which
molecules, in particular CO, are dissociated but the gas
is mostly neutral. Note that the interphase between ex-
clusively molecular and low-excitation atomic regions is
complex, because different molecules and atoms coexist.
In this section, when we mention PDR we refer exclu-
sively to the low-excitation atomic region, i.e. where CO
is dissociated. On the other hand, it is known that in the
H ii region (the innermost layers, when it exists) the tem-
perature rises rapidly (up to typically 10 000 K) and the
presence of high-frequency photons produce highly ionized
atoms; in fact we can define “highly ionized atoms” as
those that require ionizing photons with an energy higher
than 13.6 eV.

Probably the best tracer of this low-excitation atomic
regions is the [C ii] line emission at 157.7 µm, for its high
abundance and extended presence in the PDR, and for the
easiness of its analysis. It is known that C+ appears almost
at the same time that CO is photodissociated, since the C0

region is very thin (e.g. Tielens & Hollenbach 1985). On
the other hand, C+ itself has an ionization potential that
is higher than that of H but (slightly) smaller than that of
He. Therefore, C+ is soon photoionized in the H+ region,
completely disappearing in the He+ one (e.g. Bowers &
Deeming 1984).

The [C ii] 157.7 µm line is particularly well suited
for measuring the emitting mass, i.e. the low-excitation
atomic mass, in our nebulae if in addition the two fol-
lowing conditions are fulfilled. First, this transition corre-
sponds to a small energy (91.2 K). According to the densi-
ties and temperatures that we expect in most nebulae (see
Sect. 5 and Tielens & Hollenbach 1985), the excitation
temperature Tex of this line should be significantly higher
than 91.2 K. This condition would allow us to calculate
the total mass of the PDR independently of the excitation
temperature of the line. Secondly, we need to know if this
transition is optically thin. In principle the [C ii] line is
forbidden and therefore its opacity is expected to be low
in all relevant cases, which will be also discussed below.
If both conditions are fulfilled, the observed line inten-
sity becomes practically independent of the density and
temperature (see formulae below), depending only on the
total emitting mass (provided that we know the relative
abundance of carbon nuclei).

7.1. Justification of assumptions

In order to check the two above hypotheses, we have con-
structed a code able to calculate the excitation of the two
fine-structure levels of C+. Since we are dealing with rel-
atively cold material, we will neglect higher levels, so the
statistical equilibrium equations must be applied to only
two levels and one transition. The (eventual) effects of
opacity are treated using the well known LVG or Sobolev
approximation. For this we will assume that the logarith-
mic gradient of the macroscopic velocity is equal to 1, a
value that greatly simplifies the calculations. The dynam-
ics of PPNe are complex and it is not possible to define a
typical velocity gradient in them. But in some well stud-
ied cases (see e.g. Bujarrabal et al. 1998; Olofsson et al.
1999), the bulk of the nebular material is found to be in
expansion with a velocity increasing proportionally to
the distance to the star, which supports the simplified
velocity field assumed here. In any case, the LVG ap-
proximation takes into account the effects of opacity in
a reasonable way and is known to yield a quite accurate
description of the typical excitation state of a cloud, even
if the conditions of applicability of the approximation are
only marginally satisfied. (Of course, the LVG approxima-
tion cannot describe the line excitation when the opacity
is extremely high, but as we will see this is not our case.)
We will assume the universal abundance of carbon nuclei
with respect to the total number density (also taken in
the PDR calculations for O-rich objects): X(C) = 3 10−4.
In the PDR (i.e. in our region of low-excitation atoms),
we can take X(C+) ∼ X(C), as discussed above.

The background radiation is assumed to be described
by a blackbody field with 5 K temperature. Note that in a
two-level atom the background radiation can always be ap-
proximated by the blackbody radiation law; the assumed
value of the temperature corresponds to the increase with
respect to the cosmic background expected for the typical
FIR dust emission observed in our objects. We note that
this assumption is relevant only for the weak [C ii] emis-
sion corresponding to very low Tex (and probably high
opacity), a case that is particularly difficult to treat theo-
retically and that does not seem to occur in our nebulae.

For the collisional transition probability between the
two levels of C+, J = 3/2 and J = 1/2, we take the
simplified formulae given by Hollenbach & McKee (1989),
based on calculations by Bahcall & Wolf (1968), Launay
& Roueff (1977) and Flower & Launay (1977). For col-
lisions with electrons, the e− abundance is assumed to
be equal to that of C, since all electrons essentially come
from the carbon ionization. It is easily verified that, under
the conditions assumed here, the transition probabilities
due to collisions with electrons are more than one order of
magnitude smaller than those due to collisions with neu-
trals. Electron collisions are accordingly neglected in the
calculations presented here. The H2 relative abundance in
the PDRs may vary, depending on the depth in which the
emitting gas is placed and the temperature of the excit-
ing star. In any case, in most of the [C ii] emitting gas in
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PDRs, hydrogen is in atomic form (Tielens & Hollenbach
1985; Spaans et al. 1994). We will assume that it is the
case for our calculations for the generic case, but note that
the difference with respect to other cases is small due to
the small difference between the collisional rates for H and
H2 collisions.

We have calculated excitation temperatures (Tex) of
the 157.7 µm line for a grid of densities and kinetic tem-
peratures, where the Tk ranges between 100 and 1000 K,
as predicted by PDR models (Tielens & Hollenbach 1985).
The range of densities covers those estimated from the
comparison of our observations with model calculations
(Sect. 5). Our calculations indicate that in most of our
cases (and also in those in Paper I), which show relatively
high densities (>∼103 cm−3), the excitation temperature
is much higher than 91.2 K. Then, our first assumption
for calculations of the total mass from [C ii] data is satis-
fied. Below, we will discuss the corrections we can apply
in the case of low-density PDRs to the simple calculation
obtained with this approximation. We have checked with
our LVG code and the universal abundance of C that the
observed intensities can be explained with opacities clearly
<1. On the other hand, we are going to use a simpler and
perhaps more reliable procedure to discuss the low-opacity
assumption, just only from the observed flux and an as-
sumed excitation temperature. We will take as an example
the case of our most intense emitter, NGC 6302 (in princi-
ple the worst case). For its density, close to 106 cm−3, the
excitation temperature is close to 500 K. The intensity
emitted by the PDR, Icalc (erg cm−2 s−1 sr−1, obtained
from Fobs), directly comparable to the PDR model out-
put and observational data points in Fig. 3, is:

I ∼ S(Tex)(1− e−τ )∆V ν/c. (4)

S is the (representative) source function, τ is the opacity,
ν is the transition frequency, and ∆V is the velocity dis-
persion of the atomic emission in this source, that we take
∼50 km s−1. Substituting those figures, we derive a low
opacity ∼0.01. Therefore, we conclude that even in our
most intense sources the opacity is lower than one. We
can check that this argument can also be used for sources
described in Paper I. For instance, the case of NGC 7027 is
quite similar to that of NGC 6302 treated here, except for
that the [C ii] line is a little less intense and the line width
is also smaller (see figures in Paper I). We also get for
NGC 7027 a [C ii] opacity clearly lower than 1. Note that
the fact that the lines are so broad (in comparison with
ISM, with a few km s−1) is crucial for the [C ii] emission
to be very optically thin; indeed in models developed for
PDRs in the ISM, the predicted opacities remain closer to
unity. So the second assumption also seems to be fulfilled.

7.2. Mass formula

When both the opacity is low and the excitation temper-
ature is high, the line emissivity is easily described. In the
general case, the population of the second level can be
written from the total particle density only knowing the

Fig. 5. Calculated values of the correction factor, Fc, to multi-
ply Eq. (6) in order to correct the simplified calculation of the
mass for cases where the excitation temperature is not very
high, usually because of the very low density of the gas

statistical weight of every level, the assumed abundance
X(C+), and the excitation temperature. The whole depen-
dence on Tex can be taken out through a function Fc(Tex)
that becomes 1 when Tex � 91.2 K. Therefore substitut-
ing the energy separation between levels and the statistical
weights (g1 = 2 and g2 = 4), when Tex � 91.2 K the pop-
ulation of the second level becomes n2 = 2 n X(C)/3. So,
in an optically thin and high excitation case, the number
of photons emitted by an unit of volume of the PDR in a
second is:

nγ ∼ A21n2 = A21
2
3
nX(C), (5)

where A21 is the Einstein coefficient for the spontaneous
emission (we took A21 = 2.29 10−6 s−1, Kaufman & Sugar
1986). Multiplying by the emitting volume and by the
energy of each photon, taking into account the contribu-
tion of helium to the mean particle mass, and dividing
by 4πD2, then we obtain Fobs from the total emitting
mass M .

Therefore we can express M only from the detected
Fobs of [C ii]158 µm and the assumed distance, D, af-
ter substituting the rest of the known values (taking
X(C) = 3 10−4),

M(g) = 4.64 1043F
[C ii]158 µm
obs (erg cm−2 s−1)D(kpc)2. (6)

M is expected to be a good estimate of the total mass of
the low-excitation atomic region in PPNe and young PNe.

We have mentioned that, when the excitation tem-
perature is not very high, we should correct the above
mass estimate multiplying by a certain correction factor
Fc. Fc ≥ 1 always, and Fc ∼ 1 for Tex � 91.2 K. Fc can
be calculated simply through the dependence of the popu-
lation of the second level with Tex. Note that Tex depends
on the density and the kinetic temperature of the gas.

In Fig. 5, we see the calculated values of Fc for a
grid of parameters; the corrections are relatively low even



A. Castro-Carrizo et al.: Low-excitation atomic gas around evolved stars. II. 691

for our sources with the lowest densities. For instance,
for Hb 12, that probably has a low representative density,
n ∼ 2 103 cm−3, and taking a Tk = 300 K (calculated by
the PDR models for this source) we get a Fc ∼ 1.5. Note
that the correction factor does not depend a lot on the
assumed kinetic temperature, provided that it is >∼100 K.
However, for densities <∼ 102 cm−3, the C ii emissivity be-
comes very low and the correction Fc becomes too high;
under these circumstances the method is uncertain (be-
cause of the strong dependence of Fc on the physical pa-
rameters) and cannot in fact be applied, they correspond
to regions from which the FIR [C ii] line is very weak.

7.3. Masses of the low-excitation atomic gas

In the last columns of Table 5 we have listed for our sources
the masses of the low-excitation atomic gas calculated in
the way explained above, also taking into account the val-
ues of Fc, as well as estimates of the molecular mass in
those nebulae, obtained from CO line observations whose
references are in the caption, and estimates of the ion-
ized mass. Both molecular and ionized masses have been
adapted consistently with our choices of distances to ev-
ery source (see Table 4). In the cases where there was no
detection of the [C ii] line we have used the upper limits
shown in the forth column of Table 2, or those obtained
following the criterion explained in Sect. 5.2. The adopted
correction factors were calculated from the densities de-
termined from the PDR models fitting (Sect. 5), and as-
suming Tk = 500 K. No correction was applied when Fc

is smaller than 1.5 and for non detections, since due to
the effects explained in Sect. 5, the density limits deter-
mined for most of those cases can be too restrictive. We
had derived (see Sects. 2 and 3) that the observed [C ii]
emissions from NGC 6302 and from Hb 12 mainly come
from the sources, although they are partly contaminated
by ISM emission. So, to estimate its low-excitation atomic
mass we have taken as Fobs (in Eq. (6)) the difference
between the flux detected on and off-source, both from
the grating spectrometer data. We followed the same pro-
cedure for Betelgeuse. For the red giants we only have
very uncertain upper limits and so we did not fit them
to the PDR models (Sect. 5). Therefore, we have not cal-
culated masses for the their undetected PDRs. However
we have estimated the atomic masses of Betelgeuse (and
Mira) under our standard assumptions, in spite of the pe-
culiar PDR, because of its intense FIR line emission. The
atomic mass estimated for the envelope around Betelgeuse
from our [C ii] data (Table 5) is relatively low, although
only a factor 2 smaller than the mass derived from [C i]
(Huggins et al. 1994) and comparable to that deduced
from other fine-structure lines (Justtanont et al. 1999;
Rodgers & Glassgold 1991). This result may seem surpris-
ing, since the above authors suggest that the different lines
come from quite different regions. We also note the rela-
tively low atomic mass measured for M 1–92 (Bujarrabal
et al. 1998a,b), which is a known molecule-rich object

(Mmol ∼ 1 M�). For Mz–3 we have a poor mass upper
limit because of the strong ISM contamination. However,
for sources like M 2–9 and 89 Her, see Zweigle et al. (1997)
and Alcolea & Bujarrabal (1995), in which the molecular
mass is comparable to the atomic one, a global deficiency
of (detected) nebular mass still exists. In the most evolved
object of our sample, NGC 6302, the atomic PDR mass is
very high, representing the dominant nebular component.

8. Conclusions

We have observed atomic fine-structure lines in the far-
infrared from 12 O-rich evolved stars including proto-
planetary nebulae, as well as, for comparison, some red
stars and young planetary nebulae. Considering also the
analogous observations of 12 C-rich evolved stars by Fong
et al. (2001), Paper I, we conclude that only nebulae that
surround stars with Teff

>∼ 10 000 K have been detected.
Among the observed PPNe there are objects with very
similar characteristics from the point of view of the mor-
phology, presence of shocks, chemistry, and total nebular
mass, but with different Teff of the central star and dif-
ferent atomic line intensities. This strengthens the depen-
dence of the emission on the stellar temperature, and so
seems to imply that low-excitation atomic emission comes
from PDRs.

The comparison of our data with PDR line emission
models is quite satisfactory. The main disagreement comes
from the contrast of the emission from stars that are hot-
ter and cooler that 10 000 K, since models do not predict
such a contrast. For the sources cooler than 10 000 K mod-
els predict stronger atomic PDR emission than what has
been observed. The origin of this seems to be that, for
envelopes around cool stars, we compare our data with
PDR models that can overestimate the number of pho-
tons capable of dissociating CO. Moreover the character-
istic time of the CO dissociation is relatively long com-
pared to the evolution time of the star from the AGB.
This phenomenon cannot be accounted for in models that
calculate the chemical abundances and gas temperature
under equilibrium conditions.

The emission predicted by models of shocked regions
cannot reproduce the observed line intensities consistently
for all lines. Moreover, our observations with high spec-
tral resolution indicate smaller velocities than expected
in shocked regions. So we conclude that the contribu-
tion of shocked material to the observed emission by low-
excitation atoms is only marginal.

We can calculate the total mass of the low-excitation
atomic gas, from the detected [C ii] flux, provided that
we know the distance to the source and assuming a rela-
tive abundance of carbon nuclei. The calculation follows a
simple formula and is argued to be quite model indepen-
dent. The masses obtained in such a way for the observed
young PN and a PPN are very high, namely Hb 12 and
NGC 6302, ∼1 M�. In these nebulae, most of the mate-
rial seems to be forming a well developed PDR. However,
in some PPNe, like M 1–92 and HD 161796, the PDR mass
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is very low, being the molecular gas the dominant com-
ponent of the nebulae. In other objects, like M 2–9 and
89 Her, the mass of both the molecular and atomic gas
is very low, and there is a global defficiency of the gas
detected to date.
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