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ABSTRACT 

Static moduli of rocks are usually different from the corresponding dynamic moduli. The ratio 

between them is generally complex and depends on several conditions, including stress state and stress 

history. Different drainage conditions, dispersion - often associated with pore fluid effects – 

heterogeneities and strain amplitude are all potential reasons for this discrepancy. Moreover, 

comparison of static and dynamic moduli is often hampered and maybe mistaken due to insufficient 

characterization of anisotropy.  

This paper gives a review of the various mechanisms causing differences between static and dynamic 

moduli. By careful arrangements of test conditions, it is possible to isolate the mechanisms so that they 

can be studied separately. Non-elastic deformation induced by the large static strain amplitudes is 

particularly challenging, however a linear relationship between non-elastic compliance and stress 

makes it possible to eliminate also this effect by extrapolation to zero strain amplitude.  

To a large extent, each mechanism can be expressed mathematically with reasonable precision, thus 

quantitative relations between the moduli can be established. This provides useful tools for analyses 

and prediction of rock behavior. For instance, such relations may be used to predict static stiffness and 

even strength based on dynamic measurement. This is particularly useful in field situations where only 

dynamic data are available. Further, by utilizing the possibility for extrapolation of static 

measurements to zero strain amplitude, dispersion in the range from seismic to ultrasonic frequencies 

may be studied by a combination of static and dynamic measurements. 

  



1  INTRODUCTION 

Within geo-science and -engineering it is customary to differentiate between static and dynamic elastic 

moduli. The term "dynamic moduli" usually refers to the elastic stiffness that can be derived from 

elastic wave velocities in combination with density. "Static moduli" on the other hand refers to the 

elastic stiffness that relates deformation to applied stress in a quasi-static loading situation, i.e. the 

slope of the stress-strain curve.  

For an isotropic material, the dynamic bulk modulus ( dynK ) and Young's modulus ( dynE ) can be 

expressed as functions of the P-and S-wave velocities ( PV and SV , respectively) and the density ρ : 
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The static bulk modulus ( statK ) and Young's modulus ( statE ) can be found as the ratio between 

hydrostatic stress (σ ) and volumetric strain ( volε ) increments in a hydrostatic test, or the ratio 

between axial stress ( zσ  ) and axial strain ( zε ) increments in a uniaxial test, respectively:  
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Within the frame of linear elasticity, isotropy and homogeneity, corresponding components of static 

and dynamic moduli are equal, i.e. stat dynK K=  and stat dynE E= . This may be valid for a 

homogeneous material like steel (Ledbetter 1993). However, for rocks there can be large differences 

between static and dynamic moduli, and the dynamic stiffness is almost always larger than the static 

one (Simmons and Brace 1965; Walsh 1965; King 1970; Cheng and Johnston 1981; Jizba and Nur 



1990; Martin and Haupt 1994; Yale and Jamieson 1994; Tutuncu et al. 1998; Fjær 1999, 2009, Olsen, 

Christensen and Fabricius 2008). There are several potential reasons for these differences, as listed 

below. Strain rate is one of them, however it is not necessarily the most important one although the 

labels "static" and "dynamic" may indicate otherwise. 

The most relevant causes for differences between static and dynamic moduli of rocks are: 

1. Strain rate. Given the labels "static" and "dynamic" moduli, it is natural to assume that the major 

explanation for the discrepancy between the two is given by the difference in deformation rate 

induced by elastic waves versus that of "static" loading. However, the strain rate induced during a 

typical rock mechanical laboratory test corresponds to the strain rate of an elastic wave in the 

lower end of the seismic frequency band (Fjær, Stroisz and Holt 2013). Thus, with respect to strain 

rate, dynamic moduli derived from seismic waves may be closer to static moduli from a laboratory 

test than to dynamic moduli derived from ultrasonic waves. 

 

2. Drainage conditions. It is well known from poroelastic theory (Gassmann 1951; Biot 1955, 

1956a) that there may be large differences in stiffness whether the rock is drained or undrained. 

The deformations induced by elastic waves in a fully saturated rock are always undrained, while 

"static" deformations are often drained. Thus, a difference in drainage conditions is also a possible 

cause for differences between static and dynamic moduli.  

 

3. Heterogeneities. Heterogeneities of different scales are a natural property of rocks. While 

comparing static and dynamic moduli, it is therefore essential to keep in mind that the elastic 

waves may not probe exactly the same rock volume as the static load. For largely heterogeneous 

rocks, this is clearly a potential cause for a difference between static and dynamic moduli.  

 

4. Anisotropy. Rock stiffness is in general, for orthorhombic symmetry, a tensor with 9 independent 

components. Thus, while comparing static and dynamic moduli, it is essential that we compare the 

same components, and that anisotropy is properly accounted for. All 9 independent stiffness 



components are almost never known. Even for a rock with TI symmetry all 5 independent 

components are usually not known. Due to lack of data, relations like equations (1) and (2) are 

therefore often used to estimate dynamic moduli for comparison with the static moduli given by 

Equations(3) and (4), however only in rare cases where the rock is nearly isotropic these equations 

may be used without introducing significant error. 

 

5. Strain amplitude. Static moduli may be reduced as a result of non-elastic processes during 

monotonous loading over a finite range while the dynamic moduli remain unaffected. For 

instance, due to static friction, a closed crack or an uncemented grain contact may remain 

immobilized during the oscillating, low amplitude deformation associated with a passing elastic 

wave, whereas it may become mobilized as a result of static loading (Walsh 1965). This can be a 

major cause for differences between static and dynamic moduli. It is also the major reason why 

static-dynamic relations are highly sensitive to stress path and stress history.  

 

It is the objective of this paper to give a review of the factors that may cause differences between static 

and dynamic moduli, and to show how they may be accounted for and possibly utilized. In the 

following chapters, each of these factors are discussed in detail, with examples of their importance and 

guidelines for how to eliminate or compensate for the effects experimentally. Suggested models for 

mathematical descriptions of the effects are also given. Finally, the last chapter gives some examples 

of how relations between static and dynamic data may be utilized, given that the various effects are 

properly accounted for. 

 

2  STRAIN RATE 

Static moduli are measures of the relationships between a change in stress and the corresponding 

deformation. Therefore, a finite strain rate may always be associated with static moduli. 



The strain rate experienced by a rock volume due to a passing elastic wave is a periodic function, with 

amplitude ( 0ε ) related to the strain amplitude ( 0ε ) as 

 0 02 fε π ε=    (5) 

 

where f is the frequency. The strain amplitude of propagating elastic waves in rocks is typically 

limited to the range 10-6 – 10-7 whereas the frequency may vary over many orders of magnitude. 

Hence, there is a close relationship between strain rate and frequency for such waves, as illustrated in 

Figure 1. By comparison, the strain rate induced during a typical rock mechanical laboratory test 

corresponds to the strain rate of an elastic wave with frequency about 1 Hz (Fjær, Stroisz and Holt 

2013). Thus there is no fundamental difference in strain rate between static and dynamic moduli.  

It is well established that dynamic stiffness may depend on frequency, in particular in shales (Spencer 

1981; Duranti, Ewy and Hofmann 2005; Batzle, Han and Hofmann 2006; Bauer et al. 2016). This 

phenomenon is called dispersion. Different strain rates is therefore a possible cause for an observed 

difference between static and dynamic moduli; however, it depends on the actual static deformation 

rate and the frequency of the elastic waves applied. If the static and dynamic strain rates are equal, 

strain rate can be eliminated as a cause for difference between static and dynamic moduli. This is the 

case for dynamic moduli derived from seismic velocities in comparison with standard rock mechanical 

laboratory data. Laboratory measurements of seismic velocities is however rather demanding and 

usually implies that anisotropy effects cannot be eliminated simultaneously. This is a challenge for 

comparison of static and dynamic moduli under controlled conditions.  

Dispersion may be modelled by a simple visco-elastic relation (Mavko, Mukerji and Dvorkin 1998): 
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where M  is the modulus at strain rate s  (or frequency f , for oscillatory deformations), 0M  and 

M∞   are the moduli corresponding to zero and infinite strain rate (or frequency), respectively, while 

cs  is the transition rate (and cf  is the transition frequency). The exponent n  is a positive number 

specifying the sharpness of the transition from low to high strain rates (or frequencies). Several other 

formulations also exists (for instance: Biot 1956b, 1956c; Murphy, Winkler and Kleinberg 1986; Holt, 

Fjær and Rzayev 2004; Gurevich et al. 2010), describing more or less the same behavior, but based on 

different physical explanations for the dispersion effect. If dispersion is the only effect that causes a 

difference between a static modulus and the corresponding dynamic modulus, the ratio between them 

is given as 
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where s  is the static strain rate and f  is the dynamic frequency. Note that there is a relation between 

the transition strain rate and the transition frequency: 

 c cs af=    (8) 

The proportionality constant was estimated to 6 710 10a − −−
 by Fjær, Stroisz and Holt (2013).  

It is a common feature for all dispersion models that the rock is stiffer at higher frequencies, i.e. 

0M M∞ > . For dispersion caused by scattering, Biot flow or viscous shear relaxation, 210 Hzcf     

(Mavko, Mukerji and Dvorkin 1998). This implies that 5 4 110 10 scs − − −−
   which is well above the 

typical range 7 5 110 10 s− − −− for static strain rates in laboratory tests, hence cs s 
 . According to 

equation (7) we therefore typically have stat dynM M< . This is in accordance with most observations. 

The differences induced by strain rate between dynamic moduli derived from different elastic waves 

(like ultrasonic versus seismic) may therefore be more significant than the difference induced by strain 



rate between static and dynamic moduli. For dispersion caused by patchy saturation, and to some 

extent squirt flow, 210 Hzcf   is possible, giving cs s>  . According to equation (7) this opens up for 

the possibility that stat dynM M> , as far as strain rate is concerned. This may happen if 

( ) ( )/ /c cs s f f>  , that is for relatively high static strain rate and relatively lower dynamic frequency 

compared to the dispersive transition. 

Wave-induced fluid flow is often assumed to be the main origin of dispersion in sedimentary rocks 

(Batzle, Han and Hofmann 2006; Müller, Gurevich and Lebedev 2010; Bauer et al., 2016). The flow 

may occur on different length scales, from pore scale (Mavko and Nur 1979; O'Connell and Budiansky 

1977), between patches of different saturation (White 1975) or global scale (Biot 1956a).  

 

3  DRAINAGE CONDITIONS 

Compression of a porous rock implies compression of the pore space. If the pores are fluid-filled, 

compression of the pore space will lead to an increase in the pore pressure, unless the pore fluid is 

allowed to escape. The increasing pore pressure will resist the compression of the rock and thus make 

the rock stiffer. 

The impact of drainage conditions is well described by the Biot-Gassmann relations for an isotropic, 

linearly elastic, porous and permeable material (Gassmann 1951; Biot 1955, 1956a): 
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 frG G=   (10) 

where K  and  G  are the bulk and shear moduli when the rock is undrained, frK   and frG   are the 

corresponding moduli when the rock is drained, fK  and sK  are the bulk moduli of the fluid and the 



solid component, and φ  is the porosity. The difference between drained and undrained moduli is 

illustrated in Figure 2. Given that dynamic moduli are always undrained, this also represents a 

potential difference between static and dynamic moduli if the static modulus is related to a drained 

deformation, which is often the case. 

For anisotropic, non-linearly elastic materials with more than one solid phase, the relations are more 

complex and available descriptions correspondingly incomplete (Brown and Korringa 1975; Suarez-

Rivera and Fjær 2013). Note also that equations (9) and (10) are based on the assumption that the 

entire pore space is connected.  

To eliminate drainage conditions as a possible cause for a difference between static and dynamic 

moduli in a laboratory test, the static drainage conditions have to be similar to the dynamic conditions. 

If the rock is fully saturated, this implies that the static deformation has to be performed under 

undrained conditions. If the rock is dry or partly saturated with gas under atmospheric conditions, the 

low compressibility of the gas will prevent any significant fluctuations in pore pressure under 

undrained conditions, hence the drainage conditions are not important. Note that partial saturation may 

imply that liquid and gas are separated on a pore size scale, and that some pockets like thin cracks are 

fully liquid-filled. Due to restricted flow conditions this may result in spatial pore pressure fluctuations 

during dynamic loading. Such fluctuations give rise to dispersion effects (see above) however they do 

not induce any additional effect on the static-dynamic relationships. 

 

4  HETEROGENEITIES 

Rock stiffness may vary a lot from one location to another, on all length scales. Even within the few 

centimeters covered by a core plug from a uniform formation there may be large variations in stiffness 

(Schei et al. 2000). Within a hundred meter range corresponding to the wavelength of a seismic wave 

even larger variations will normally occur, due to the presence of different rock types. 

Such variations in stiffness have to be taken into account when comparing static and dynamic moduli. 

The effective stiffness of a heterogeneous rock volume is a combination of the stiffness, amount and 



location of each homogeneous sub-volume. The dynamic stiffness derived from elastic waves that 

propagate through a portion of a rock volume is likely to differ from the effective stiffness of the entire 

volume. However, even when the volume involved by the static and dynamic measurements are the 

same, the dynamic stiffness may differ from the static stiffness. As an example, consider a stack of 

alternating stiff and soft layers. The effective stiffness corresponding to loading parallel to the layers 

depends on a combination of the individual stiffness of the layers and the relative amount of stiff and 

soft layers (Backus 1962), and falls somewhere between the stiffness of the stiffest and softest layer. 

For elastic waves travelling in the same direction, at least a portion of the wave front will follow the 

stiffest layers, and hence the dynamic stiffness based on the velocities of the first arrivals may be 

nearly the same as if the entire volume consisted of the stiffest material.   

Note that the effective stiffness for an elastic wave depends on the wavelength relative to the size of 

the heterogeneities. This effect was nicely demonstrated experimentally by Marion and Coudin (1992) 

and theoretically by Hovem (1995) for waves travelling normal to the layers in a layered material. If 

the frequency is sufficiently low such that the wavelength is much larger than the layer thickness, the 

wave will sense the effective stiffness of the layered material just like a static loading, and the 

dynamic and static stiffness will be equal: 
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x  represents the average of the parameter x , weighted by the volumetric proportion of each layer 

(also known as "Backus average"). If the frequency is sufficiently high so that the wavelength is much 

smaller than the layer thickness, the wave will sense each layer individually and the total traveltime 

will be the sum of the traveltimes through all layers, giving a dynamic stiffness that is generally higher 

than the static stiffness: 
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where ρ  is density. This implies that heterogeneities in density may also have an impact on the 

relations between static and dynamic moduli, even if the stiffness is uniform. 

The considerations above were based on the assumption that the static loading includes the entire rock 

volume. This is not always the case, of course. For instance, the static stiffness derived from a core 

plug tested in the laboratory only represents the stiffness of a small fraction of the volume covered 

within the wavelength of a seismic wave. Thus, a comparison of the static stiffness measured on the 

plug to the dynamic stiffness derived from the seismic velocity may well show that the static stiffness 

is higher. This may even be the case if the static stiffness is estimated as the average over stiffness 

measured on a representative selection of core plugs from the entire volume covered by the seismic 

wavelength, since simple averaging may not be the correct way to upscale stiffness (cf. equation (11)). 

This depends on the orientation of the load and the distribution of the heterogeneities however, as 

described by Backus (1962).  

For a reasonably homogeneous core plug subject to static and dynamic measurements in the 

laboratory, rock volume effects are not likely to have a significant impact on the ratio between static 

and dynamic stiffness. 

 

5  ANISOTROPY 

Anisotropy is a potential pitfall while comparing static and dynamic moduli. It may be tempting to 

estimate for instance dynamic bulk modulus based on equation (1), or dynamic Young's modulus 

based on equation (2), ignoring anisotropy. However, this simplification may introduce large errors if 

the rock is anisotropic, which is usually the case for sedimentary rocks. When sufficient data is 

available, an anisotropic dynamic stiffness tensor may be established by combining wave velocities 

measured in different directions. It is rarely possible to establish a complete tensor this way, even for a 

rock that possesses TI symmetry, due to lack of data. However, combining the available data with 

reasonable assumptions such as elliptical anisotropy (Helbig 1983)  



 ( )( )13 11 44 33 44 44C C C C C C= − − −   (13) 

may improve the estimates significantly compared to the isotropic assumption.   

Given the complexity of static-dynamic relations, it is not obvious that static and dynamic anisotropy 

are uniquely related. Holt et al. (2015) compared static and dynamic anisotropy for a set of shale cores, 

and found that scaling of the dynamic stiffness (derived from ultrasonic velocities) with a suitable 

constant reproduced fairly well the static stiffness obtained from stress cycles, similar to the results 

found by Miller, Plumb and Boitnott (2013). On the other hand, the difference between this cycling 

static stiffness and the static stiffness obtained during initial loading (further discussed in the next 

section) was in terms of anisotropy reproduced by a constant shift rather than scaling. Thus, 

comparing dynamic stiffness derived from ultrasonic velocities with static stiffness during initial 

loading produces a static-dynamic anisotropy relation that cannot be reproduced by pure scaling nor 

by pure shift. This is not surprising since such a comparison involves at least two mechanisms, 

dispersion and non-elastic deformation, that have different anisotropic properties. 

In a laboratory experiment, anisotropy may easily be eliminated as a source of error if the test is 

suitably designed, as illustrated in Figure 3. The sample is loaded axially while lateral deformation is 

restricted (i.e. 0rε∆ = ). The static modulus statH  is found as the ratio between the axial stress 

increment zσ∆  and the corresponding axial strain increment zε∆ :  
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The P-wave velocity PzV  is derived from the traveltime between the two transducers aligned along the 

sample axis, and the dynamic modulus dynH , also known as the plane wave modulus, is given as 

 2
dyn pzH Vρ=   (15) 



Under these conditions, statH  and dynH  represent the same stiffness coefficient ( 33C ) and can be 

related without any further concern about anisotropy in this case.  

This implies that the velocity of a vertically propagating P-wave may be used to estimate the dynamic 

stiffness corresponding to vertical compaction under zero lateral deformation, a condition that is often 

assumed to be valid for a depleting reservoir. Note however that the stacking velocities produced by 

seismic processing may appear as vertical velocities, even though they are derived from waves 

propagating at a significant inclination and hence are affected by anisotropy.  

 

6  STRAIN AMPLITUDE 

Difference in strain amplitude is considered to be a major cause for the differences between static and 

dynamic moduli (Walsh 1965; Yale and Jamieson 1994; Tutuncu et al. 1998; Fjær 1999). In a 

heterogeneous material like a sedimentary rock, a stress increment not only induces an elastic, 

recoverable deformation, it also tends to involve non-elastic processes, such as slip and sliding of 

internal surfaces. These processes induce additional, non-elastic strain components that do not alter the 

strain energy in the material. Stiffness, defined as the stress increment divided by the total strain 

increment, is therefore reduced as a result of such non-elastic processes. These non-elastic processes 

and the corresponding non-elastic strain components depend strongly on the stress path and the stress 

history. For simplicity, we shall here assume that these processes can be illustrated by activation of 

sliding cracks, and crushing of asperities at grain contacts (Stroisz and Fjær 2012). Clearly, this 

simplification implies that we allow for a rather wide definition of cracks and grain contacts. As 

explained by Walsh (1965) (see also Moss and Gupta 1982; David et al. 2012), a closed crack will 

slide as the shear stress across the cracks surface exceeds the static friction, but will remain locked as 

long as the shear stress does not reach this limit. This implies that a negative stress increment may also 

activate crack sliding, but only when the increment is sufficiently large so that the shear stress across 

the crack exceeds the static friction in the opposite direction. Upon reloading, the static friction will 

again prevent sliding until the shear stress is sufficiently large. The small, oscillating shear stress 



amplitude induced by an elastic wave is not sufficient to activate a significant amount of such sliding 

cracks, hence the sliding processes mainly affect the static moduli. Walsh used this argument to 

establish a relation between the static and dynamic Young's moduli ( statE  and dynE , respectively): 
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Here, the crack contribution has been assembled in the parameter w  which is proportional to the 

density of sliding cracks (the exact expression for w  depends on the stress geometry, as shown by 

Walsh). In a stress path as illustrated in Figure 4 we may expect the following development in 

accordance with the arguments above: During initial loading, an increasing number of sliding cracks 

will be activated, hence w  will have a finite and growing value. When loading is reversed, all sliding 

cracks will be locked initially and gradually become activated as unloading proceeds, hence w  will 

drop to zero initially and slowly build up again as the unloading path is increasing. When reloading is 

initiated, all sliding cracks will be locked initially and gradually become activated as reloading 

proceeds, hence w  will again drop to zero initially and slowly build up as the reloading path is 

increasing. When the stress exceeds its previous peak value, potential sliding cracks that were close to 

become activated prior to the start of the unloading cycle will now be activated, as they would have 

been at the same stress level if the unloading cycle had been skipped. Hence, w  will continue along 

its initial loading path. According to equation (16), this produces a relationship between the static and 

dynamic moduli very similar to the observations shown in Figure 4. Since w  is a non-negative 

number, equation (16) states that stat dynE E≤ . This is probably the main reason why static stiffness is 

usually found to be smaller than dynamic stiffness. 

This example clearly demonstrates that the relationship between static and dynamic moduli depends 

strongly on the stress path and the stress history. The other non-elastic process mentioned above, 

crushing of asperities at grain contacts, has a similar effect on this relationship: The crushing process 

will be active, inducing a non-elastic strain component, during initial loading. During unloading and 



reloading, the process will be more or less absent, while it will return to its initial level when the stress 

increases beyond its historical peak value. 

Fjær (1999) presented a model describing how the non-elastic processes control the relations between 

static and dynamic moduli during initial loading on dry sandstone in triaxial test conditions. According 

to this model, the static and dynamic bulk moduli ( statK  and dynK , respectively) are related as 
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while the static and dynamic Young's moduli are related as 
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The non-elastic processes are described by the parameters rP , zP  and F . It was found that  
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The parameter F  depends on stress and strain as 
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where zε  and rε  are the axial and radial strain, respectively, and 0 z rε ε ε= −  at the start of the 

triaxial phase. ,  ,  g T Aε  and S  are constants. While rP  and zP  are mostly associated with crushing 

of grain contacts, F  is associated with sliding cracks. Note that for 0zP =  (negligible crushing at 

grain contacts), equations (18) and (16) coincide if F w↔  and 1F  . Unlike equation (16) 

however, equation (18) implicitly accounts for interactions between the sliding cracks, hence the 

expression may be applied for concentrations of sliding cracks even as high as for 1F = , where 

0statE = . The model may therefore be used to describe the relations between the static and dynamic 



moduli during the entire triaxial test, including the peak stress point. The predictions of this model are 

supported by experimental data and by discrete particle simulations (Li and Fjær 2012). The model 

was developed for sandstone with limited clay content. Later studies (Holt et al. 2012) have indicated 

that the model may also be applicable for shale.  

Based on the arguments of Walsh (1965), we may draw the conclusion that there will be a finite stress 

range at the start of an unloading path where the rock is fully elastic and the static and dynamic moduli 

are equal, since the shear stress across the cracks needs to be reversed and grow up to the static friction 

level in the opposite direction before sliding is initiated. Such a fully elastic range appears to be much 

smaller than any practical static loading path however. It is seen that the deviation between static and 

dynamic moduli associated with strain amplitude starts to grow immediately as the unloading path 

exceeds about 5⋅10-6, i.e. the typical amplitude of an elastic wave (Martin and Haupt 1994; Tutuncu et 

al. 1998; Lozovyi et al. 2017). Grain pack models (Duffy and Mindlin 1957; Stoll 1989; Nihei et al. 

2000) may offer an explanation for this. In this context, we may consider the contact area between two 

grains as a closed crack. When two spherical grains are pressed together by a normal force and then 

subjected to a shear load, there will be a region at the edge of the contact area where the shear stress is 

high while the normal stress is vanishing. Since the static friction is proportional to the normal stress, 

there will – theoretically – be areas where even the smallest alteration of the shear stress is sufficient 

to overcome the static friction and hence activate a non-elastic process. Clearly, the level of such 

activity will increase as the unloading continues.  

Based on observations, Fjær et al. (2011) concluded that the "non-elastic compliance", defined as the 

difference between corresponding static and dynamic compliances, appears to increase linearly with 

decreasing stress during unloading. For instance, the non-elastic compliance associated with the plane 

wave modulus H  is a linear function of stress during unloading (Figure 5): 
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*
zσ  is the axial stress at the start of the unloading sequence, and a and b are constants. The linear 

relationship may extend for several tens of MPa below *
zσ  (Stroisz 2013). Lozovyi et al. (2017) on the 

other hand observed the same linear relationship for strain amplitudes as low as 5⋅10-6, i.e. within the 

range of elastic waves. Thus, the constant b represents the difference between statH  and dynH  for all 

other causes than the strain amplitude, at *
z zσ σ= .  

According to equation (21), the difference between static and dynamic moduli, as measured during 

unloading-reloading cycles, will increase with increasing amplitude of the cycles. This is in 

accordance with observations (Plona and Cook 1995). The constant a is found to decrease with 

increasing *
zσ  (Fjær, Holt and Stroisz 2015), in qualitative agreement with the relationship  
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which can be derived from the grain pack model (Stoll 1989; Nihei et al. 2000). This model does not 

predict a linear relationship as expressed by equation (21) however.  

An important conclusion from these observations is that the ratio between corresponding static and 

dynamic moduli is a function of stress state as well as stress history. Thus, presenting this ratio as a 

simple number only makes sense if it is linked to a specific stress state and stress history.  

 

7  COMBINED EFFECTS 

The previous chapters describe how individual mechanisms and effects may induce differences 

between static and dynamic moduli. Quite often, two or more of these effects may be in play together. 

Analysis of such a situation is generally complicated, as the various effects can be coupled. However, 

as a start, it may be helpful to approach the problem step by step, adding one effect at the time while 

keeping track of the type of deformation reached in each step.  



Consider as an example a situation where a fully saturated rock sample undergoes drained hydrostatic 

loading beyond the previous peak stress level. The static bulk modulus is measured as the slope of the 

stress-strain curve and the dynamic bulk modulus is derived from ultrasonic waves. Starting with the 

dynamic modulus dynK , this modulus represents an undrained deformation with infinitely small strain 

amplitude and strain rate given by the dynamic frequency f. Equation (7) gives us the bulk modulus 

1K  corresponding to the static strain rate s  (still undrained, and with infinitely small strain 

amplitude): 
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where 0K  and K∞   represent undrained bulk modulus at zero and infinite strain rate, respectively, in 

the limit of zero strain amplitude. Further, equation (17) gives us the bulk modulus 2K  corresponding 

to the static strain amplitude during initial loading beyond the previous peak stress level (undrained, 

with strain rate s ): 
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Finally, the drained bulk modulus corresponding to the static strain rate and strain amplitude during 

initial loading beyond the previous peak stress, statK , can be derived by the help of equation (9): 
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If the rock is heterogeneous, for instance layered as discussed in chapter 4, each layer can usually be 

analyzed individually with respect to strain rate, strain amplitude and saturation. The properties of 



each layer may then be combined, in accordance with layer thickness relative to wavelength and static 

load, in order to account for the heterogeneities. Such a step by step approach may not always be 

possible however, as the different mechanisms can be coupled.  

Anisotropy is generally a complicating element, where the main challenge is to ensure that 

corresponding static and dynamic moduli can be compared, as described in chapter 5. However, each 

mechanism that can cause a difference between static and dynamic moduli may introduce a different 

symmetry, and this needs to be accounted for in each step of the analysis.  Note also that anisotropy is 

always due to heterogeneities on a scale smaller than the scale where it is observed. In a situation like 

the example given in chapter 4 (equation (12)), the heterogeneities not only introduce a difference in 

magnitude between static and dynamic moduli, but they also induce an additional element of 

anisotropy which is different for the two types of moduli, since the static scale is larger than the 

heterogeneities while the dynamic scale is smaller.   

 

8  APPLICATIONS 

Knowledge about the relations between static and dynamic moduli provide some useful tools for 

analysis and prediction of rock behavior. A couple of examples are given here.  

8.1 Dispersion 

Interpretation of time lapse seismic data can be challenging, but the value of such data can be largely 

enhanced if the stress dependency of the seismic velocities is known. Laboratory measurements on 

core plugs may reveal this stress dependency. However, measurements at ultrasonic frequencies have 

limited value unless the dispersion in the range from seismic to ultrasonic frequencies is known. 

Valuable information may be obtained from measurements of dynamic Young's modulus and 

Poisson's ratio at seismic frequencies (Spencer 1981; Duranti, Ewy and Hofmann 2005; Batzle, Han 

and Hofmann 2006; Szewczyk, Bauer and Holt 2016), however such measurements are complicated 



and require special equipment, and has only been reported by a few laboratories. Anisotropy is also a 

challenge for the interpretation.  

The "static" strain rate of a standard laboratory test is typically in the order of 1 Hz (Fjær, Stroisz and 

Holt 2013). This offers a possibility for estimation of dispersion between seismic and ultrasonic 

frequencies, by comparing static and dynamic moduli. Such a utilization of the test data requires 

however, that strain rate can be isolated as the only cause for the difference between static and 

dynamic moduli. The main obstacle for achieving this is the strain amplitude, since standard 

measurements of the static modulus (equation (14)) require a strain amplitude that is orders of 

magnitude larger than the amplitude of the elastic wave. However, the strain amplitude effect can be 

eliminated as follows: By measuring static and dynamic moduli over a suitable stress interval during 

unloading, and matching the data to equation (21), it is possible to identify the parameter b by 

extrapolating the straight line to the start of the unloading path. This procedure allows us to eliminate 

the strain amplitude effect, as the parameter b represents the difference between static and dynamic 

moduli at the start of the unloading sequence, for all other causes than strain amplitude. If impact from 

saturation, heterogeneities and anisotropy have also been eliminated, as discussed above, the static 

modulus at the start of the unloading sequence and the dynamic modulus at seismic frequencies are 

equal (within reasonable limits of accuracy). Thus, the seismic velocity ,P seisV  can be derived from the 

ultrasonic velocity ,P ultraV  as (Fjær, Stroisz and Holt 2013): 
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This "zero strain extrapolation" method may be used to estimate dispersion at specific points along the 

stress path, using only standard rock mechanical test equipment. Bauer et al. (2016) demonstrated that 

the method yields results in good agreement with low frequency measurements of dynamic Young's 

modulus.  

8.2 Strength and static stiffness from dynamic measurements 



Several field operations, like for instance sand prediction, hydraulic fracturing, evaluation of borehole 

stability or reservoir compaction, require estimates of strength and stiffness in areas where only logs or 

seismic data are available. A quantitative model describing the relations between static and dynamic 

moduli has the potential to bridge this gap between available and requested information.  

Numerous empirical models have been introduced for this purpose (for instance: King 1983, Eissa and 

Kazi 1988, Jizba and Nur 1990, Yale and Jamieson 1994, Lacy 1997, Olsen, Christensen and Fabricius 

2008, Zoveidavianpoor 2017). Such models may be useful for a specific purpose within a given area, 

however they may also be misleading if they are applied for other purposes or in other areas. A major 

drawback with such models is that they state that the ratio between a static and the corresponding 

dynamic modulus is a single number. This is not only misleading, it also suppresses useful 

information. Whereas for instance the dynamic Young's modulus may have a fairly low sensitivity to 

stress state and stress path, the static modulus can vary a lot – possibly in the entire range between 

zero and the dynamic value (Fjær 2009). Thus, providing a single estimate of a static modulus on the 

basis of an empirical correlation with the dynamic modulus is not enough; also, the context in which 

the static modulus is going to be applied must be taken into account, as the relevant value can vary so 

much.    

Application of equations (17) - (20), which are covering initial loading in a triaxial test geometry, is an 

example of a more detailed and thorough approach. In combination with a model for stress dependent 

wave velocities, these equations make a constitutive model for rock mechanical behavior during an 

entire triaxial test. A tool for estimation of strength and stiffness based on wireline logs has been based 

on this model (Raaen et al. 1996; Woehrl et al. 2010). The tool works as follows: log data from a 

given position is used to calibrate the model (i.e. values for the model parameters ,  gA ε  etc. are 

estimated on the basis of the log data, using empirical correlations). The calibrated model is used to 

simulate a standard rock mechanical test on a fictitious core sample from this position, yielding both 

strength and stiffness in the same way as a real test. As this test is only a numerical simulation, it can 

be repeated several times with different confining pressures, thus also providing an estimate for the 

friction angle.      



 

9  CONCLUSIONS 

Static and dynamic moduli of rocks are generally different, for a number of potential reasons: different 

strain rates, different drainage conditions, different strain amplitudes, and spatial variations in rock 

properties. Relations between the static and dynamic moduli are complex, and meaningful comparison 

requires precise description of several conditions, in particular saturation and drainage conditions, 

dynamic frequency and static strain rate, and stress state and stress history. In addition, the rock 

volumes involved must be representative, and anisotropy must be properly accounted for.  

In order to study each of the various mechanisms causing differences between static and dynamic 

moduli, the other effects need to be eliminated through careful design and execution of tests. 

Elimination of the strain amplitude effect is particularly challenging, since measurements of static 

stiffness usually requires strain amplitudes several orders of magnitude larger than the dynamic 

amplitudes. However, utilization of the linear relationship between non-elastic compliance and stress 

during unloading makes it possible to eliminate also this effect, by extrapolation to zero strain 

amplitude.  

Mathematical models, allowing for quantitative description with reasonable precision, are available for 

each of the mechanisms. These models may be useful for analysis of rock behavior. Given proper 

calibration, they may also be used for prediction of rock behavior, and for estimation of static 

properties based on dynamic data, which can be particularly useful in field situations where only 

dynamic data are available. Conversely, static measurements may be used to estimate seismic 

velocities, which can be useful for evaluation of dispersion in the range between seismic and 

ultrasonic frequencies.  
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Figure captions 

Figure 1 Typical frequencies and strain rates for common wave types. The arrow indicate the 

strain rate of a typical rock mechanical laboratory test. 

Figure 2 Ratio between corresponding moduli for drained and undrained rock, according to the 

Biot-Gassmann theory. The frame moduli are assumed to depend on porosity 

according to the empirical model of Murphy, Reischer and Hsu (1993) for sandstone. 

Figure 3 Test conditions allowing to compare directly static and dynamic modulus. 

Figure 4 Ratio between static and dynamic uniaxial compaction modulus along a loading-

unloading-reloading stress path. 

Figure 5 Non-elastic compliance HS  versus axial stress zσ , from an unloading sequence 

starting at *
zσ  in a tests on a dry sandstone. 
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