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1 Introduction

The Schrödinger equation

i~
∂

∂t
ψ(~r, t) = Hψ(~r, t) ,

where ~ is the Planck’s constant, H = − ~
2µ
∇2 +U(~r, t) the Hamiltonian operator, ψ(~r, t) the

wave function of the variables ~r (spacial) and t (time), and ∇2 the Laplace operator, describes
the physical states of a particle or of a system, where U(~r, t) and µ represents the potential
energy and mass, respectively.

In the particular case where the potential U is time independent, one may write

Ψ(~r, t) = ψ(~r)e−i E
~ t , (1.1)

where the time independent wave function ψ(~r) is such that

Hψ(~r) =
(
− ~

2µ
∇2 + U

)
ψ(~r) = Eψ(~r) , (1.2)
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which means that the sum of the kinetic energy with the potential energy coincides with the
total energy E . Hence, the energy E and the time independent wave function ψ(~r) are the
corresponding eigenvalues and eigenfunctions, respectively, of the equation (1.2). They define,
through (1.1), the wave function Ψ .

Numerous problems connected to the theory and applications of quantum and classic me-
chanics, correspond to potentials U which can be solved analytically [8, 17, 18, 20]. Its descrip-
tion by Schrödinger equation leads, in many situations, to a generalized differential equation of
hypergeometric type

u′′ +
τ̃(z)
σ(z)

u′ +
σ̃(z)
σ2(z)

u = 0 , (1.3)

where σ , σ̃ and τ̃ are polynomials such that deg[σ] ≤ 2 , deg[σ̃] ≤ 2 and deg[τ̃ ] ≤ 1 , which,
through a change of variables u(z) = φ(z)y(z) , can be transformed [27] into a more simpler
equation, known by equation of hypergeometric type

σ(z)y′′(z) + τ(z)y′(z) + λy(z) = 0, (1.4)

where σ and τ are polynomials of degree less or equal to two and one, respectively, and λ
is a constant. The solutions of (1.4) are known as hypergeometric type functions, being the
Bessel, Airy, Weber, Whittaker, Gauss, Kummer and the Hermite functions, as well as the
classic orthogonal polynomials, some of the most relevant examples. Numerous of its properties
can be found in [2, 13, 26, 27, 30, 34].

There exist many applications in modern physics that require the knowledge of the wave
functions of hydrogenlike atoms and the isotropic harmonic oscillators. They are important,
for instance, to find the corresponding matrix elements of several physical quantities (see e.g.
[25, 31] and references therein). Among several methods for generating such wave functions,
the so-called factorization method (see e.g. [19]) is particularly relevant (for more recent papers
see e.g. [6, 20, 24, 32]). Moreover, the ladder type operators and the recurrence relations for
these wave functions are useful for finding the transition probabilities and for the evaluation
of certain integrals [25, 31]. In order to obtain such recurrence relations, several authors have
developed different methods (see e.g. [9, 28, 29]). Most of them are based on the connection
of such functions with the classical Laguerre polynomials. A Laplace-transform-based method
has been developed recently [9, 33] but the calculation are cumbersome and requires inversion
formulas.

An unified approach for generating recurrence relations and ladder-type operators for the
N -th dimensional isotropic harmonic oscillators and the hydrogenlike atoms was presented in
[11]: it explores the connection between the radial wave functions and the classical Laguerre
polynomials together with a general theorem for the hypergeometric-type functions [27] that will
enable to obtain several new relations for these polynomials and therefore for the wave functions.
Its advantage, comparing to the others approach, it’s not only because it can be easily extended
to other exactly solvable models which involves hypergeometric functions or polynomials (see
e.g. [8]), but also because it is a constructive method: one chooses the values of the parameters
and one gets the corresponding coefficients. Using the same idea used to prove the above
mentioned general theorem, many authors [14, 15, 35, 36] derived new recurrence relations for
the hypergeometric polynomials and functions, i.e., the solutions of the second order differential
equation (1.4).
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In some of the most important applications, as the one that describes the hydrogen atom
and the one of the isotropic harmonic oscillator, equation (1.2) can be solved by changing from
cartesian ~r ≡ (x, y, z) to spherical coordinates ~r ≡ (r, θ, φ), admitting valid the separation of
variables ψ(r, θ, φ) = R(r)Y (θ, φ). We then get two differential equations of type (1.3), one
for R(r) (the radial part) and the other for Y (θ, φ) (the angular part), which, after being
transformed into equation (1.4), admits polynomial solutions (classic orthogonal polynomials)
[27, 33].

Here, we will apply the above mentioned technique to generate several new ladder type
operators and recurrence relations for the radial wave functions of the hydrogen atom and the
isotropic harmonic oscillator. With one exception for the theorems 3.1, 3.2, 4.1 and 4.2, all
the recurrence relations and ladder-type operators of sections 3 and 4 are original and are not
published elsewhere.

The structure of the paper is as follows: In section 2 the needed results and notations from
the special function theory are introduced. In section 3 the isotropic harmonic oscillator is
introduced and several recurrence and ladder-type relations are obtained. Similar results for the
hydrogenlike atoms is presented in section 4. Finally, relevant references are quoted.

2 Preliminaries

In this section we deal with the hypergeometric functions yν , which are solutions of the hyper-
geometric type differential equation (1.4), where ν is such that λ = −ντ ′ − ν(ν − 1)σ′′/2. This
functions yν have the form [27]

y(z) = yν(z) =
Cν

ρ(z)

∫
C

σν(s)ρ(s)
(s− z)ν+1

ds, (2.1)

where ρ is a solution of the Pearson equation (σρ)′ = τρ, σ and τ do not depend on ν, C is a
contour in the complex plane such that its end points s1 and s2 satisfy the condition

σν+1(s)ρ(s)
(s− z)ν+2

∣∣∣∣∣
s2

s1

= 0, (2.2)

and Cν is a normalizing factor.

For the hypergeometric functions yν the following theorem holds [27, page 18]:

Theorem 2.1 Let y(ki)
νi (z), i = 1, 2, 3, be any three derivatives of order ki of the functions of

hypergeometric type being νi − νj an integer and such that

σν0+1(s)ρ(s)
(s− z)µ0

sm

∣∣∣∣∣
s2

s1

= 0 , m = 0, 1, 2, . . . ,

where ν0 denotes the index νi with minimal real part and µ0 the one with maximal real part.
Then, there exist three non vanishing polynomials Bi(z), i = 1, 2, 3, such that

3∑
i=1

Bi(z)y(ki)
νi

(z) = 0. (2.3)
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A special case of these functions are the polynomials of hypergeometric type, i.e., the poly-
nomial solutions of the equation (1.4). They are defined by [27]

pn(z) =
Cn

ρ(z)

∮
σn(s)ρ(s)
(s− z)n+1

ds , n = 0, 1, 2, . . . ,

i.e., the same function yν of the expression (2.1) but the contour C is closed and ν is a non-
negative integer. Notice that, in this case, the condition (2.2) is automatically fulfilled, so the
Theorem 2.1 holds for any family of polynomials of hypergeometric type. Notice also that The-
orem 2.1 assures the existence of the non vanishing polynomials in (2.3) and its proof suggests a
method to follow but it requires the computation of the polynomials coefficients Bi, i = 1, 2, 3.
In general, it is not easy to find explicit expressions for these polynomials Bi but, in some cases
[10, 14, 15, 16, 35, 36], these coefficients are obtained explicitly in terms of the coefficients of
the polynomials σ and τ in (1.4).

An example of such polynomials are the Laguerre polynomials Lα
n defined by the hypergeo-

metric series

Lα
n(x) =

(α+ 1)n

n! 1F1

(
−n
α+ 1

∣∣∣x) =
(α+ 1)n

n!

n∑
k=0

(−n)k

(α+ 1)k

xk

k!
,

(a)0 := 1, (a)k := a(a+ 1)(a+ 2) · · · (a+ k − 1), k = 1, 2, 3, . . . .

These polynomials satisfy the following recurrence and differential-recurrence relations useful in
the next sections (see e.g. [1, 27, 34])

d

dx
Lα

n(x) = −Lα+1
n−1(x), (2.4)

x
d

dx
Lα

n(x) = nLα
n(x)− (n+ α)Lα

n−1(x) = (n+ 1)Lα
n+1(x)− (n+ α+ 1− x)Lα

n(x), (2.5)

xLα+1
n (x) = (n+ α+ 1)Lα

n(x)− (n+ 1)Lα
n+1(x), (2.6)

xLα+1
n (x) = (n+ α)Lα

n−1(x)− (n− x)Lα
n(x), (2.7)

Lα−1
n (x) = Lα

n(x)− Lα
n−1(x), (2.8)

(n+ 1)Lα
n+1(x)− (2n+ α+ 1− x)Lα

n(x) + (n+ α)Lα
n−1(x) = 0. (2.9)

Other instances of hypergeometric polynomials are the Jacobi, Bessel and Hermite polyno-
mials [12, 27, 34].

3 Radial wave functions of the isotropic harmonic oscillator

TheN -dimensional isotropic harmonic oscillator (I.H.O.) is described by the Shrödinger equation

(
−∆ +

1
2
λ2r2

)
Ψ = EΨ, ∆ =

n∑
k=1

∂

∂xk
, r =

√√√√ n∑
k=1

x2
k .
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For solving it one uses the method of separation of variables that leads to a solution of the form
Ψ = R

(N)
nl (r)Ylm(ΩN ), where R(N)

nl (r) is the radial part, usually called the radial wave functions,
defined by (see e.g. [7, 9])

R
(N)
nl (r) = N (N)

nl rle−
1
2
λr2
L

l+N
2
−1

n (λr2), N (N)
nl =

√√√√ 2n!λl+N
2

Γ
(
n+ l + N

2

) , (3.1)

being n = 0, 1, 2, . . . and l = 0, 1, 2, . . . , the quantum numbers, and N ≥ 3 the dimension of the
space. The angular part Ylm(ΩN ) are the so-called Nth-spherical or hyperspherical harmonics
[7, 26]. In the following, we will assume that the parameters n, l, N are nonnegative integers.

3.1 Recurrence relations for the I.H.O. radial wave functions

The next theorem establishes a general recurrence relation for three different radial wave func-
tions of the N -th dimensional isotropic harmonic oscillator.

Theorem 3.1 Let R(N)
nl (r), R(N)

n+n1,l+l1
(r) and R(N)

n+n2,l+l2
(r) be three different radial wave func-

tions of the N -th dimensional isotropic harmonic oscillator, were n1 , n2 and l1 , l2 are integers
such that min (n+ n1, n+ n2, l + l1, l + l2) ≥ 0. Then, there exist non-vanishing polynomials in
r, A0, A1, and A2, such that

A0R
(N)
n,l (r) +A1R

(N)
n+n1,l+l1

(r) +A2R
(N)
n+n2,l+l2

(r) = 0. (3.2)

Its proof can be found in [11] and a crucial relation [11, formula (3.7), page 2058] to find explicitly
the polynomials coefficients A0, A1 and A2 corresponding to a given choice of the parameters
n1, n2, l1 and l2, is

C0L
l+N

2
−1

n (s) + C1L
(l+l1)+N

2
−1

n+n1
(s) + C2L

(l+l2)+N
2
−1

n+n2
(s) = 0, (3.3)

where s = λr2. Then, after the constants Ci, i = 0, 1, 2, are determined, relation (3.2) is fulfilled
with

A0 =
(
N (N)

n,l

)−1
C0r

l1+l2 , A1 =
(
N (N)

n+n1,l+l1

)−1
C1r

l2 , A2 =
(
N (N)

n+n2,l+l2

)−1
C2r

l1 . (3.4)

In general, it is not easy to obtain the coefficients Ci in (3.3). Nevertheless, combining
in a certain way the properties (2.4)–(2.9) they can be easily identified. We’ll show how this
technique works in the following examples. The idea is as follows: one should first decide which
values of n1, n2, l1 and l2 in (3.2) one wants to consider. Then, combining in a certain way
Eqs. (2.4)–(2.9), one transforms (3.3) into one of the formulas (2.4)–(2.9) or in a sum of linearly
independent Laguerre polynomials from where the unknown coefficients easily follow.
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• Case n1 = −1, l1 = 0, n2 = 2, l2 = 0.

The radial wave functions of the isotropic harmonic oscillator satisfy the following three term
recurrence relation:√

n
(
n+ l + N

2 − 1
) (

2n+ l + N
2 + 2− λr2

)
R

(N)
n−1,l(r)+[

(n+ 1)
(
n+ l + N

2

)
−
(
2n+ l + N

2 − λr2
) (

2n+ l + N
2 + 2− λr2

) ]
R

(N)
n,l (r)+√

(n+ 1)(n+ 2)
(
n+ l + N

2

) (
n+ l + 1 + N

2

)
R

(N)
n+2,l(r) = 0.

(3.5)

Proof. Considering n1 = −1, n2 = 2, l1 = l2 = 0 and α = l + N
2 − 1 then (3.3) becomes

C0L
α
n(s) + C1L

α
n−1(s) + C2L

α
n+2(s) = 0.

From (2.9) we may write

Lα
n+2(s) =

2n+ α+ 3− s

n+ 2
Lα

n+1(s)−
n+ 1 + α

n+ 2
Lα

n(s),

which enable us to transform the above equation into

2n+ α+ 3− s

n+ 2
C2L

α
n+1(s) +

(
C0 −

n+ 1 + α

n+ 2
C2

)
Lα

n(s) + C1L
α
n−1(s) = 0.

Comparing with relation (2.9) one gets a solution

C0 = (n+ 1)(n+ α+ 1)− (2n+ α+ 1− s)(2n+ α+ 3− s),

C1 = (n+ α)(2n+ α+ 3− s), C2 = (n+ 1)(n+ 2).

Introducing this expressions into (3.4) and using (3.1) gives

A0 =

√
Γ
(
n+l+ N

2

)
2n!λl+N

2

[
(n+1)

(
n+l+

N

2

)
−
(

2n+l+
N

2
−λr2

)(
2n+l+

N

2
+2−λr2

)]
,

A1 =

√√√√Γ
(
n− 1 + l + N

2

)
2(n− 1)!λl+N

2

[(
n+ l +

N

2
− 1
)(

2n+ l +
N

2
+ 2− λr2

)]
,

A2 =

√√√√Γ
(
n+ 2 + l + N

2

)
2(n+ 2)!λl+N

2

(n+ 1)(n+ 2),

which, through (3.2), proves (3.5). �
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In a similar way, by using formula (2.9), one can prove the following case.

• Case n1 = −2, l1 = 0, n2 = 1, l2 = 0.√
n(n− 1)

(
n+ l + N

2 − 1
) (
n+ l + N

2 − 2
)
R

(N)
n−2,l(r)+[

n
(
n+ l + N

2 − 1
)
−
(
2n+ l + N

2 − λr2
) (

2n+ l + N
2 − 2− λr2

) ]
R

(N)
n,l (r)+√

(n+ 1)
(
n+ l + N

2

) (
2n+ l + N

2 − 2− λr2
)
R

(N)
n+1,l(r) = 0.

• Case n1 = 0, l1 = −2, n2 = 0, l2 = 2.

λr2
√(

n+ l + N
2 − 2

) (
n+ l + N

2 − 1
) (
l + N

2 + λr2
)
R

(N)
n,l−2(r)−{(

l+ N
2 −2+λr2

)[(
n−λr2

)2−n(n+l+ N
2

)]
−
(
n+l+ N

2 −1
)(
l+ N

2 −2
)(
l+ N

2 +λr2
)}
R

(N)
n,l (r)+

+λr2
√(

n+l+ N
2

) (
n+l+ N

2 +1
) (
l+ N

2 −2+λr2
)
R

(N)
n,l+2(r) = 0.

(3.6)
Proof. In this case (3.3) becomes

C0L
α
n(s) + C1L

α−2
n (s) + C2L

α+2
n (s) = 0, (3.7)

where α = l + N
2 − 1.

On one hand, using twice (2.8) and (2.9) we have

Lα−2
n (s) =

α− 1
n+ α− 1

Lα
n(s) +

1− α− s

n+ α− 1
Lα

n−1(s). (3.8)

On the other hand, using twice (2.7) we may write

Lα+2
n (s) =

n+ α+ 1
s

Lα+1
n−1(s) +

(n+ α)(s− n)
s2

Lα
n−1(s) +

(n− s)2

s2
Lα

n(s). (3.9)

Hence, introducing (3.8) and (3.9) into equation (3.7) it results

n+α+1
s C2 L

α+1
n−1(s) = −

(
C0 + α−1

n+α−1 C1 + (n−s)2

s2 C2

)
Lα

n(s)−(
1−α−s
n+α−1 C1 + (n+α)(s−n)

s2 C2

)
Lα

n−1(s).
(3.10)

Using (2.4) in the left member of (3.10) and comparing the resulting equation with (2.5) one is
able to compute the coefficients

C0 = (1− α− s)(s2 − 2ns− αn− n)− (α− 1)(n+ α)(α+ 1 + s),

C1 = (n+ α)(n+ α− 1)(α+ 1 + s), C2 = −(1− α− s)s2.

Introducing the corresponding expressions into (3.4), one gets the coefficients A0, A1 and A2.
Using this last ones in (3.2) it results, after some simplifications, (3.6).

�
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• Case n1 = 0, l1 = −1, n2 = 0, l2 = 2.

√
λ
(
n+ l + N

2 − 1
) (
λr2 + l + N

2

)
rR

(N)
n,l−1(r)−[

λ2r4 +
(
l + N

2 − 1− n
)
λr2 +

(
l + N

2 − 1
) (
l + N

2

) ]
R

(N)
n,l (r)+√(

n+ l + N
2

) (
n+ l + N

2 + 1
)
λr2R

(N)
n,l+2(r) = 0.

(3.11)

Proof. Considering n1 = 0, l1 = −1, n2 = 0 and l2 = 2 in (3.3) one gets

C0L
α
n(s) + C1L

α−1
n (s) + C2L

α+2
n (s) = 0,

where α = l + N
2 − 1. From (2.6) and (2.8) we may write

n+α+1
s C2L

α+1
n−1(s) =

(
−C0 − C1 − (n−s)2

s2 C2

)
Lα

n(s) +
(
C1 + (n+α)(n−s)

s2 C2

)
Lα

n−1(s),

hence, in a similar way to the preceding case, first using (2.4) and then comparing with (2.5),
one may consider the solution

C0 = s2 + (α− n)s+ α(α+ 1) , C1 = −(n+ α)(s+ α+ 1) , C2 = −s2 . (3.12)

Computing the coefficients A0, A1 and A2 in (3.4), substituting in (3.2) and simplifying the
resulting equation one gets (3.11).

�

Remark 3.1 We notice that the way to find C0, C1 and C2 is not unique. For instance, one
could have make use of (2.6) in the left member of (3.12), in order to obtain a linear combination
of two linearly independent polynomials Lα

n(s) and Lα
n−1(s),(

n(n+α+1)−(n−s)2

s2 C2 − C0 − C1

)
Lα

n(s) +
(
C1 − (n+α)(α+1+s)

s2 C2

)
Lα

n−1(s) = 0,

from which we may obtain the same solution (3.12).
The following cases can be proved by a similar reasoning.

• Case n1 = 0, l1 = 1, n2 = 0, l2 = −2.√(
n+ l + N

2 − 1
) (
n+ l + N

2 − 2
)
λr2R

(N)
n,l−2(r)+[(

2− l − N
2

) (
n+ l + N

2 − 1
)

+ (n− λr2)
(
λr2 + l + N

2 − 2
)]
R

(N)
nl (r)+√

λ
(
n+ l + N

2

) (
λr2 + l + N

2 − 2
)
rR

(N)
n,l+1(r) = 0.

8
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• Caso n1 = −1, l1 = −1, n2 = 2, l2 = 0.√
λn
(
n+ l + N

2 − 1
) (
n+ l + N

2 − 2
) (

2n+ l + N
2 + 2− λr2

)
rR

(N)
n−1,l−1(r)+[ (

n+ l + N
2 − 1

)
(n+ 1)(λr2 − n)− n

(
n+ l + N

2 − 1
) (

2n+ l + N
2 + 2− λr2

)
−(

2n+ l + N
2 − λr2

) (
2n+ l + N

2 + 2− λr2
)
(λr2 − n)

]
R

(N)
n,l (r)+√

(n+ 1)(n+ 2)
(
n+ l + N

2

) (
n+ l + N

2 + 1
)
AUI(λr2 − n)R(N)

n+2,l(r) = 0.

• Caso n1 = −1, l1 = −1, n2 = 1, l2 = −1.√
λn
(
n+ l + N

2 − 1
) (
n+ l + N

2 − 2
)
R

(N)
n−1,l−1(r) + λr

(
λr2 − l − N

2 − 2n+ 1
)
R

(N)
n,l (r)+√

λ(n+ 1)(λr2 − n)R(N)
n+1,l−1(r) = 0.

• Caso n1 = −1, l1 = 0, n2 = 2, l2 = −2.√
n
(
n+ l + N

2 − 1
) (
l + N

2 − 2− λr2
)
R

(N)
n−1,l(r)+[

(n+ 1)
(
l + N

2 − 2
)
−
(
2n+ l + N

2 − λr2
) (
l + N

2 − 2− λr2
) ]
R

(N)
n,l (r)+√

(n+ 1)(n+ 2)λr2R(N)
n+2,l−2(r) = 0.

• Caso n1 = −1, l1 = 0, n2 = 0, l2 = 2.√
n
(
n+ l + N

2 − 1
) (
l + N

2 + λr2
)
R

(N)
n−1,l(r) +

[
λ2r4 − 2λnr2 − (l + N

2 )n
]
R

(N)
n,l (r)−√(

n+ l + N
2

) (
l + n+ N

2 + 1
)
λr2R

(N)
n,l+2(r) = 0.

• Caso n1 = 1, l1 = 0, n2 = 0, l2 = 2.

(
n+ l + N

2

) (
l + N

2

)
R

(N)
n,l (r)−

√(
l + N

2 + n
) (
l + N

2 + n+ 1
)
λr2R

(N)
n,l+2(r)−√

(n+ 1)
(
n+ l + N

2

) (
l + N

2 + λr2
)
R

(N)
n+1,l(r) = 0.

3.2 Ladder-type relations for the I.H.O. radial wave functions

The next theorem establishes a linear relation with polynomials coefficients, involving two radial
wave functions of the I.H.O. and the derivative of one of them. Some of these relations will define
the so-called ladder operators for the radial wave functions and have important applications in
the so-called factorization method (see e.g. [6, 19, 20, 25, 32]).

9
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Theorem 3.2 Let R(N)
n,l (r) and R

(N)
n+n1,l+l1

(r) be two radial functions of the N -th dimensional
isotropic harmonic oscillator and let min (n+ n1, l + l1) ≥ 0 and (n1)2 + (l1)2 6= 0, where n1

and l1 are integers. Then, there exist not vanishing polynomials in r, A0, A1, and A2, such that

A0R
(N)
n,l (r) +A1

d

d r
R

(N)
n,l (r) +A2R

(N)
n+n1,l+l1

(r) = 0. (3.13)

Its proof can be found in [11] and the fundamental relation to find the relation (3.13) that
corresponds to a certain choice of the parameters n1 and l1 is the following:

B0L
α
n(s) +B1L

α+1
n−1(s) +B2L

α+l1
n+n1

(s) = 0, (3.14)

where s = λr2, α = l + N
2 − 1 and the coefficients B0, B1, B2 are non-vanishing polynomials.

Then, [
B1

d

dr
+ λr (B1 − 2B0)−B1

l

r

]
R

(N)
nl (r) = 2λB2

N (N)
n,l

N (N)
n+n1,l+l1

r1−l1R
(N)
n+n1,l+l1

(r) (3.15)

is the equivalent operator form of equation (3.13).
By presenting some examples, we will show how one can obtain ladder-type relations for the

radial wave function R
(N)
n,l (r) of the I.H.O.. Again, we have only an existing theorem but its

proof suggests partially the way. We proceed as follows: first, one fixes the relation (3.13) by
choosing the values of the parameters n1 and l1. Then, after we introduce this parameters into
(3.14), we combine in a certain way Eqs. (2.4)–(2.9) in order to transform (3.14) into one of
the formulas (2.4)–(2.9) or in a sum of linearly independent Laguerre polynomials and solve the
resulting equations for the unknown coefficients.

• Case n1 = −2, l1 = 2.[(
λr2 − l − N

2

)(
d

dr
+ λr − l

r

)
− 2λnr

]
R

(r)
n,l(r) = 2λr

√
n(n− 1)R(N)

n−2,l+2(r). (3.16)

Proof. Substituting n1 = −2 and l1 = 2 in (3.14) one gets

B0L
α
n(s) +B1L

α+1
n−1(s) +B2L

α+2
n−2(s) = 0. (3.17)

Using (2.6) and (2.8) in (3.17) it becomes

B0L
α+1
n (s) +

(
−B0 +B1 −

n− 1
s

B2

)
Lα+1

n−1(s) +
(
n+ α

s
B2

)
Lα+1

n−2(s) = 0.

Comparing with (2.9) we may consider

B0 = n, B1 = s− α− 1, B2 = s.

Then, (3.16) follows by introducing the above coefficients, together with n1 = −2 and l1 = 2,
into (3.15) and using, as well, (3.1). �

The proof of the next cases of this section are similar to the previous ones so we will omit it.

10
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• Caso n1 = 0, l1 = 2

[ (
λr2+l+ N

2

) (
d
dr +λr− l

r

)
+2λr(r2−n)

]
R

(r)
n,l(r) = −2λr

√(
n+l+ N

2

) (
n+l+ N

2 +1
)
R

(N)
n,l+2(r).

• n1 = 2, l1 = −1.[
1
2

(
n+ l + N

2 − λr2
) (

d
dr −

l−λr2

r

)
− (n+1)(n+l+N

2 )+(n+l+N
2
−λr2)2

r

]
R

(N)
n,l (r) =√

λ(n+ 1)(n+ 2)
(
n+ l + N

2

)
R

(N)
n+2,l−1(r).

• n1 = 2, l1 = −2.

[(
l + N

2 − 2− λr2
)(

1
2

(
d
dr + λr − l

r

)
− n+l+N

2
−λr2

λr2

)
− (n+1)(l+N

2
−2)

r

]
R

(N)
n,l (r) =

λ
√

(n+ 1)(n+ 2)R(N)
n+2,l−2(r).

4 Radial wave functions for the Hydrogen atom.

In this section we will provide a similar study for the N−dimensional Hydrogen atom described
by the Shrödinger equation

(
−∆− 1

r

)
Ψ = EΨ, ∆ =

n∑
k=1

∂

∂xk
, r =

√√√√ n∑
k=1

x2
k.

The solution is given by Ψ = R
(N)
nl (r)Ylm(ΩN ), where the radial part R(N)

nl (r) is defined by [5, 21]

R
(N)
nl (r) = N (N)

n,l

(
r

n+ N
2 −

3
2

)l

exp

(
− r

2
(
n+ N

2 −
3
2

))L2l+N−2
n−l−1

(
r

n+ N
2 −

3
2

)
.

Here n = 0, 1, 2, . . . and l = 0, 1, 2, . . . are the quantum numbers, N ≥ 3 is the dimension of the
space, and the normalizing constant N (N)

n,l is

N (N)
n,l =

√
(n− l − 1)!

(n+ l +N − 3)!
2(

n+ N−3
2

)2 . (4.1)

As before, Ylm(ΩN ) denotes the hyperspherical harmonics.

Here it is important to notice that the Laguerre polynomials that appear in the expression
of the radial wave functions are not the classical ones Lα

n(x) in the sense that the parameter

11
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α as well as the variable x depend on the degree of the polynomials, n. Nevertheless, the
algebraic properties of the classical Laguerre polynomials (2.4)–(2.9) can be used for deriving
the algebraic relations of the radial wave functions as we will show in this section. When
the parameters of the classical polynomials depend on n, the polynomials are orthogonal with
respect to a variant weights [22, 23]. Using the theory of these variant classical polynomials the
same recurrence relations can be derived as it is shown in [37]. For more details on this varying
classical polynomials we refer the reader to the aforesaid works [22, 23, 37].

4.1 Recurrence relations for the radial wave functions of the Hydrogen atom

We begin this subsection with a general theorem involving three different radial wave functions
of the Hydrogen atom. We notice that it’s only an existent theorem.

Theorem 4.1 Let the functions R
(N)
nl

[(
n+ N−3

2

)
r
]
, R

(N)
n+n1,l+l1

[(
n+ n1 + N−3

2

)
r
]

and

R
(N)
n+n2,l+l2

[(
n+ n2 + N−3

2

)
r
]
be three different radial wave functions of the N -th Hydrogen atom

and n1, n2 and l1, l2 integers such that min (n+ n1, n+ n2, l + l1, l + l2) ≥ 0. Then, there exist
non-vanishing polynomials in r, A0, A1, and A2, such that

A0R
(N)
nl

[(
n+ N−3

2

)
r
]
+A1R

(N)
n+n1,l+l1

[(
n+n1+ N−3

2

)
r
]
+A2R

(N)
n+n2,l+l2

[(
n+n2+ N−3

2

)
r
]

= 0.
(4.2)

Its proof can be found in [11]. The corresponding relations that we are going to use in order
to obtain the coefficients for the different choices of the parameters n1, n2, l1 and l2 are the
following:

A∗
0L

α
m(r) +A∗

1L
α+2l1
m+n1−l1

(r) +A∗
2L

α+2l2
m+n2−l2

(r) = 0, α = 2l +N − 2, m = n− l − 1, (4.3)

and

A∗
0

(
N (N)

n,l

)−1
R

(N)
nl

[(
n+ N−3

2

)
r
]
+A∗

1

(
N (N)

n+n1,l+l1

)−1
r−l1R

(N)
n+n1,l+l1

[(
n+ n1 + N−3

2

)
r
]
+

A∗
2

(
N (N)

n+n2,l+l2

)−1
r−l2R

(N)
n+n2,l+l2

[(
n+ n2 + N−3

2

)
r
]

= 0.
(4.4)

Relation (4.4) corresponds to (4.2) with

A0 = A∗
0

(
N (N)

n,l

)−1
rl1+l2 , A1 = A∗

1

(
N (N)

n+n1,l+l1

)−1
rl2 , A2 = A∗

2

(
N (N)

n+n2,l+l2

)−1
rl1 .

Next we are going to present some examples involving recurrence relations with the radial
wave functions of the Hydrogen atom. The technique works analogously to the corresponding
ones of the isotropic harmonic oscillator, since as we said before, the formulas (2.4)–(2.9) remain
valid for this Laguerre polynomials.

12
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• Case n1 = −1, l1 = 0, n2 = 2, l2 = 0.

[(n− l)(n+ l +N − 2)− (2n+N − 3− r)(2n+N − 1− r)]R(N)
n,l

[(
n+ N−3

2

)
r
]
+

√
(n+ l +N − 3)(n− l − 1)(2n+N − 1− r)

(
n+N−5

2

n+N−3
2

)2

R
(N)
n−1,l

[(
n+ N−5

2

)
r
]
+

+
√

(n+ l +N − 1)(n+ l +N − 2)(n− l)(n− l + 1)
(

n+N+1
2

n+N−3
2

)2

R
(N)
n+2,l

[(
n+ N+1

2

)
r
]

= 0.

(4.5)
Proof. Considering n1 = −1, l1 = 0, n2 = 2 and l2 = 0 in relation (4.3) one obtains

A∗
0L

α
m(r) +A∗

1L
α
m−1(r) +A∗

2L
α
m+2(r) = 0.

By (2.9) the previous equation may be written in the form

A∗
2L

α
m+2(r) +

(
−m+ 1
m+ α

A∗
1

)
Lα

m+1(r) +
(
A∗

0 +
2m+ α+ 1− r

m+ α
A∗

1

)
Lα

m(r) = 0,

which, again by (2.9), enables to write the solution

A∗
0 = (m+ 1)(m+ α+ 1)− (2m+ α+ 1− r)(2m+ α+ 3− r),
A∗

1 = (m+ α)(2m+ α+ 3− r), A∗
2 = (m+ 1)(m+ 2).

Introducing this expressions in (4.4), together with (4.1), one gets (4.5). �

The proof of next case is similar to the previous one so we will omit it.

• Case n1 = −2, l1 = 0, n2 = 1, l2 = 0.

[(n+ l +N − 3)(n− l − 1)− (2n+N − 3− r)(2n+N − 5− r)]R(N)
n,l

[(
n+ N−3

2

)
r
]
+

√
(n+ l +N − 3)(n+ l +N − 4)(n− l − 2)(n− l − 1)

(
n+N−7

2

n+N−3
2

)2

R
(N)
n−2,l

[(
n+ N−7

2

)
r
]
+

√
(n+ l +N − 2)(n− l) (2n+N − 5− r)

(
n+N+1

2

n+N−3
2

)2

R
(N)
n+1,l

[(
n+ N−1

2

)
r
]

= 0.

• Case n1 = −1, l1 = −1, n2 = 1, l2 = −1.

(2n+N − 3− r)rR(N)
n,l

[(
n+ N−3

2

)
r
]
+√

(n+ l +N − 3)(n+ l +N − 4)(r − 2l −N + 3)
(

n+N−5
2

n+N−3
2

)2

R
(N)
n−1,l−1

[(
n+ N−5

2

)
r
]
+√

(n− l + 1)(n− l)(2l +N − 3 + r)
(

n+N−1
2

n+N−3
2

)2

R
(N)
n+1,l−1

[(
n+ N−1

2

)
r
]

= 0.

(4.6)

13
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Proof. Considering n1 = −1, l1 = −1, n2 = 1 and l2 = −1 in (4.3) it follows

A∗
0L

α
m(z) +A∗

1L
α−2
m (z) +A∗

2L
α−2
m+2(z) = 0,

which, by (2.6), may be transformed into[
(m+ 1)(m+ 2)

r2
A∗

0 +A∗
2

]
Lα−2

m+2(z)−
2(m+ 1)(m+ α)

r2
A∗

0 L
α−2
m+1(z)+[

(m+ α)(m+ α− 1)
r2

A∗
0 +A∗

1

]
Lα−2

m (z) = 0.

Comparing with (2.9) we may write the solution

A∗
0 = (2m+ α+ 1− r)r2, A∗

1 = (m+ α)(m+ α− 1)(r − α+ 1),

A∗
2 = (m+ 2)(m+ 1)(α− 1 + r).

Introducing it in (4.4) and using (4.1) one gets (4.6).
�

The proof of next case is similar to the previous one so we will omit it.

• Case n1 = −2, l1 = 0, n2 = 2, l2 = 0[
(2n+N − 3− r)(2n+N − 5− r)(2n+N − 1− r) +

(n− l − 1)(n+ l +N − 3)(2n+N − 1− r) +

(n− l)(n+ l +N − 2)(2n+N − 5− r)
]
R

(N)
n,l

[(
n+ N−3

2

)
r
]
+

+
√

(n− l − 1)(n− l − 2)(n+ l +N − 3)(n+ l +N − 4)(2n+N − 1− r)×(
n+N−7

2

n+N−3
2

)2

R
(N)
n−2,l

[(
n+ N−7

2

)
r
]
+

√
(n− l − 1)(n− l − 2)(n+ l +N − 1)(n+ l +N − 2)×

(n− l)(n− l + 1)(2n+N − 5− r)
(

n+N+1
2

n+N−3
2

)2

R
(N)
n+2,l−1

[(
n+ N+1

2

)
r
]

= 0.

4.2 Ladder-type operators for the radial wave functions of the Hydrogen
atom

Now we will state for the N -th Hydrogen atom a general theorem for ladder-type operators.

Theorem 4.2 Let R(N)
nl

[(
n+ N−3

2

)
r
]
, and R

(N)
n+n1,l+l1

[(
n+ n1 + N−3

2

)
r
]

two different radial

wave functions of the N -th Hydrogen atom and d
drR

(N)
nl

[(
n+ N−3

2

)
r
]
, the first derivative with

14
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respect to r, where n1 and l1 are integers such that min (n+ n1, l + l1) ≥ 0, (n1)2 + (l1)2 6= 0.
Then, there exist not vanishing polynomials in r, A0, A1 and A2, such that

A0R
(N)
nl

[(
n+ N−3

2

)
r
]
+A1

d
drR

(N)
nl

[(
n+ N−3

2

)
r
]
+A2R

(N)
n+n1,l+l1

[(
n+ n1 + N−3

2

)
r
]

= 0.
(4.7)

The relevant identities of the corresponding proof [11] that are going to be used for the compu-
tation of the coefficients of the examples are

B0L
α
m(z) +B1L

α+1
m−1(z) +B2L

α+2l1
m+n1−l1

(z) = 0 (4.8)

where z = 2r
2n+N−3 , α = 2l +N − 2 , m = n− l − 1 , and

rl1

[
B1

(
d

dr
− l

r
+

1
2

)
−B0

]
R

(N)
nl

[(
n+ N−3

2

)
r
]

= B2

N (N)
n,l

N (N)
n+n1,l+l1

R
(N)
n+n1,l+l1

[(
n+n1+ N−3

2

)
r
]
.

(4.9)
Relation (4.9) is the corresponding operator form of equation (4.7). Again, it is easy to obtain
several ladder operators in n and l for the radial wave functions of the N -th Hydrogen atom.

• Case n1 = −2, l1 = 1{[
(n− l − 2)(n+ l +N − 3)−

(
n+ l +N − 3− 2r

2n+N − 3

)2]( d
dr
− l

r
+

1
2

)
−

(n− l − 1)
(
n+ l +N − 3− 2r

2n+N−3

)}
R

(N)
nl

[(
n+ N−3

2

)
r
]

= (4.10)

2

√
(n− l − 1)(n− l − 2)(n− l − 3)(n+ l +N − 3)

2n+N − 3

(
n+ N−7

2

n+ N−3
2

)2

R
(N)
n−2,l+1

[(
n+

N − 7
2

)
r

]
.

Proof. Considering n1 = −2 and l1 = 1 in formula (4.8) it results

B0L
α
m(z) +B1L

α+1
m−1(z) +B2L

α+2
m−3(z) = 0.

Using relation (2.8) for Lα
m, and relations (2.6) and (2.9) for Lα+2

m−3, one may write the above
equation in the form

B0L
α+1
m (z) +

(
B1 −B0 −

m− 1
z

B2

)
Lα+1

m−1(z) +
m+ α− z

z
B2L

α+1
m−2(z) = 0.

Comparing with (2.9), we may consider the solution

B0 = m(m+ α− z), B1 = (m− 1)(m+ α)− (m+ α− z)2, B2 = (m+ α)z,

which, together with (4.1), transform relation (4.9) into (4.10). �

The proof of the following case can be done in a similar way to the previous one.
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• Case n1 = 2 e l1 = 1.

1
2

{[(
2r

2n+N−3 − n+ l
)2
− (n− l)(n+ l +N − 1)

](
d
dr −

l
r + 1

2

)
−(

2r
2n+N−3 − 2n−N + 2

)(
2r

2n+N−3 − n+ l + 1
)

+ (n− l)(n+ l +N − 1)
}
R

(N)
nl

[(
n+ N−3

2

)
r
]

=

√
(n−l)(n+l+N)(n+l+N−1)(n+l+N−2)

2n+N−3

(
n+N+1

2

n+N−3
2

)2

R
(N)
n+2,l+1

[(
n+ N+1

2

)
r
]
.

Concluding remarks

In this paper we present some new examples of recurrence relations and ladder-type operators
both for the radial wave functions of the isotropic harmonic oscillator and for the Hy-
drogen atom. The main aim is not only to exhibit the representative coefficients but to show
its simplicity and the naturalness of the corresponding technique. It is a very simple and con-
structive approach: the existence of the coefficients is based on a general result for functions
of hypergeometric type, due to A.F. Nikiforov and V.B. Uvarov, and its specific computation
derives from the relation between the corresponding radial wave functions and the Laguerre
polynomials. We notice that the set of formulas (2.4)–(2.9) allows one to choose without any
restrictions the quantum parameters ni and li that figure in the radial wave functions. This
way, comparing to others approach [9, 33], we hope to point out that the approach described
in [11] is not only more attainable but also more embracing and unified since one can choose
arbitrarily the parameters and the same technique works for the recurrence relations and for
the ladder operators of the radial wave functions of both the isotropic harmonic oscillator and
the Hydrogen atom. Beyond that, it remains valid for other quantum systems like, for instance,
the Morse problem [28] and the relativistic Hydrogen atom [33] since the corresponding wave
functions are proportional to the Laguerre polynomials. Obviously, this method for finding re-
currence relations can be extended to any quantum system whose (radial) wave function are
proportional to hypergeometric-type functions (see e.g. [8]).

To conclude this paper let us mention that a numerical study of several recurrence relations
as well as ladder-type relations were studied in [4]. The extension of the method for the discrete
case was done in [3].
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[16] J.S. Dehesa, R.J. Yañez, and A. Zarzo, J.A. Aguilar, New linear relationships of hypergeometric-type
functions with applications to orthogonal polynomials. Rendiconti di Matematica (Roma) VII, 13,
1994, 661-71.

[17] J. Heading, Polynomials-type eigenfunctions. J. Phys. A: Math. Gen. Vol. 15, 1982, 2355-2367.

[18] J. Heading, Further Polynomials-type eigenfunctions. J. Phys. A: Math. Gen. Vol. 16, 1982, 2121-
2131.

[19] L. Infeld and T.E. Hull, The factorization method. Rev. Modern Physics 23, 1951, 21-68.

[20] M. Lorente, Raising and lowering operators, factorization method and differential/difference opera-
tors of hypergeometric type. J. Phys. A: Math. Gen. 34, 2001, 569-588.

[21] M. Martin Nieto, Hydrogen atom and relativistic pi-mesic atom in N−space dimensions. Am. J.
Phys. 47(12), 1979, 1067-72.

[22] A. Mart́ınez-Finkelshtein and A. Zarzo, Varing orthogonality for a class of hypergeometric type
polynomials. In Proc. 2nd. International Seminar on Approximation and Optimization, J. Guddat
et al. eds., Approximation and Optimization Series, Peter lang, Berlin, 1995.

17



Ini Inv, 1:a10 (2006)
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[24] J. Morales, G. Arreaga, J.J. Peña, and J. López-Bonilla, Alternative approach to the factorization
method. International Journal of Quantum Chemistry, Quantum Chemistry Symposium 26, 1992,
171-179.
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[28] H.N. Núñez-Yépez, J.L. López-Bonilla, D. Navarrete, and A.L. Salas-Brito, Oscillators in one and
two dimensions and ladder operators for the Morse and Coulomb problems. International Journal of
Quantum Chemistry 62, 1997, 177-183.
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