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Summary

 Background In this study the accuracy of a pencil beam based treatment planning system (TPS) 
was evaluated for lung dose calculations by comparison with measurement and 
the Monte Carlo (MC) method.

 Aim In the current study we assessed the performance of the Eclipse treatment plan-
ning system in the thorax region by ionization chamber measurements and 
Monte Carlo calculations. We examined two analytic methods: modifi ed Batho 
(MB) and equivalent tissue-air ratio “ETAR” methods for thorax region irradia-
tions. For Monte Carlo calculations in the thorax phantom, we modelled a Varian 
Clinac 2100EX linac. After benchmarking our model with water phantom meas-
urements we used this model for thorax phantom calculations.

 Materials/Methods 8 and 15MV photon beams of Varian 21EX linac were used for irradiations. 
Using MANP4C Monte Carlo code, the geometry of the linac head was simulat-
ed. After commissioning “MC” beam models, lung doses were calculated by the 
Monte Carlo (MC) method. Irradiation cases were: (1) posterior fi elds of single 
lung with fi eld sizes of 4×4 and 10×10cm2 (2) lateral fi elds of thorax with 4×4 and 
10×10cm2 fi eld sizes.

 Results TPS calculations involving ETAR and MB methods were in close agreement with 
Monte Carlo results and measurements for a 10×10 cm2 fi eld size at both ener-
gies. For a fi eld size of 4×4cm2 the maximum differences in local dose between 
TPS calculations and measurement were +33% (MB) and +28% (ETAR). Also, 
they ignored lung dose reduction due to lateral electronic equilibrium for small 
fi eld size. Similar results would be expected for other TPSs implementing these 
algorithms. MC calculations were in excellent agreement with measurement, 
showing local differences of no more than 2% for all measured points.

 Conclusions Our study fi ndings showed great differences between both analytical methods 
and measurements for 4×4cm2 fi eld sizes for points in the lung. Our study rec-
ommends using the MC method for small-fi eld lung dose calculations.
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BACKGROUND

For the important step of dose calculation in treat-
ment planning, the necessary accuracy may be re-
quired to be within 2–3%, so that an overall accu-
racy of 5% can be attained [1,2]. To achieve such 
high accuracy in dose calculation requires both de-
tailed and accurate anatomical information, and 
rather rigorous and accurate dose calculation al-
gorithms. The most common analytic methods for 
inhomogeneity correction are effective path length 
(EPL), Batho, equivalent tissue-air ratio (ETAR) 
and differential scatter-air ratio (DSAR) methods. 
One of the basic limitations of all these methods 
is that they can only account for the transport of 
photons, while the loss of electron equilibrium 
near interfaces and within heterogeneous media 
is ignored [3–13]. In order to assess the accuracy 
of dose calculation algorithms used in treatment 
planning, therefore, a rigorous dose calculation 
method in inhomogeneous media is desired. The 
Monte Carlo method is the most complete and 
accurate dose calculation method, since it can ac-
curately account for density and atomic number 
variations within the patient by simulating photon 
and electron transport and scoring energy depo-
sition. MCNP Monte Carlo code has been bench-
marked with experimental data by many investiga-
tors and used for Monte Carlo dose calculations 
in radiotherapy [14,15].

There are many papers in the literature about in-
homogeneity correction and Monte Carlo meth-
ods for lung dose calculations [14,16–22]. But 
in most of them there is not a suffi ciently relia-
ble practical dosimetry system for comparisons 
and they lack quantitative results for compari-
son with calculation methods [18]. On the oth-
er hand, although the results of previous studies 
about inhomogeneity correction methods have 
shown that analytic methods such as EPL, Batho, 
ETAR, and DSAR are not able to provide accurate 
results for the lung region, due to the simplici-
ty of computerized implementations and calcu-
lation speed they are used in current treatment 
planning  systems  [14]. However, knowledge about 

the advantages and defi ciencies of commercial 
treatment planning systems used for convention-
al or conformal radiotherapy remains an impor-
tant responsibility for medical physicists in radi-
otherapy departments.

AIM

In the current study we assessed the performance 
of the Eclipse treatment planning system in the 
thorax region by ionization chamber measure-
ments and Monte Carlo calculations. We exam-
ined two analytic methods: modifi ed Batho (MB) 
and equivalent tissue-air ratio “ETAR” methods 
for thorax region irradiations. For Monte Carlo 
calculations in the thorax phantom, we modelled 
a Varian Clinac 2100EX linac. After benchmark-
ing our model with water phantom measure-
ments we used this model for thorax phantom 
calculations.

MATERIALS AND METHODS

Monte Carlo simulations

We developed a photon beam model for the 
Varian 2100EX linac for dose calculation purpos-
es using MCNP4C Monte Carlo code. We used 8 
and 15MV photon beams for our study.

A schematic representation of the linac head and 
its components is shown in Figure 1. The linac 
head components including target, primary col-
limator, fl attening fi lter and secondary collimator 
jaws were simulated based on manufacturer pro-
vided information. No energy spread for the elec-
tron beam was considered because this parameter 
has shown no considerable infl uence on beam pro-
fi le or depth dose curves [23,24]. A mono-energet-
ic electron beam with uniform spatial distribution 
and 2 mm diameter was considered for the elec-
tron beam. The electron beam width of 2 mm for 
both beams was assumed a default value [25].

First, electron beam energy selection was per-
formed by comparing measured and calculated  
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percentage  depth dose (PDD) curves. Then, PDD 
curves and beam profi les of both photon beams for 
4×4, 10×10 and 20×20cm2 fi eld sizes were calculat-
ed and compared with measured data. The beam 
profi les were calculated in two depths of dmax and 
10cm. For each point the local difference relative to 
the measured dose at that point was calculated.

We performed the simulation process in two dis-
tinct steps. First, an initial Monte Carlo simula-
tion of the accelerator head was performed to 
produce the phase space (PS) fi le for different 
fi eld sizes and energies of the primary electron 
beam. Then we commissioned the beam model 
by assessing the percentage depth dose curves 
and beam profi les calculated in a water phantom 
and comparing with measured data.

A scoring plane for phase space fi le generation 
at 80cm distance from the target and 20cm above 
the water phantom was defi ned (Figure 1).

For dose calculations in the water phantom PS 
fi les were generated using from 15×106 to 5×106 
initial electrons for 4×4 to 20×20cm2, respective-
ly. By running 15×106 electrons, 6×106 particles 
crossed the scoring plane and their history were 
recorded in the PS fi le. The size of the PS fi le var-

ied from 2 to 3 GBytes depending on fi eld size. 
Statistical uncertainty of MC results was less than 
0.5% at dmax.

For optimum phase space generation, photon 
and electron energy cut-offs of 10 and 500KeV 
were used.

A water phantom with dimensions of 30×30×30cm3 
was simulated. A cylinder with radius equal to 
one-tenth of the beam diameter along the cen-
tral axis of the beam was considered and divided 
into scoring cells with a height of 2mm. By run-
ning particles in the PS fi le through the water 
phantom, the energy deposited in each scoring 
cell was calculated by *F8 tally. For beam profi le 
the same approach was used except that the cen-
tral axis of the scoring cylinder was perpendicu-
lar to the central axis of the beam and two cylin-
ders at two depths, dmax and 10cm, were defi ned. 
The diameter of the cylinders was 4mm, divided 
into cells with 2mm thickness. The dose resolu-
tion for beam profi les was 2mm laterally.

For phase space fi le generation, the average run 
time for 10×10cm2 fi eld size was about 10 hours 
with a cluster composed of 13×2.6GHz Athelon 
processors. Tuning of electron beam energy was 
performed by comparing calculated and meas-
ured PDD for 10×10cm2 fi eld size. For the purpose 
of comparison between calculation and measure-
ments, the value of each cell normalized to the 
maximum value of energy deposited in the cen-
tral axis. To prevent the effect of noise on our nor-
malization point, the average value of 3 maximum 
points was considered as a normalization value. The 
fi rst run was started by the nominal energy of the 
photon beam and then the energy increased or 
decreased according to the result of the fi rst com-
parison between calculations and measurements. 
For the 8MV photon beam energies of 8.0, 8.2, 8.3, 
8.4 and 8.5, and for the 15MV photon beam en-
ergies of 15.0, 15.2, 15.3 and 15.4, were used. For 
primary electron energy determination the results 
of measurements and calculations were compared 
and the best match determined the optimum en-
ergy of the electron beam. Local differences be-
tween calculations and measurement results were 
calculated for accurate comparison between re-
sults. No polynomial fi tting was used for MC cal-
culated PDD curves and beam profi les.

Thorax phantom

We used an anatomic thorax phantom for our 
study. This phantom is shown in Figure 2. We used 

Electron beam

Target

Primary collimator

Ionization chamber

Scoring palne

Water phantom

Cylinder for PDD
scoring cells

Flattening filter

Y jaws

X jaws

Figure 1. Schematic representation of Varian Clinac 2100EX and 
simulated geometry including position of scoring plane for phase 
space fi le generation and water phantom.
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ICRU report No. 48 to determine the dimensions 
of the phantom, based on the average thorax of 
an Asian male, including the dimensions of the 
lung and the thickness of the chest wall.

We modelled the thoracic spine using a Tefl on 
(density=2g/cm3) cylinder 20 cm in length and 
3cm in diameter. Cork with a density of 0.2g/cm3 
was used for lung tissue. The phantom was con-
structed from polyethylene in place of soft tissue. 
For point dose measurements with an ionization 
chamber, several holes were made in polyethyl-
ene and cork. These holes were fi lled complete-
ly with the same size cylinders. One cylinder was 
drilled according to the external shape and size 
of the chamber. For dose measurement at a giv-
en point, the simple cylinder was replaced by this 
chamber fi tted cylinder.

The mass densities of the polyethylene, Tefl on and 
cork were determined by dividing the measured  
weight by the calculated volume, and were 0.94, 
2.0 and 0.2g/cm3 respectively.

Dose measurements

Dose measurements were taken using a scand-
itronix automatic blue phantom and ionization 
chamber with 0.125cc volume. The measure-
ments were performed with 1mm resolution for 
both PDD curves and beam profi les. For com-
parison between measurement and calculations 
and better illustration, the results were reduced 
to 4mm resolution. Measured results were cor-
rected for measurement point displacement of 
1mm toward the phantom surface.

We assign an overall experimental accuracy of 
0.5% in relative dose measurements with auto-
matic water phantom. This uncertainty includes 
positioning inaccuracy of chamber up to 1mm 
and short-term fl uctuations of chamber, elec-
trometer, air pressure and temperature during 
the time frame of one scan.

Dose measurements in the thorax phantom were 
performed for both energies of 8 and 15MV 
beams with posterior and lateral fi elds. For point 
dose measurements in the phantom we used the 
Pinpoint chamber type 31006 with 0.015cm3 sen-
sitive volume and Unidose E-electrometer pro-
duced by PTW-Freiburgh. Three readings were 
recorded for each point of measurement and av-
eraged and also corrected for temperature and 
pressure variations during the measurement. 
The reference point was in dmax and all readings 
were normalized to dmax reading. Experiment 
setup and measurement points are shown in 
Figures 1 and 2.

Treatment planning system

We used the Eclipse treatment planning system 
Rel.6.5 for our dose calculations. This system is 
part of the integrated imaging and 3D-dose calcu-
lation system from Varian medical systems. This 
system is a modifi ed version of the Cadplan treat-
ment planning system. This TPS can be used for 
open and MLC-shaped fi elds in 3D-conformal ra-
diotherapy. All required data including the an-
atomic geometry of patient and electron densi-
ties of body tissues are derived from CT images. 
Dose calculations are performed based on a re-
constructed 3D image of the patient. It utilizes 
a single pencil beam model in conjunction with 
one of three inhomogeneity correction methods: 
Batho power law, MB and ETAR. Simply, the dose 
value calculated in a water-equivalent material is 
multiplied by inhomogeneity correction factors 
calculated by these methods.

Figure 2. Schematic diagram of thorax phantom, illustrating 
(A) posterior and (B) lateral beam geometries.
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The thorax phantom was scanned with 1mm 
slice thickness and its images transferred into the 
Eclipse system. Then the central axis dose distri-
bution for fi eld sizes of 4×4 and 10×10cm2 and for 
posterior and lateral cases using 8 and 15MV pho-
ton beams was calculated. The results of calcula-
tions for all cases were transformed into text fi le 
for further quantitative analysis. Dose resolution 
of calculated central axis doses was 0.25mm.

Irradiation geometries

Irradiation geometries are shown in Figure 2. It 
consists of: (1) posterior fi elds of single lung with 

fi eld sizes of 4×4 and 10×10cm2, (2) lateral fi elds 
of thorax with 4×4 and 10×10 cm2 fi eld sizes. Both 
cases were irradiated by 8 and 15MV beams.

RESULTS AND DISCUSSION

Commissioning Monte Carlo model

By running the phase space fi le for depth dose 
calculation, the statistical uncertainty of the re-
sults was about 0.5% at dmax for our PDD calcula-
tions in the water phantom. Comparing the cal-
culated and measured PDD curves for 10×10 cm2 
fi eld size, the mean energy of the electron beam 
for 8MV and 15MV photons was determined as 
8.4±0.1 and 15.2±0.1 MeV, respectively. The local 

Figure 3. Comparison of calculated and measured percentage 
depth dose curves for (A) 8MV and (B) 15MV beams. The curves 
for 10×10 and 4×4cm2 fi eld sizes were scaled by 0.9 and 0.8 
respectively for inclusion on the same graph.
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differences between measurements and calcula-
tions are less than ±1.5% for the descending part 
of curves. We also calculated PDD curves for 4×4, 
10×10 and 20×20cm2 fi eld sizes and compared 
with measurements. Comparisons between calcu-
lated and measured PDD curves for 8 and 15MV 
photon beams are shown in Figure 3. Statistical 
uncertainty less than 0.5% in dmax allowed us to 
normalize the absorbed dose values to the depth 
of maximum dose for all PDD curves.

Our results were in accordance with those of 
Sheikh-Bagheri et al., which showed 1.5% local 
difference between calculated and measured re-
sults [23]. It was also less than the recommend-
ed value of 2% [26]. For the build-up region 
local differences up to 10% were seen. This dif-
ference was seen and reported in other studies 

[14,15,25]. It is due to the high gradient of dose 
distribution in that region, which makes ioniza-
tion chamber measurements unreliable. Also, the 
fi nite size of the ionization chamber, which per-
turbs the absorbed dose, may be another reason 
for this large local difference [23–25].

Beam profi les for both energies were calculated 
at two depths, dmax and 10cm. We also compared 
calculation results with measurements to validate 
our model. Comparisons for beam profi les at dmax 
are shown in Figure 4. The statistical uncertain-
ty of calculated beam profi les was between 0.6% 
and 1.3% in the fl at region of profi les. For better 
comparison between measurement and calcula-
tions, we considered three regions in our profi les 
including: (1) fl at or umbra region, (2) penumbra 
region, (3) low dose, out-of-fi eld region [26].

Figure 5. Comparison of percentage depth doses calculated by MB, 
ETAR and Monte Carlo methods and measurements for posterior 
lung irradiations by 8MV photon beam. (A) Field size=4×4cm2, 
(B) Field size=10×10cm2.
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Figure 6. Comparison of percentage depth doses calculated 
by MB, ETAR and Monte Carlo methods and measurements for 
posterior lung fi eld irradiations by 15MV photon beam. (A) Field 
size=4×4cm2, (B) Field size=10×10cm2.
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For the fl at region the local differences were up 
to 2% for all fi eld sizes and depths. For the sec-
ond region, local differences up to 10% were 
seen. In the low dose region, which is located 
outside the geometric border of the fi eld, local 
differences were up 18%.

Comparing local differences found in our results 
with published criteria showed that our MC mod-
el results were acceptable and our model could 
be used for dose calculation in other situations 
and geometries [26].

Comparisons for thorax fi eld irradiations

The results of calculations by MB and ETAR and MC 
compared with measurements are shown for both 
energies and for both fi eld sizes in Figures 5–8. We 

included depth dose curves of homogeneous water 
phantom in all graphs for comparison purposes. 
For quantitative evaluation of calculation methods, 
local differences between all methods and meas-
urements are shown in Tables 1 and 2 for posteri-
or single lung and lateral cases, respectively.

As the fi gures show, for 10×10cm2 fi eld sizes 
there is good agreement between all calcula-
tion methods and measurement, with MB calcu-
lations agreeing slightly better than ETAR. The 
maximum differences in local dose for posteri-
or irradiation geometry occurred for the 15MV 
beam and were +2.0% (MB) and +5.6% (ETAR). 
Similar results were observed for lateral irradia-
tion geometry, with the maximum local differ-
ences also occurring at 15MV and being +4.4% 
(MB) and +5.6% (ETAR).

Figure 7. Comparison of percentage depth doses calculated by 
MB, ETAR and Monte Carlo methods and measurements for lateral 
thorax irradiations by 8MV photon beam. (A) Field size=4×4cm2, 
(B) Field size=10×10cm2.
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Figure 8. Comparison of percentage depth doses calculated by 
MB, ETAR and Monte Carlo methods and measurements for lateral 
thorax irradiations by 15MV photon beam. (A) Field size=4×4cm2, 
(B) Field size=10×10cm2.
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When the beam enters lung tissue there is less at-
tenuation of primary photons and the absorbed 
dose to the lung increases. At the same time, the 
number of scattered photons generated in the 
lung is lower in comparison to unit density media 
and this causes some reduction in lung dose. For 
a 10×10cm2 fi eld the former effect dominates so 
that overall the absorbed dose to lung tissue in-
creases. As expected, doses in the lung regions of 
the thorax phantom are higher than at the same 
depths in the homogeneous water phantom.

For 4×4cm2 fi eld size absorbed dose in the lung 
drops rapidly beyond unit density/lung density 
interface for both energies. This is in contrast to 
the situation for the 10×10cm2 fi elds. It has been 
reported by several investigators that lateral elec-
tronic equilibrium does not exist in lung tissue for 

small fi eld irradiations using high energy photons 
[19–21,27–30]. This causes signifi cant reduction 
in the dose to the lung and becomes more pro-
nounced at smaller fi eld sizes and higher energies. 
Our results are in complete accordance with re-
sults of previous studies [19–21]. Although more 
primary photons reach the lung due to less atten-
uation of lung tissue, the lateral electronic dise-
quilibrium causes a severe reduction in dose. The 
MB and ETAR methods overestimate lung doses 
and also in unit density media at points immedi-
ately downstream of the low density regions, such 
as in the mediastinum and distal chest wall.

Maximum local differences between calculation 
and measurement are +32.6% and +28.4%, for 
MB and ETAR respectively. These occur for 15MV 
posterior irradiations due to the greater thickness 

Field size\Points B C D E F

10×10cm2 MC
(8MV) MB
 ETAR

 –0.27
 +0.78
 –1.8

 –0.59
 +0.85
 –1.27

 –0.51
 +0.27
 +3.16

 +0.22
 +0.55
 +1.75

 +0.57
 +0.86
 +3.2

4×4cm2 MC
(8MV) MB
 ETAR

 –0.05
 +3.7
 +3.52

 –0.26
 +14.15
 +15.63

 –1.1
 +18.5
 +20.1

 –1.76
 +18.88
 +20.19

 –1.76
 +17.6
 +19.86

10×10cm2 MC
(15MV) MB
 ETAR 

 +0.06
 –0.28
 –0.2

 –0.47
 –1.17
 +0.46

 +0.11
 +0.06
 +2.5

 –0.77
 +1.98
 +4.66

 –0.08
 +1.91
 +5.6

4×4cm2 MC
(15MV) MB
 EATR

 +0.16
 +5.53
 +5.23

 –1.05
 +19.32
 +21.45

 –1.68
 +26.83
 +30.23

 –1.29
 +28.35
 +31.7

 –1.5
 28.39
 +32.64

Table 1. Local diff erences of Modifi ed Batho, Equivalent TAR and Monte Carlo calculations in comparison with measurement in posterior 
fi eld irradiations for 8 and 15MV photon beams.

Field size\Points B C D E F G H I

10×10cm2 MC
(8MV) MB
 ETAR

 +0.19
 –0.6
 –0.46

 +0.1
 +0.66
 +1.84

 –0.57
 +0.24
 +1.97

 –1.1
 +1.53
 +2.28

 +0.43
 +2.86
 +0.82

 –0.6
 +2.35
 +0.19

 –2
 +3.52
 +2.5

 –1.9
 +4.41
 +3.56

4×4cm2 MC
(8MV) MB
 ETAR

 +0.27
 +5.8
 +5.8

 –1.42
 +15.47
 +17.78

 –1.09
 +17.58
 +19.72

 –
 –
 –

 +0.27
 +7.43
 +5.39

 +1.54
 +16.81
 +15.43

 –1.84
 +21.6
 +17.84

 –0.62
 +6.30
 +10.27

10×10cm2 MC
(15MV) MB
 ETAR

 +0.49
 –0.26
 +0.26

 –0.7
 +0.29
 +3.04

 –0.74
 +1.42
 +5.13

 –0.12
 +2.16
 +3.78

 +1.43
 +2.82
 +3.37

 –1.84
 +0.83
 +2.6

 +0.07
 +2.46
 +5.6

 –1.44
 +3
 +3.49

4×4cm2 MC
(15MV) MB
 ETAR

 –0.11
 +8.06
 +8.5

 –0.29
 +24.1
 +27.44

 –1.96
 +25.85
 +29.94

 –
 –
 –

 +0.02
 +7.82
 +8.13

 +1.14
 +23.38
 +26.24

 –0.67
 +26.03
 +29.42

 +1.2
 +9.15
 +9.79

Table 2. Local diff erences of Modifi ed Batho, Equivalent TAR and MCNP4C calculations in comparison with measurement in lateral fi eld 
irradiations for 8 and 15MV photon beams.
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of lung tissue traversed by the beam in the pos-
terior direction. In a similar study, a maximum 
difference of 39% between ETAR and measure-
ment was seen inside lung equivalent material in 
a 2×2cm2 18MV x-ray beam [30].

For the MC method, all measurement points agreed 
with calculation to within ±2% of local dose, with 
there being no observed dependency on energy and 
fi eld size. This level of agreement is thought to be 
within the error due to the 1mm experimental un-
certainty in positioning the ionization chamber.

Although MB and ETAR methods are not accu-
rate for small fi eld irradiations in the lung, they 
show better performance for points in the medi-
astinum and distal chest wall pending existence 
of lateral electronic equilibrium.

The energy deposited at a point is due to second-
ary electrons. The assumption used by both MB 
and ETAR methods that the dose at a given point 
is proportional to the x-ray fl uence at that point 
may be acceptable for 60Co photons, but not for 
8 and 15MV photons where the range of second-
ary electrons is up to several centimetres. For ex-
ample, for a 15MV beam this range in lung with 
density of 0.33g/cm3 can reach up to 9cm in the 
forward direction and for electrons that scatter 
laterally it can be as long as 5cm [12].

For 4×4cm2 fi eld size, there are secondary build-
up regions in both cases and energies. This hap-
pens when the beam enters from the lung into 
the chest wall or mediastinum. The extent of sec-
ondary build-up region increases with energies 
for our cases. The presence of secondary build-up 
regions beyond the lung/unit density interfaces 
is predicted accurately by the MC method, where-
as the lack of secondary electron transport in MB 
and ETAR makes them insensitive to these.

In the research of Saitoh et al, dose distribution 
of narrow beams of 6 and 10MV photons for small 
lung tumour was studied using the Monte Carlo 
method [20]. For 4×4cm2 fi eld size, they showed 
that there are build-up and build-down regions 
at the interface of chest wall and lung and the 
relative dose in the lung was lower than in the 
homogeneous case; the underdosage of lung in-
creased with energy due to increased range of 
recoil electron in lung tissue. For small fi eld ir-
radiations in the lung, there is an electronic dis-
equilibrium region after the chest wall and lung 
interface and the extent of this region increases 
with photon energy. It is impossible to calculate 

the dose in this area with conventional treatment 
planning systems (TPSs) [29,30]. However, Monte 
Carlo and Convolution/Superposition methods 
have shown better accuracy in this case [19,30]. 
In a recent study of Arnfi eld et al. on the accura-
cy of lung dose calculations by Collapsed Cone 
Convolution (CCC), Batho, and Monte Carlo 
methods, they showed that the CCC and MC 
methods perform better and are sensitive to ab-
sorbed dose changes due to electronic disequi-
librium at interfaces and lateral electronic dise-
quilibrium in the lung for small fi elds. However, 
there was up to 5% error for the CCC method 
for points beyond the lung [19].

Recently, Plessis et al. compared Batho and ETAR 
methods on the Cadplan treatment planning 
system for CT-based patient models [18]. They 
showed that these methods overestimate absorbed 
doses in the lung for small fi eld sizes. Also they 
showed that these methods perform similarly 
(within 2%) in the lung. In our study similar re-
sults are seen and both algorithms perform with-
in 3% in the lung. However, they did not perform 
a quantitative study and their study lacked valida-
tions by experimental measurements.

It is found from our results that both MB and 
ETAR methods implemented on the Eclipse treat-
ment planning system for 3D-conformal treat-
ment are not accurate enough for small lung 
dose calculations. This defi ciency of Eclipse TPS 
may signifi cantly compromise the advantages of 
3D conformal treatments in the thorax region by 
underdosage of target volume in the lung and 
points beyond the low-density region such as the 
mediastinum and distal chest wall. Consequently, 
dose calculation errors could have a great effect 
on tumour control, and the advantages of new 
treatment modalities such as 3D-conformal radi-
otherapy and IMRT in the thorax region could 
be diminished or even undermined due to dose 
calculation inaccuracies.

CONCLUSIONS

In this research we compared two analytical 
inhomogeneity correction methods, Modifi ed 
Batho and Equivalent TAR, implemented on the 
Eclipse treatment planning system with the Monte 
Carlo method and ionization chamber meas-
urements for thorax fi elds. Our MC simulations 
showed dose build-up and build-down regions at 
lung/unit density interfaces, but both analytical 
methods were unable to predict interface doses. 
This problem originates from the fact that these 

Rep Pract Oncol Radiother, 2006; 11(3): 123-133 Mesbahi A et al – Experimental and Monte Carlo evaluation of Eclipse…

131



methods are not able to model secondary elec-
tron transport in irradiated media. Other TPSs 
employing conventional algorithms are expected 
to perform in a similar manner. Our study fi nd-
ings showed great differences between both an-
alytical methods and measurements for 4×4cm2 
fi eld sizes for points in the lung. However, the 
results of these methods for 10×10cm2 fi eld size 
were comparable with measurements and MC re-
sults. Our study recommends using the MC meth-
od for small-fi eld lung dose calculations.
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