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Abstract:  In the last few years, there has been a tremendous rise in number of deaths due to heart diseases all over the 

world. In low and middle-income countries, heart diseases are usually not detected in early stages which makes the 

treatment difficult. Early diagnosis can help significantly in preventing these diseases. Machine learning based prediction 

systems offer a cost effective and efficient way to diagnose these diseases in an early stage. Research is being carried out to 

increase the performance of these systems. Redundant and irrelevant features in the medical dataset deteriorate the 

performance of prediction systems. In this paper, an exhaustive study has been done to improve the performance of the 

prediction systems by applying 4 feature selection algorithms. Experimental results prove that the use of feature selection 

algorithms provides a substantial increase in accuracy and speed of execution of the prediction system. The prediction 

system proposed in this study shall prove to be a great help to prevent heart diseases by enabling the medical practitioners to 

detect heart diseases in early stages.  
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I. INTRODUCTION  

There is a tremendous increase in the number of deaths 
because of cardiac ailments in the recent years. It is observed 
that heart diseases are not confined to a particular region but 
are rising alarmingly globally. These diseases have taken a 
huge toll of life particularly in developing countries like 
India [1]. Healthcare services in India have a great scope of 
improvement. Currently, India is positioned at 145th place 
among all the nations of world on the basis of quality and 
accessibility of healthcare [2]. There is a great need to 
provide cost effective and easily accessible tools which can 
aid in detecting the diseases in early stages. This is an age of 
data explosion and healthcare industry generate a huge 
volume of data in the form of Electronic Health Records 
(EHR), physician’s prescription, data related to pharmacy 
and health insurance etc. A number of computationally 
powerful machine learning algorithms like Logistic 
regression, Decision tree, Naïve Bayes, Random Forest, 
Adaboost, Support Vector Machine have proved their 
competence in generating valuable information from the data 
obtained from healthcare data [3]. Risk of getting affected by 
a disease can be easily predicted using such information 
[4,5].These models are later hosted on the cloud so that these 
prediction models can be easily used by the medical 
practitioners to forecast the chances of heart diseases in the 
patients [6] .Thus Artificial intelligence can play a vital role 

in tackling the serious issues of quality, accessibility and 
affordability in healthcare in India. Though much research 
has been done in building such prediction models, yet there 
is a considerable scope of improvement of these systems.  

It is observed that healthcare data may contain missing 
,redundant or irrelevant attributes. The accuracy of the 
prediction system is tarnished due to the presence of such 
features [7]. Research suggests that use of feature selection 
algorithms to remove of such features may help to improve 
the accuracy of the prediction systems for various diseases 
[8,9]. Nalband et al proposed a system to predict knee joint 
disorders .The system was designed using   apriori algorithm 
to select significant features along with Random Forest 
classifier [10]. Mohammad Shafenoor Ali et al proposed a 
brute force algorithm for determining important features in 
heart disease dataset. The study achieved an accuracy of 87% 
for heart disease prediction system [11]. Muhammad Usman 
et al applied Cuckoo search algorithms and Cuckoo 
optimization algorithms to eliminate the redundant features 
from heart disease dataset. Experimental outcomes indicate 
that the accuracy of the system increased to 87% [12]. 
Backward search method of feature selection was used by 
Balakrishnan S  et al to identify the important features on 
diabetes II dataset. Results of the study suggest a 
considerable improvement in the performance of the system 
[13].  
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Through this research we aim to analyze the competence 
of  various feature selection algorithms in improving the 
performance of heart disease prediction system. 
Characteristics, merits and demerits of filter, wrapper and 
embedded feature selection algorithms have been discussed 
in this paper. Experiments were carried out on Cleveland 
heart disease dataset provided by UCI data repository [14]. 
Least absolute shrinkage and selection operator (LASSO), 
minimum redundancy and maximum relevance (MRMR), 
genetic algorithm and Relief filter techniques of feature 
selection were used to remove the insignificant features from 
the dataset. The relative merits and demerits of these 
algorithms have been discussed in this paper. 5 machine 
learning techniques namely Logistic Regression, Random 
Forest, k-NN, Naïve Bayes, Support Vector Machine were 
used to develop prediction models. Specificity, accuracy and 
sensitivity and processing  speed were assessed to analyze 
the performance of the system. This study contributes 
significantly by highlighting how the  competence of AI 
based  prediction system  improves with the application of 
feature selection algorithms. The results obtained in this 
study also provide a deep insight regarding which feature 
selection algorithm works well with which classifier. 

 

II. FEATURE  SELECTION ALGORITHMS 

In the present era, voluminous amount of data is 
produced by the healthcare sector . Many medical diagnostic 
tests are done in hospitals to check if the patient suffers from 
some kind of heart disease or not. With the growth of 
artificial intelligence ,machine learning based prediction 
models have been built through which  chances of  heart 
disease in a  patient can be forecast in an early stage. 
However, since the medical dataset has large number of 
attributes, the researcher faces a challenge to decide which 
attributes should be selected and which attributes which 
should be discarded for building a prediction model.. The 
dataset may consist of irrelevant or redundant features. These 
features deteriorate the performance of the system. The 
medical set needs to be preprocessed effectively to eliminate 
such attributes. Feature selection is an effective way to 
address the issues of dimensionality and overfitting. Through 
this process the researchers can identify the significance of 
attributes in calculating the risk score of the disease. Variable 
Selection is an equivalent term used for feature selection. 
These algorithms have many advantages like improvement in 
accuracy of the prediction model and increase in  
computational speed. These techniques also  provide better 
visualization of the data . Fig 1 illustrates how feature 
selection algorithms can be applied to remove the 
undesirable features from the dataset. Later, Machine 
learning algorithms are applied to the reduced dataset. 
Literature supports the existence of 3 varieties of feature 
selection algorithms namely Wrapper , Filter and Embedded 
methods.  

A. Filter Procedures  

 In this category, concepts of statistics and correlation 
criteria (e.g. ANOVA, Chi-square, Pearson’s correlation) are 
used to determine the usefulness the features for the model in 
terms of a score. These features are then ranked on the basis 
of this score. Low rank features are eliminated while the high 
rank features are selected for building the model. Relief and 

ReliefF, Chi-square test, t-test ,F-test ,minimum redundancy 
and maximum relevance(MRMR) etc. fall under the category 
of filter methods. Relief and MRMR algorithms have been 
applied in this study. 

 

B. Wrapper procedures   

Different subclasses of attributes are created in this 
technique. Using each  subclass of attributes, the prediction 
models are built and trained. Based on feedforward 
/backward criteria, the best subclass of the attributes is 
selected for each learning technique used. Learning 
algorithms is considered important for these methods of 
feature selection. Since these methods consider the 
dependency among the features ,these methods provide 
better results than the filter methods. However ,these 
methods are more prone to over fitting. Also, the method 
needs to be executed again if learning algorithm is changed. 
Various examples of wrapper feature selection algorithms are 
genetic algorithm, Randomized Hill-Climbing, Branch-and-
Bound Method, Backward elimination Method, Recursive 
feature elimination method. Genetic algorithm has been 
employed in this project to identify the important attributes 
for heart disease dataset. 

 

C. Embedded procedures    

These methods comprise of a blend of wrapper and filter 
algorithms. Depending on the learning techniques, these 
algorithms work to enhance the performance. The dataset 
need not be split into training and test dataset and hence, fast 
results are obtained. These algorithms work better than 
wrapper methods as these are computationally inexpensive. 
and are more immune to over-fitting. Since these methods 
are also dependent on the classifier, the significant features 
which provide excellent results for one technique ,may not 
provide good results with a change in classifier. Few 
examples of embedded feature selection techniques are 
CART algorithm , least absolute shrinkage and selection 
operator (LASSO) method, Recursive Feature Elimination 
Approach, Weighted naïve Bayes etc. belong to the category 
of embedded methods  feature selection. In this study, we 
have analyzed the LASSO method. 

 

         

Figure1: Process for Feature Selection 

 

Table 1 provides the summary of relative advantages and 

limitations of three categories of feature selection methods  
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Table 1 Summary of feature selection algorithms 

Method Advantages Limitation 

Filter Method   Computationally 
competent 

Interaction among classifiers is 
ignored 

Scalable to large 
datasets 

Less prone to 
overfitting 

Accuracy is less 

Execution time is 
less 

Wrapper 
Method 

High predictive 

accuracy 

Computationally expensive 

Detects 

dependencies 

among features 

 

Prone to overfitting 

Classifier 

performance is 
optimized 

 

Not Suitable for larger datasets 

Embedded 
Method 

Accuracy is better 

than wrapper 
techniques 

Specific to a learning algorithm 

Fast computations 
 

 

Computationally less efficient 
than filter methods 

 

III. METHODOLOGY  

Meaningful insights can be generated from the immense 
data obtained from the healthcare sector . For this study, we 
collected heart disease dataset provided by data repository of 
University of California, Irvine. This is a dataset of 303 
records with 14 attributes. The details of this dataset are 
provided in Table 2. Out of 14 attributes, 13 attributes are the 
clinical attributes which are linked to diagnosis of heart 
disease. The output attribute had values from 0 to 4.A value 
of 0 implies that the person does not have heart disease .A 
non-zero value is associated with the presence of heart 
disease in the patient. The higher the value ,the more is the 
severity of the disease.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2 Details of the heart disease dataset used 

S. No Name of the 
attribute 

Code  Description 

1 Age Age Age in years 

2 Gender Sex Female =1 

Male=0 

3 Serum Cholesterol Chol In mg/dl 

4 Fasting blood sugar Fbs 0=Nondiabetic 

1=Diabetic 

5 Resting blood 

pressure 

Trestbps In mm Hg 

6 Type of chest pain Cp 1 =typical angina 

2=atypical angina 

3 = non-anginal 

4= asymptomatic 

7 Results of 

Electrocardiography 

Restecg 0 = normal 

1 = having ST-T 
wave defect 

2=   hypertrophy 

8 Maximum value of  

heart rate achieved 

Thalach Maximum Heart 

rate 

9 Exercise induced 

angina 

Exang 1=Yes 

0=No 

10 Slope of peak 

exercise ST 

segment 

Slope 1 = up sloping 

2 = flat 

3 =down sloping 

11 Old peak for ST 

depression 

Oldpeak ST depression 

induced by 

exercise relative to 

rest 

12 Number of major 

vessels colored by 

fluoroscopy 

ca Results of 

fluoroscopy test 

13 Thallium scan Thal Heart Status 

3 =normal 

6 =fixed defect 

7=reversible 

defect 

14 Diagnosis of heart 

disease 

Num Presence/absence 
Of disease 

0=absence 

1–4= presence of 
heart disease 

 

 

The study was carried out with an aim to predict the risk of 

heart diseases. It is a case of binary classification where we 

can classify the people in two classes, one with a high risk 

of the heart disease and other with a low risk of heart 

disease. 

 All the computations were performed in Python 

programming language. The complete study was carried out 

in 4 steps namely (i) preprocessing the dataset (ii) feature 

selection using 4 algorithms (iii) Developing the model with 

5 classification algorithms (iv) Analyzing the performance 

of the system. 

Fig.2 illustrates the complete methodology used in this 

project.These steps are elaborated in the following 
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subsections. 

A. Preprocessing 

Preprocessing of raw data is an important step in 
developing the prediction models. Optimum results are 
obtained if the data is processed carefully. It was decided to 
eliminate all the records with missing values. Standard scaler  
was applied so that the machine learning algorithms could 
work effectively. As a result of applying standard scalar, the 
mean of every feature became zero while the variance was 
1.It was observed that the range of attributes were quite 
different from one another. It is known that classifiers work 
better if the range of all the features is same. To accomplish 
this, we employed Min Max Scalar so that all the features are 
confined in the range 0 to 1. 

B. Feature selection 

All the attributes in the medical data are not equally 
important for detecting presence or absence of the disease. 
Some features hold more importance than the other features. 
Relatively insignificant features from the data are removed in 
this step. These algorithms not only help to increase the 
accuracy of the system but also make the system cost 
effective as some of the medical tests may be avoided by the 
patient. There are a variety of feature selection algorithms. In 
this work, we used applied filter, wrapper and embedded 
algorithms for  feature selection. MRMR and Relief 
algorithms are two famous filter feature selection algorithms. 
Genetic algorithm uses wrapper techniques for feature 
selection while LASSO belongs to the category of embedded 
techniques. 

 

 Figure 2: Framework for the prediction system 

(1) Relief Algorithm: In this algorithm, the attributes of 

the dataset are allotted a weightage according to their role in 

determining the output. The weights are assigned and 

updated with the passage of time. The more the significance 

of an attribute, the more is its weight. For each attribute p, 

the following algorithm is iterated through p training 

instances R(m). For each m, R(m) is the output and attribute 

weight score vector S is restructured. 

Need: Training set T consisting of attribute values and the 

output category value 

x ⟵Count of training samples 

y ⟵Total count of attributes 

p ⟵Count of randomly chosen instances from x used to 

update S 

 

Assume the initial weight score for attribute weights S[A]: 

=[ 0.0] 

For m: = 1 to  p do 

Choose  a “target” instance Rm randomly; 

Identify nearest hit and nearest miss .Label them as 

H and M respectively; 

For Y:  1 to y do 

S[Y]: S[Y] − diff (Y, Rm, H)/p + diff (Y, Rm,  

M)/p; 

End for 

End for 

Return the weights score matrix S; 

 

(2) MRMR: This technique uses optimum attributes 

which provide least redundancy and are highly relevant for 

the output attribute. One attribute is checked in a cycle and 

pairwise redundancy is calculated in terms of mutual 

information. This algorithm can be represented in the 

following way: 

Input: Count of actual number of attributes in dataset and 

reduced dataset 

Output: selected significant attributes 

For  attribute Ai in original attributes do 

       Relevance=mutual information (Ai, category); 

Redundancy = 0; 

For attribute Aj in original attribute do 

Redundancy ± mutual information (Ai, Aj); 

End For 

Value[Ai] = relevance − redundancy; 

End For 

Sort Values[Ai]; 

Select top order attributes from Values [ Ai] 

 

(3) Genetic Algorithm: This algorithm has its roots in 

natural genetics and biological evolution. These techniques 

work on a population of individuals to produce better and 

better approximations. Individuals are carefully chosen on 

the basis of their level of fitness. Recombination is carried 

out using operators from natural genetics to create new 

population. The offspring might also undergo mutation. The 

total number of attributes reflect the number of genes while 

each individual in the population represents a predictive 

model. The accuracy of these algorithms is better than the 

conventional techniques.  These algorithms have an added 

advantage that these algorithms can efficiently process the 

datasets with large number of attributes. These algorithms 

provide easy parallelism in computation. However, these 

algorithms are computationally expensive and are slow. 

(4) LASSO: In this algorithm, the absolute value of 

feature coefficients is updated. The algorithm puts a 

condition that the sum of absolute values of model 

parameters cannot be more than a defined upper bound. A 

regularization strategy is applied in which coefficients of 

few regression variables are penalized to zero. The attributes 

whose coefficients become zero are removed from the 

dataset while the attributes with high values of coefficients 

are retained in the dataset. This algorithm provides better 

prediction accuracy and is less prone to overfitting. 



 

ADBU-Journal of Engineering Technology 

 

 

Maini, AJET, ISSN: 2348-7305, Volume 8, Issue 2, December, 2019, 008010687(9PP) 5 

 

C. Training the model 

After feature selection, the dataset is divided into two parts 

called training and test set. The model is built using the 

training dataset and its evaluation is done using the test 

dataset. We applied 5 powerful machine learning algorithms 

namely k-NN, Random Forest, Naïve Bayes, Logistic 

Regression, Support Vector Machine on the dataset to train 

the model. The performance of the system was validated by 

k-fold cross validation technique. 

 

D. Evaluation  

It is necessary to check the performance of the model. For 

this purpose, a we used a number of indices to validate the 

performance of the system. In this regard, confusion matrix 

is used to compute performance indices. This is shown in 

Table 3.  

 

Table 3 Confusion Matrix 

    Predicted Risk Score 

1=High Risk 

 

0= Low risk  

A
ct

u
al

 

 R
is

k
 S

co
re

  1=High   

Risk 

 TP FN 

0=Low Risk   FP TN 

 

This table is used to compute the following: 

TP: True Positive. It is the count of heart patients who were 

foreseen accurately to have the disease.  

TN: True Negative. It is the count of healthy people who 

were predicted accurately not to have the disease. 

FP: False Positive. It refers to those healthy people who 

were inaccurately predicted to have the illness. 

FN: False Negative.  It refers to the count of heart patients 

who have the ailment but are inaccurately predicted to be 

healthy. 

Here, TP and TN, are the cases which were accurately 

predicted while FN and FP are the inaccurate predictions. It 

is clear from the table that total number of heart patients is 

equal to TP+FN while TP+FP represents the number of 

people who were predicted to have heart disease. 

The evaluation parameters used in the study are: 

Classification accuracy: It is calculated as the ratio of 

accurate predictions to the total predictions made. It is 

calculated as: 

 

(TP+TN)/(TP+FN+FP+TN) 

 

Sensitivity: Sensitivity refers to the fraction of people who 

were accurately predicted to have heart disease from the 

total count of people having heart diseases. 

Sensitivity =TP/TP+FN 

A high value of sensitivity signifies that most patients were 

accurately predicted to have the heart disease. 

 

Specificity: This is the ratio of accurately predicted cases of 

healthy people to the actual count of healthy people. This is 

mathematically calculated as 

Specificity =TN/TN+FP 

  

It is desirable to have a high level of accuracy, sensitivity 

and specificity. The prediction system should have fast 

processing speed. 

 

IV. RESULTS AND DISCUSSIONS  

For this study, we collected Cleveland heart disease dataset 

from University of California, Irvine data repository. The 

first step in processing the dataset was to remove the 

missing values. Out of 303 records, 6 records were removed 

on account of missing values. All the parameters were 

standardized and normalized before implementing the 

classification algorithms. All the computations were carried 

out in Python programming language. As the first step, we 

evaluated the performance of all machine learning 

algorithms with all attributes taken into consideration. 

Accuracy, specificity and sensitivity of the prediction 

models were calculated. Later, we applied filter feature 

selection algorithms (MRMR, Relief), wrapper (genetic 

algorithms) and embedded feature selection algorithms to 

identify the significant attributes from the dataset. The 

insignificant attributes were removed in each case. 

Prediction models were built on the reduced dataset using 5 

commonly used classifiers namely logistic regression, k-

NN, random forest, Naïve Byes and Support Vector 

Machine. Performance evaluation was carried out. K-fold 

cross evaluation validates the results.  

A. Results for the performance of classifiers with all 

attributes(n=13) 

The original dataset has 13 input attributes. In this 

experiment, all these attributes were utilized and the 

performance of 5 machine learning algorithms was 

evaluated. Cross validation was done using k-fold method. 

The dataset was iteratively split in ratio of 9:1 for training 

and testing purposes. Performance of 5 classifiers has been 

presented in Table 4. Accuracy, processing time, sensitivity 

and specificity were evaluated. It is clear from this table that 

Support vector machine achieved maximum accuracy of 

86.1% and specificity of 88.1%. However, the sensitivity 

was just 77.8%. The results have been shown graphically in 

Fig.3. The comparative execution time for all classifiers is 

represented in Fig.4. 
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Table 4 Performance metrics of classifiers on all 

attributes 

Classifier Accurac

y (%) 

Specificit

y (%) 

Sensitivit

y (%) 

Processin

g time(s) 

Logistic 

Regression(C=10

)  

83.8% 84.9 82.8 19.2 

k-NN(k=9) 75.8 73.8 72.8 29.4 

SVM(kernel 

=RBF) 

86.1 88.1 77.8 15.2 

Naïve Bayes 83.1 87.1 78.3 34.1 

Random Forest 82.9 70.3 94.0 15.2 

 

Figure 3: Performance of various classifiers on all 

attributes of dataset 

 
 

Figure 4: Computation time (s) for classifiers with all 

attributes 

It can be easily inferred that execution time of SVM 

classifier is 15.2s which is better than the rest classifiers. 

Considering all these metrics, SVM and logistic regression 

classifiers ensure promising results as compared to Random 

Forest, k-NN and Naïve Bayes.  

 

B. Results for performance of classifiers using Relief 

Algorithm 

In this technique, each attribute is associated with a 

weight. The attributes with higher weights are considered 

significant while the attributes with lesser weights are 

considered insignificant and are removed from the dataset. 

Initially, the models were built using only 3 significant 

features. Later, the models were built using 6,9 and finally 

12 significant features. It was observed that the best results 

were obtained when 6 attributes were selected. Table 5 

depicts the most significant 6 features along with their 

weights. 

 

Table 5 Significant features obtained for Relief algorithm 
Order Feature Weight 

1 Thallium Scan 0.251 

2 Exercise-induced Angina 0.230 

3 Chest Pain 0.219 

4 Slope of peak exercise ST test 0.129 

5 Results of fluoroscopy 0.121 

6 Maximum heart rate 0.111 

 

Accuracy, specificity and sensitivity of the prediction 

models were calculated for the reduced dataset. Further, the 

execution time was also noted. Table 6 clearly depicts how 

the performance of the classifiers improves when 

insignificant features are removed from the dataset. 

 

Table 6 Performance with Relief algorithm 

Classifier Accurac

y (%) 

Specificit

y (%) 

Sensitivit

y (%) 

Executio

n time(s) 

Logistic 

Regression(C=100

)  

88.8 98.1 77.2 16.2 

k-NN 80.1 73.2 78.3 24.4 

SVM(kernel 

=RBF,C=100) 

87.2 95.0 79.1 14.1 

Naïve Bayes 85.3 87.1 78.1 34.1 

Random Forest 82.9 93.1 70.2 15.1 

 

Logistic regression (hyperparameter C=100) provided an 

accuracy of 88.8% when only 6 attributes were considered. 

It is followed by SVM (kernel=RBF, C=100) which 

provided an accuracy of 87.2%. The specificity of logistic 

regression was as high as 98.1% followed by SVM classifier 

at 95%and Random forest at 93.1%. It can easily be inferred 

that the computation time for all the classifiers has reduced 

substantially. 

 

C. Results for performance of classifiers with MRMR 

Feature Selection 

In MRMR feature selection algorithm, selection of the 

significant features is done according to mutual information 

between the features. 6 most significant features were 

selected from the dataset. These significant attributes with 

their scores are shown in Table 7.  

 

Table 7 Significant features based on MRMR algorithm 
Order Feature Score 

1 Chest Pain 0.590 

2 Serum cholesterol 0.575 

3 Slope of ST 0.573 

4 Result of Fluoroscopy tests  0.541 

5 Gender 0.522 

6 Thallium Scan 0.487 

 

The attributes listed in Table 7 were retained while the 

others were ignored. The performance indices of the 

machine learning techniques were recorded thoroughly. 

Table 8 highlights the improvement in the performance in 
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terms of accuracy, specificity and sensitivity. Highest level 

of accuracy was achieved with Naïve Bayes at 84%. 

Logistic regression (C=100) provided an accuracy of 78% 

closely followed by SVM (kernel RBF, C=100) with an 

accuracy of 77%. Specificity of 90% was achieved using 

Naïve Bayes classifier. Logistic regression and SVM 

classifiers provided a specificity of 88%. It is observed that 

the processing speed has increased considerably with 

MRMR feature selection algorithm. Processing time of 

Naïve Bayes algorithm was as low as 1.6 seconds. 

Processing speed of Logistic regression and Random Forest 

have also improved significantly with MRMR feature 

selection algorithm. The execution time was 2.2 and 2.0 

seconds, respectively. 

 

Table 8 Performance using MRMR algorithm 

Classifier Accurac

y (%) 

Specificit

y (%) 

Sensitivit

y (%) 

Executio

n time(s) 

Logistic 

Regression(C=100

)  

78 88 67 2.2 

k-NN(k=7) 62 62 61 10.0 

SVM(kernel 

=RBF,C=100) 

77 88 60 60.5 

Naïve Bayes 84 90 77 1.6 

Random Forest 67 70 62 1.3 

 

D. Results for performance of classifiers with Genetic 

Algorithm 

Application of genetic algorithm to Cleveland heart disease 

dataset leads to the identification of following significant 

features: resting blood pressure, Age, fasting blood sugar, 

type of chest pain, thallium scan, exercise induced angina 

and old peak. For the development of prediction model, 

these prominent features were selected while the other 

attributes were rejected. It is observed that the performance 

of classifiers improves with the application of genetic 

algorithms. Table 9 illustrates the effect of genetic algorithm 

on the performance of classifiers. 

 

Table 9 Performance using Genetic Algorithm 

Classifier Accuracy 

(%) 

Specificity 

(%) 

Sensitivity 

(%) 

Execution 

time(s) 

Logistic 

Regression(C=10)  

85 88 79 15.2 

k-NN(k=6) 77 77 71 18.4 

SVM(kernel 

=RBF) 

88 89 78 11.2 

Naïve Bayes 85 87 85 27.1 

Random Forest 82 73 81 11.2 

 

It is clear from these observations that the genetic algorithm 

helps to make the system more efficient. Accuracy, 

sensitivity and specificity using SVM classifier were 

88%,89% and 78% respectively. The performance of Naïve 

Bayes and Logistic regression also improved significantly. 

Accuracy, specificity and sensitivity obtained using Naïve 

Bayes is 85%,87% and 85% respectively.  

 

E. Results for performance of classifiers with LASSO 

Feature Selection 

Feature selection was carried out to remove irrelevant or 

redundant features present in the dataset. Feature section 

algorithm LASSO chooses highly vital features to target and 

ignores the rest features. The attributes are ranked according 

to their significance to the output attribute. Fig 5 depicts the 

weighted scores of the attributes after applying LASSO 

feature selection. 

 

 
 

Figure 5: Scores of Attribute Significance with LASSO 

 

The results indicate that the features Gender, Fluoroscopy, 

EI Angina, Slope of ST and thallium scan are significant in 

predicting the chance of heart disease.  

It is interesting to know here that fasting blood sugar has 

weak relation to risk score of heart disease in this dataset. 

The attributes with less importance were removed and only 

the vital ones were used to make the model. Table 10 

represents the performance of the various predictive 

algorithms on the important attributes. Accuracy, sensitivity 

and specificity of logistic regression (C=10) were 87%,97% 

and 76% respectively. The execution was quite fast as the 

processing time is as low as 0.02 seconds. It is observed that 

performance of k-NN improved significantly with LASSO 

algorithm. The best results were obtained with k=3.The 

sensitivity was found to be 94% while the specificity was 

72%. The performance of SVM was found to be optimum 

for kernel RBF, C=100.The accuracy was observed to be 

85%. Sensitivity and specificity were 94% and 74% 

respectively. The processing time was 0.02 seconds. Fig.6 

illustrates graphically the performance metrics of the 

prediction system designed after implementing LASSO 

algorithm 

 

Table 10 Performance using LASSO algorithm 
Classifier Accuracy 

(%) 

Specificity 

(%) 

Sensitivity 

(%) 

Execution 

time(s) 

Logistic 

Regression  

87 97 76 0.02 

k-NN 83 94 72 0.02 

SVM 85 94 74 0.03 
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Naïve 

Bayes 

83 88 78 6.3 

Random 

Forest 

83 92 72 0.02 

 

 

Figure 6: Performance of classifiers with LASSO feature 

selection 

 

Table 11 Best performance indices and best machine 

learning algorithms for various feature selection techniques 
Best 

Performance 

Indices 

Relief 

Feature 

selection 

MRMR 

feature 

selection 

Genetic 

algorithm 
LASSO 

feature 

selection  
Accuracy 89% 

Logistic 
Regression 

84% 

Naïve 
Bayes 

88% 

SVM 
87% 

Logistic 
Regression 

Sensitivity 98% 

Logistic 

regression 

90% 

Naïve 

Bayes 

89% 

SVM 
97% 

Logistic 

Regression 
Specificity 79% SVM 77% 

Naïve 

Bayes 

85% 

Naïve 

Bayes 

78% 

Naïve 

Bayes 
Execution 

Time(seconds) 
14.1SVM  1.3 

Random 

Forest 

11.2  
Random 

Forest 

0.03 
SVM 

 

The results of this research are summarized in Table 11. An 

overview of the best performance metrics and the best 

classifier have been represented here. It can be easily 

interpreted that the best accuracy on reduced dataset was 

achieved using Relief feature selection algorithm as 

compared to other algorithms. Logistic Regression classifier 

works well with Relief algorithm to achieve the best 

accuracy of 89% as well as the best sensitivity of 98%. 

Genetic algorithm of feature selection along with Naïve 

Bayes classifier achieves the best specificity of 85%. 

LASSO feature selection algorithm with SVM 

(kernel=RBF) provides the fastest speed of execution where 

the processing time is as low as 0.03seconds. 

CONCLUSIONS 

Heart diseases are responsible for largest number of demises 

globally. Machine learning based prediction models can 

forecast the risk of developing heart disease in early stages. 

The performance of the prediction system can be enhanced 

by removing redundant and irrelevant attributes from the 

healthcare data. In this paper 4 feature selection techniques 

to detect important attributes. These algorithms are MRMR, 

Relief, genetic algorithm and LASSO. These techniques 

were used in combination with 5 classifiers namely Logistic 

regression, k-NN, Naïve Bayes, Random Forest and support 

vector machine to build a heart disease prediction system. 

The study has been done on Cleveland heart disease dataset. 

Results obtained from this research study prove that Relief 

feature selection with Logistic Regression provides the best 

results for accuracy and sensitivity of the system. Best 

specificity is achieved using genetic algorithms with Naïve 

Bayes classifier. LASSO feature selection with Support 

Vector machine provides the fastest speed of execution. The 

results of this study clearly prove that the feature selection 

algorithms increase the accuracy, sensitivity, specificity and 

the processing speed of the prediction system significantly. 

This research can be further extended by implementing 

other techniques of feature selection to further advance the 

performance of prediction system. 
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