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#### Abstract

The ongoing Covid-19 pandemic has led to acute supply shortages across the country as well as concerns over price increases amid surging demand. In the process, it has reawakened a debate about whether and how to regulate "price gouging." Animating this controversy is a longstanding conflict between laissez-faire economics (which champions price fluctuations as a means to allocate scarce goods) and perceived norms of consumer fairness (which are thought to cut strongly against sharp price hikes amid shortages). This article provides a new, empirically grounded perspective on the price gouging debate that challenges several aspects of conventional wisdom. We report results from a survey experiment administered to a large, nationally representative sample during the height of the pandemic's initial wave. We presented participants with a variety of vignettes involving price increases, eliciting their reactions along two dimensions: the degree of unfairness they perceived, and the legal response they favored. Overall, we find that participants are more tolerant of price increases than either the existing behavioral economics literature predicts or most state price gouging statutes countenance. But we also find that price fairness perceptions can be highly sensitive to context. For example, participants are much more tolerant of moderate price increases if they previously are asked to contemplate large price increases. Moreover, participants are substantially more willing to accept a price increase when it is accompanied by an apology and/or a public-minded rationale (such as supporting furloughed employees). We explore the implications of our findings for behavioral economics, pricing practices, and legal reform.
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## Introduction

The outbreak of Covid-19 across the United States in the spring of 2020 quickly led to shortages of several consumer products on store shelves, due to both supply chain disruptions and hoarding by purchasers. ${ }^{1}$ Sellers frequently responded by raising prices, imposing quantity limitations, and, in some cases, auctioning off items to the highest bidder. ${ }^{2}$ In turn, those responses triggered complaints from consumers and spurred law enforcement officials to initiate hundreds of actions against sellers for alleged violations of state and local price gouging laws. ${ }^{3}$

Although the Covid-19 crisis is, well, novel from an epidemiological perspective, controversies over price gouging are anything but. Laws limiting price markups date back several millennia, ${ }^{4}$ and one need not look hard to find several notorious episodes of price gouging in the United States amid emergency-related shortages, including the Spanish influenza outbreak of 1918-19, ${ }^{5}$ both world wars, ${ }^{6}$ the Cuban missile crisis, ${ }^{7}$ and the "Y2K" computer bug in late $1999 .{ }^{8}$ More recently, concerns over price gouging surged in the aftermath of Hurricane Katrina in 2005 and Hurricane Harvey in 2017.9

[^1]Much of the concern over price gouging appears rooted in a perception that certain types of price hikes during an emergency are simply "unfair." ${ }^{10}$ A growing empirical literature seeks to understand when and why such societal norms regarding price fairness emerge. By far the most influential work in the price gouging canon is a 1986 article by Daniel Kahneman, Jack Knetsch, and Richard Thaler (KK\&T), ${ }^{11}$ two of whom (Kahneman and Thaler) went on to win Nobel Prizes for that and related research. ${ }^{12}$ In their study, KK\&T report results from telephone surveys of residents of two Canadian metropolitan areas, Toronto and Vancouver, who were interviewed regarding their perceptions of various pricing practices during hypothetical shortages. ${ }^{13}$ The authors found that respondents in their sample generally considered it unfair for stores to raise prices due to a surge in demand or a sudden shortage, though consumers looked more favorably upon price hikes that were linked to increases in supplier costs. ${ }^{14}$ Based on their findings, KK\&T conjectured that fairness norms may subvert standard supply-and-demand intuitions, with sellers refraining from marking up prices during shortages for fear of inviting consumer backlash. ${ }^{15}$

The Covid-19 pandemic presents a unique opportunity to revisit the price gouging literature amid a real and palpable crisis. Our project is partly one of replication: we seek to test whether U.S. consumers confronted with salient and immediate shortages caused by Covid-19 display the same fairness intuitions as Canadian consumers surveyed by KK\&T under very different circumstances over three-and-a-half decades ago. Replication analysis is critically important to the collective research enterprise, ${ }^{16}$ and one of our contributions is to evaluate the robustness of existing results.

But our ambition goes beyond replication in several ways. First, we situate the empirical literature on consumer fairness perceptions within several overlapping policy frameworks for understanding price gouging laws. More specifically, we explore when, why, and how fairness perceptions may justify and inform the design of price gouging statutes. Second, we attempt to

[^2]benchmark our respondents' views against existing laws on the books related to price gouging across the United States, asking whether the contours of such laws comport with the public's fairness intuitions. Our results are thus directly relevant to the study of consumer protection laws at the federal, state, and local levels. Third, we extend the existing empirical literature by evaluating an expanded range of factors that potentially shape price-fairness perceptions. We seek to determine whether consumers are more sensitive to the relative or absolute magnitude of price increases, whether increases in prices for necessities generate different reactions than increases in prices for luxury goods, whether merchants can reframe price increases in ways that make consumers more accepting of those changes, and whether consumers may be amenable to alternative allocation mechanisms such as rationing and auctions during an emergency.

To gain purchase on the questions above, we conducted two survey experiments using a large, nationally representative sample of U.S. adults. Our surveys were administered during the late spring of 2020, just as Covid-19-related shortages were rippling across the country. We report the results of those surveys and supplement their results with an analysis of the price gouging laws of all 50 states and the District of Columbia, highlighting areas in which consumer fairness perceptions conform to and diverge from legal prescriptions. We then consider the implications of our findings for social and behavioral scientists, market participants, and legal policymakers.

Overall, our participants demonstrated substantially greater willingness to accept price increases in a shortage than conventional wisdom predicts. For example, KK\&T presented Canadian consumers with a scenario in which a hardware store raised the price of snow shovels from $\$ 15$ to $\$ 20$ after a large snowstorm; they report that more than four-fifths of respondents ( 82 percent) characterized the price increase as unfair. ${ }^{17}$ When we presented our U.S. survey participants with a scenario in which a supermarket raised the price of a bottle of hand sanitizer after the onset of Covid-19 by the same relative magnitude as the price increase in the KK\&T study, fewer than half deemed the price increase to be unfair. Notably, our results remained broadly the same when we changed the item in question from hand sanitizer (a necessity in the context of a droplet-borne infection) to potato chips (an item much harder to characterize as necessary ${ }^{18}$ ), and when we manipulated price and quantity for bulk purchases of hand sanitizer at higher sticker prices. Perhaps even more strikingly, roughly the same fraction (less than half of all respondents) considered a $\$ 15$-to- $\$ 20$ price increase to be unfair when we presented them with the identical question regarding snow shovels used in KK\&T. ${ }^{19}$

[^3]We then go on to explore a wider range of conditions affecting consumer perceptions of price fairness in an emergency. Of particular note, we find that when consumers are informed that extra revenues from a price increase will be used to provide paid leave for workers, the share who consider the price increase to be unfair falls dramatically, to less than one-fifth. This finding is especially important because it suggests conditions under which price increases can play a role in allocating scarce resources during a shortage without triggering a strong backlash from purchasers. It also underscores the influence of factors beyond dollar amounts and percentages on consumer perceptions of price fairness.

We also investigate consumer reactions to two alternative allocative mechanisms: quantity rationing and auctioning. The existing empirical literature on consumer attitudes toward rationing and auctioning is inconclusive, though some studies suggest resistance to rationing ${ }^{20}$ and acceptance of auctioning. ${ }^{21}$ Our results on both scores are unambiguous: consumers are broadly willing to accept voluntary rationing, but they bristle at auctioning. Indeed, nearly all respondents ( $97 \%$ ) considered rationing (e.g., a rule of one bottle of hand sanitizer per customer) to be fair, while less than one-fifth thought it was fair for a store to allocate scarce items through an auction. This finding may help explain the widespread voluntary use of quantity limits amid shortages notwithstanding what economists understand to be the undesirable and potentially perverse allocative consequences of such limits.

Finally, and perhaps most surprisingly, we find that consumers do not - on the wholethink that price increases of the magnitudes contemplated by the prior empirical literature ought to trigger punishment. When asked how they believe authorities ought to respond to a supermarket that raises the price of hand sanitizer by $33 \%$ after the onset of the Covid- 19 crisis, approximately three-fifths of respondents said the government should do "nothing." When told that profits from hand sanitizer sales would be used to provide paid leave to workers, support for the do-nothing response to the same magnitude price change increased to nearly four out of five. This finding is particularly striking given that, in many states, a price increase of that magnitude in an emergency (whether justified or not by a plan to enhance worker benefits) would be prima facie illegal and in many cases punishable as a misdemeanor.

Our findings have important implications for both behavioral economics and consumer law. As to the former, our results highlight the fluidity and contingency of fairness perceptions. Canadian consumers circa 1985 and U.S. consumers circa 2020 appear to differ meaningfully in

[^4]their reactions to price increases. This finding underscores the importance of updating and replicating canonical results in the consumer fairness literature specifically, and the behavioral economics literature more generally, before drawing strong generalizations (or at least periodically revisiting those results). As for consumer law, our findings suggest that price gouging statutes in many U.S. states tend to diverge from shared fairness intuitions among U.S. adults, sometimes appreciably. ${ }^{22}$ This disconnect is not only interesting in its own right, but it bears on the question of whether prevailing laws actually serve their intended purpose(s). ${ }^{23}$

The remainder of this article proceeds in five parts. Part I describes the motivation for the study. Part II details the design and data collection approach. Part III presents and analyzes results. Part IV considers implications for legal reform, behavioral economics, and private ordering. Two appendices provide greater detail about (a) existing price gouging laws across the United States; and (b) the statistical robustness of our core results.

## I. Understanding Price Gouging

A core challenge in studying price gouging is its Rorschach-test-like nature ${ }^{24}$ : it lends itself to multiple, often unarticulated, normative accounts of what it is, why it's wrong, and what the core "goals" of price gouging laws are (or should be). Accordingly, we consider several such accounts in Section I.A below; but in doing so, we aspire neither to canvass all plausible normative theories nor to endorse a favorite. Rather, our aim is to demonstrate that several of the most plausible accounts turn-sometimes centrally - on the content and contours of societal fairness perceptions. Consequently, whichever of these policy rationales ultimately undergirds price gouging laws, our empirical inquiry and results are directly pertinent. In Section I.B, we discuss the specific role that consumer fairness perceptions play in understanding and interpreting existing price gouging laws. In Section I.C, we provide an overview of the extant empirical literature on consumer perceptions of price fairness, and we explain how this study contributes to that body of research.

## A. Normative Accounts of Price Gouging Laws

Standard neoclassical economics provides a helpful starting point for thinking about normative justifications for price gouging laws. According to this view, any constraints on price

[^5]movements are presumptively undesirable, since sellers who raise prices in a shortage (or reduce them amid surplus) advance three desirable social ends. First, market price plays a welfareenhancing rationing role, ensuring that goods in short supply go to those most willing to pay for them. Second, price changes can send effective public signals about scarcity to economic agents and policymakers, relieving them of having to conduct costly reconnaissance on consumer tastes, supply chain disruptions, or input availability. ${ }^{25}$ Finally, the profit-making opportunities that rising prices enable can induce suppliers to ramp up production and/or enter the market, ultimately dampening the shortages in question. ${ }^{26}$ According to the neoclassical account, then, price gouging prohibitions interfere with these equilibrating market forces, and by so doing leave us collectively worse off. ${ }^{27}$

Skeptics of this unalloyed neoclassical account (ourselves included) would likely rejoin that notwithstanding the usually beneficial role of the price mechanism, several factors can call into question whether equilibrium market prices give rise to desirable social allocations, particularly at moments of economic uncertainty and crisis. We consider several such arguments below, relating to distributional concerns, civic virtue and social cohesion, negative externalities, and bounded rationality and information.

## 1. Distributional Concerns

One potential defense of laws prohibiting price gouging is that such behavior visits intolerable harms on vulnerable groups - and in particular, poor and low-income consumers. ${ }^{28}$ The neoclassical account, this argument goes, hinges critically on the assumption that someone's "willingness to pay" for a good or service roughly aligns with the social value created when the item is allocated to them. However, people who are poor and/or facing liquidity constraints may simply be unable to pay their true hedonic valuations. ${ }^{29}$ And while the disconnect between willingness and ability to pay is a general phenomenon, it can become most stark (perhaps even fatal) during moments of public emergency, when prices for life-saving necessities may escalate to a level that only the well-heeled can afford. Constraining price run-ups, then, may be one way to ensure that all consumers have a chance to acquire needed provisions (even if some demand remains unfulfilled).

[^6]It is important to note that the distributional argument articulated above is largely a negative argument against markets, rather than a positive argument for any particular alternative. It does not reveal which (if any) other approach to allocation fares better. And here, the "compared to what?" question can loom large: As the philosopher Matt Zwolinski notes, "[a]ll our distributive options are imperfect" in a shortage. ${ }^{30}$ For example, allocation on a first-come, first-served basis--with prices remaining low-may disadvantage older and disabled individuals who cannot make it to the store immediately, as well as lower-wage workers who do not have the luxury of taking off time to purchase necessities. Similarly, quantity rationing rules (e.g., "one package of toilet paper per customer") may fail to account for the differential needs of larger families, irritable-bowelsyndrome sufferers, and so on. Lower-income individuals are likely losers from price gouging, but they could also be losers under various alternatives to price gouging as well.

Policy concerns over distributional outcomes also prove to be an awkward fit for many existing price gouging statutes, which limit price increases in an emergency but do not prohibit high prices per se. Under California's price gouging statute, for example, if Walmart initially sold hand sanitizer for $\$ 3$ before a declared state emergency, it could not legally raise the price to $\$ 4$ in the 30 days after the emergency declaration. ${ }^{31}$ However, if 7-Eleven sold the same bottle of hand sanitizer for $\$ 5$ pre-emergency, it could continue to sell the product for $\$ 5$ after the declaration. If one's normative goal is to ensure that low-income individuals have access to essential goods and services at affordable prices, California's statute appears underinclusive. It is also (at least arguably) over-inclusive, since it penalizes sellers who previously offered goods and services at heavily discounted prices during times of surplus (thereby expanding access) and then ended those discounts in an emergency.

None of this is to suggest that distributional concerns are irrelevant to the price gouging debate - to the contrary, they are (in our view) central to it. What it does suggest, however, is that a robust defense of existing price gouging statutes may have to look beyond distributional concerns alone. The remainder of this Section considers alternative approaches to price gouging and explains why empirical evidence on price fairness perceptions is particularly significant to those normative accounts.

## 2. Communitarianism

A second potential normative framework for evaluating price gouging approaches the issue from the standpoint of communitarian theories of justice. Consider, for example, the following view articulated by the philosopher Michael Sandel:

[^7]In times of trouble, a good society pulls together. Rather than press for maximum advantage, people look out for one another. A society in which people exploit their neighbors for financial gain in times of crisis is not a good society. Excessive greed is therefore a vice that a good society should discourage if it can. Price-gouging laws cannot banish greed, but they can at least restrain its most brazen expression, and signal society's disapproval of it. By punishing greedy behavior rather than rewarding it, society affirms the civic virtue of shared sacrifice for the common good. ${ }^{32}$

At core, Sandel appears to be making two separate points about price gouging: first, that taking financial advantage of one's neighbors is wrong because it violates shared conceptions of the common good; and second, that the law ought to punish such behavior to signal societal condemnation.

The first idea - that we are better off when society holds together, and that society holds together best when its members adhere to a shared conception of the common good-runs throughout communitarian thought and is reflected in communitarian approaches to law. ${ }^{33}$ Law can (and should) assist this effort, the argument goes, by reflecting, supporting, and reinforcing these shared community norms. Communitarians acknowledge - indeed, they often emphasize that shared norms are historically and culturally contingent. Norms cannot be created from thin air nor ascertained deductively. Bowing, kissing, addressing another person by first name, and using formal second-person pronouns (such as "usted" or "ustedes" in Spanish) may conform with norms in some settings and locales, but not in others. Empirical evidence thus bears on our assessment of which pricing practices violate shared norms, potentially justifying regulation. ${ }^{34}$

Sandel's second point - that law does and should serve a disapproval-signaling functionwill be even more familiar to many lawyers and legal academics. Expressive theories of law have gained considerable traction in recent decades, and the idea that law not only reflects but shapes norms is now widely accepted. ${ }^{35}$ Whether any particular law shapes norms, though, is an empirical

[^8]question. Thus, even if one agrees with Sandel's argument that the law should be used to signal society's disapproval of price gouging, the question remains: Have laws against price gouging succeeded in this regard? Our analysis below provides a helpful perspective on that score as well.

## 3. Externalities

A third argument for price gouging laws conjures more directly the language of utilitarianism and economics. Under this account, price gouging is undesirable because it imposes a negative "aesthetic externality" on third parties who are not directly affected by the price increase. That is, individuals may dislike the social existence of price gouging in the same way some people dislike the sight of neon green houses. Regardless of whether there is anything intrinsically "wrong" with such sensory experiences, the fact remains that some community members dislike them and experience disutility when exposed to them. And their disutility is neglected by the principal decision makers-producing a negative externality that potentially justifies regulation. A suburban zoning board, consequently, might enact an ordinance against neon green houses in the interests of improving residents' welfare regardless of whether the board members themselves do or don't have a taste for neon green. ${ }^{36}$ In the same vein, a legislature might enact a price gouging law simply because a critical fraction of the population shares a distaste for the incidence of price gouging as a practice, irrespective of whether they themselves fall prey to it.

The negative-externalities argument for price gouging laws depends directly on empirical evidence regarding fairness norms. If consumers do not experience disutility from the fact that other consumers are being "gouged," then there is no negative externality to remedy. To be clear, the existence of negative externalities would not make the case for regulation conclusive either; policymakers might still decide that externalities are not sufficiently material to justify a legal response. But for those who seek to justify price gouging laws on negative-externalities grounds, empirical evidence remains a necessary-though not sufficient-ingredient.

## 4. Consumer Information/Rationality

A final possible argument in favor of price gouging prohibitions posits that such laws address problems that occur when uninformed or boundedly rational consumers participate in markets. ${ }^{37}$ In anticipation of or during crises, some consumers will tend to purchase unfathomably

[^9]large quantities of certain items (e.g., bottled water, canned soup, and-at least during the Covid19 pandemic - hand sanitizer and toilet paper). ${ }^{38}$ This impulse-hoarding phenomenon is well documented in several areas, ${ }^{39}$ though its implications for price-gouging laws have not been thoroughly explored.

From a neoclassical economic perspective, impulse hoarding could provide an argument in favor of allowing market forces to run their course. ${ }^{40}$ If prices of scarce commodities were allowed to fluctuate freely, the argument goes, rising prices might deter impulse buyers from filling their basements with bottled water or their bathrooms with surplus toilet paper. And, from a psychological perspective, impulse hoarding is not obviously a negative either. For example, by allowing consumers to exercise control over uncertain future circumstances, such behavior may serve as a useful coping mechanism. ${ }^{41}$

That said, impulse hoarding can also reveal undesirable dysfunctions in broader market dynamics. The danger here may be especially compelling where consumers are relatively uninformed about shortages and/or confront highly unfamiliar situations. In the absence of such prohibitions, the argument goes, suppliers could take advantage of buyers' anticipated impulsivity by inventorying critical commodities and keeping them off the shelves, only to unload their stocks at elevated prices during a crisis. Poorly informed consumers, in turn, may view an initial price increase as a signal of looming extended privations, causing them to amplify their hoarding activities (ironically enough) because of the initial price increase. Moreover, for novel and unfamiliar moments of dislocation, consumers may fall prey to well-documented pathologies of decision making under uncertainty, causing them to "over-purchase" items under an assumed worst-case scenario. ${ }^{42}$ Finally, the simple act of hoarding imposes additional costs (such as supply-chain and inventory-management pressures) that are undesirable in the absence of delivering real benefits. Viewed from this perspective, then, price gouging prohibitions prevent suppliers from manipulating pricing, and thus help save impulse buyers "from themselves." Excess demand and supply shortages thus become a feature of price-gouging prohibitions, not a bug.
actually possessed by organisms, including man, in the kinds of environments in which such organisms exist.
Herbert A. Simon, Models of Man 99 (1957).
${ }^{38}$ On impulsive and compulsive buying around natural disasters, see generally Julie K. Sneath, Russell Lacey \& Pamela A. Kennett-Hensel, Coping with a Natural Disaster: Losses, Emotions, and Impulsive and Compulsive Buying, 20 Marketing Letters 45 (2009).
39 See generally Michal Barzuza \& Eric Talley, Long-Term Bias, Columbia Bus. L. Rev. (forthcoming 2020); Mark J. Roe, Corporate Short-Termism - In The Boardroom and in the Courtroom, 68 Bus. Law. 977 (2013); Daniel M. Gallagher, Activism, Short-Termism, and the SEC: Remarks at the 21st Annual Stanford Director's College, U.S. Sec. and Exch. Comm'n (June 23, 2015), https://www.sec.gov/news/speech/activism-short-termism-and-the-sec.html; David Laibson, Golden Eggs and Hyperbolic Disoounting, 112 Q. J. Econ. 443 (1997).
${ }^{40}$ Keith Sharfman, The Law and Economics of Hoarding, 19 Loy. Consumer L. Rev. 179 (2007).
${ }^{41}$ See Julie Z. Sneath, Pamela A. Kennett-Hensel \& Russell Lacey, Coping weith a Natural Disaster: Losses, Emotions, and Impulsive and Compulsive Buying, 20 Marketing Letters 45, 57 (2009).
${ }^{42}$ See, e.g., Eric L. Talley, On Uncertainty, Ambiguity, and Contractual Conditions, 34 Del. J. Corp. L. 755 (2009).

We remain agnostic (for present purposes) about whether asymmetric information and/or bounded rationality are sufficiently severe to overshadow the benefits of market pricing. Rather, we merely note (once again) that sophisticated advocates on both sides of the debate may care about the social reception of significant price run-ups during shortages. For example, one reason why KK\&T predicted that prices would not rise sharply in a shortage is that sellers would fear the reputational consequences of pricing practices that are widely perceived to be unfair. ${ }^{43}$ If fairness norms operate as an extra-legal deterrent to price gouging, then the need for additional legal prohibitions weakens. By contrast, if consumers generally tolerate price increases during shortages, then the behavioral-economics case for legal restrictions grows stronger. Once again, this is not the only inference that one might draw. As we emphasized above, widespread perceptions that price increases are unfair may bolster the case for price gouging laws for several other reasons. What the discussion here highlights is our study - and its empirical results - hold relevance for the debate about price gouging across several distinct normative theories, even if those theories offer different perspectives about how fairness perceptions play into a defense of price gouging prohibitions.

## B. Fairness Perceptions and the Content of Price Gouging Laws

Price gouging controversies do not occur in an institutional vacuum: as noted above, a sizable majority of states already have in place statutory proscriptions on price gouging. Consequently, even as fairness norms are relevant to the prudent design of price gouging laws, they also shed evaluative light on those institutions. Once a state has chosen to restrict various types of price increases during moments of crisis, it immediately becomes relevant whether such legal regimes "fit" societal mores of fairness. Real-world price gouging laws must make a variety of institutional choices that implicate who and what is regulated and how regulations are structured. Those contours, moreover, may bear on assessments of societal fairness and legitimacy. For example, all jurisdictions with a price gouging law must decide what magnitude of a price increase constitutes "gouging." They also must decide whether all goods will be regulated or only those that are necessary for health and safety. They must further choose whether to impose sanctions only on merchants (i.e., businesses and individuals who regularly sell the relevant goods for a living) or also on occasional sellers (e.g., individuals and opportunists selling items on eBay as a side venture). And, they must decide how to punish price-gouging conduct once identified. Because several normative theories of lawmaking implicate societal beliefs about legitimate market behavior (as illustrated above), our experiments bear on each of these questions.

In this section, we describe several dimensions along which price gouging laws can (and do) vary. To facilitate our discussion, we refer readers to Appendix A of this paper, which provides a cross-sectional survey of the price gouging laws of all fifty states and the District of Columbia. It

[^10]reveals a patchwork with appreciable heterogeneity, as different jurisdictions can vary considerably in their approach to price gouging.

As noted above, at least three dozen states and the District of Columbia have statutes that explicitly make price gouging during any declared state or district emergency unlawful at least for certain products and actors. ${ }^{44}$ By contrast, four states do not explicitly regulate price gouging at all, whether by statute, executive order, or some alternative provision. ${ }^{45}$ Five states have statutes that regulate price gouging indirectly, typically through general consumer protection laws that prohibit unconscionable, unfair, and/or deceptive business acts (with enforcement discretion normally vested in the state's Attorney General). ${ }^{46}$ Two states, Maryland and Minnesota, have no price gouging statute, but have nevertheless employed executive orders to declare price gouging illegal during their Covid-19 emergency declarations. ${ }^{47}$ Two more states, Nevada and Alaska, have no price gouging statute, but permit private parties to file consumer complaints with the Attorney General's office. Delaware's price gouging prohibition applies only to the Covid-19 emergency and a sixty-day recovery period afterwards. ${ }^{48}$

Of those jurisdictions that have an explicit price gouging statute, there is still substantial variation in: (a) the magnitude of price increase that triggers the statute; (b) the constellation of goods and services prescribed; (c) the types of sellers subject to regulation; and (d) the magnitude of civil and criminal penalties. Although these are not the sole dimensions on which statutes vary, they are the most pertinent ones for which people's fairness intuitions seem most relevant. ${ }^{49}$ We discuss each in turn.

[^11]Consider first liability triggers in states that have explicit price gouging statutes. Here, there is a significant amount of inter-state variation between precise rule-like criteria and squishier standards. Some states (like California) impose hard quantitative thresholds that create prima facie liability when a seller increases the price of goods by more than the prescribed percentage relative to pre-emergency prices. ${ }^{50}$ By contrast, other states (like New York) embrace a more flexible legal standard: price increases trigger liability if they are (something akin to) "unconscionably excessive. ${ }^{י 51}$ These two contrasting approaches illustrate well-known tradeoffs normally associated with navigating the rules-standards spectrum. While rules provide certainty and reduce detection and enforcement costs, standards promote flexibility, learning, and ex post adjustment. ${ }^{52}$ Societal fairness norms, however, appear relevant for both approaches (as well as hybrids). New York's "unconscionably excessive" standard invokes shared norms about the level at which price increases become intolerable. ${ }^{53}$ And since criminal prosecutions of price gouging will go before juries, lay views about price fairness will have important implications for enforcement. Even more quantitative triggers like California's require policymakers to settle in advance on a hard, quantitative trigger (be it in percentage or absolute terms). Depending on the normative justification for having the statute in the first place, empirical knowledge regarding social norms may be relevant to that threshold-setting exercise as well.

[^12]${ }^{52}$ See, e.g., Louis Kaplow, Rules versus Standards: An Economic Analysis, 42 Duke L. J. 557 (1992).
${ }_{53}$ N.Y. Gen. Bus. Law § 396-r (McKinney 2008).

Price gouging statutes also vary as to whether their proscriptions apply to all goods, or only those in specified categories. Nine states and the District of Columbia explicitly apply their price gouging laws to all goods, without limitation. ${ }^{54}$ Others, however, limit their prohibitions to goods that are "vital and necessary for the health, safety, and welfare of consumers," or similar language connoting necessity. ${ }^{55}$ During the Covid-19 pandemic, consumers have experienced price increases or shortages for essential health and safety items like masks and hand sanitizer as well as less obviously essential goods like Louis Vuitton handbags. ${ }^{56}$ One contribution of our study is to test whether consumers have the same reactions to price gouging for necessities and nonnecessities.

Third, some states apply their price gouging prohibitions only to "merchants" or analogous actors in the commercial distribution chain, ${ }^{57}$ while others regulate anyone who sells (or resells) goods. The Uniform Commercial Code - adopted in all fifty states and the District of Columbiadefines "merchant," in the main, as "a person who deals in goods of the kind or otherwise by his occupation holds himself out as having knowledge or skill peculiar to the practices or goods involved in the transaction" ${ }^{58}$ - a definition likely to inform the interpretation of state price gouging statutes that invoke the term. ${ }^{59}$ Although some price gouging enforcement actions amid the Covid19 pandemic have aimed at traditional merchants, one of the most salient price gouging enforcement actions was against a non-merchant seller who had stockpiled medical gear. ${ }^{60}$ Our study sheds light on whether the merchant/non-merchant distinction, which is inconsistently followed by states, tracks widespread fairness intuitions shared by laypeople.

A final pertinent point of statutory variation concerns the types and magnitudes of the legal sanctions imposed on those found liable for price gouging violations. Again, states vary markedly on this score, and we detail their various choices in Appendix A. Most sanctions can be found by cross-reference to states' consumer protection statutes. Some allow for injunctive relief, some enable private rights of action, and most allow for civil fines over a substantial monetary range

[^13](from a low of $\$ 99$ to a high of $\$ 50,000$ ). ${ }^{61}$ Finally, ten states allow for the possibility of criminal penalties, ranging from misdemeanors to felonies with jail time. This significant degree of variation in sanction makes it especially interesting to investigate people's intuitions about the appropriate legal response to price gouging. Although many may find crisis-born price increases to be unfair, it need not follow that they believe steep civil fines or criminal penalties to be an appropriate response.

## C. Price Gouging in the Social and Behavioral Sciences

While a key aspect of our enterprise is to study fairness norms and their implications for legal and regulatory policy, our study also engages broader literatures in the social and behavioral sciences related to price gouging and consumer fairness perceptions.

First, our study adds to the scholarly understanding of fairness constraints on dynamic pricing behavior. This subject was the focus of KK\&T's landmark survey of Canadian consumers, and it has been the topic of several follow-on studies. KK\&T set out to resolve a puzzle within neoclassical economics: Why do we so often observe "sticky" prices and persistent shortages of high-demand goods? In the presence of excess demand for a good or service, conventional wisdom suggests that prices should rise until the market equilibrates (and vice versa for excess supply). Raising the price seems like the simplest and most efficient way to ration, yet that does not always happen. Why not?

KK\&T posited that consumer fairness perceptions may play an important extra-legal role in preventing rapid price increases. To be sure, KK\&T were not the first to propose that "fairness" and related concepts may play a role in answering these questions. Before their contribution, for example, economist Arthur Okun hypothesized that "implicit contracts or conventions" between suppliers and customers might prevent suppliers from raising prices due to demand surges, and these implicit contracts or conventions might be rooted in shared (but inchoate) "fairness" norms. ${ }^{62}$ These conventions, Okun suggested, are most likely to arise in markets characterized by repeated interactions and information asymmetries. ${ }^{63}$ Consider a supermarket: seasoned shoppers may not know the fair market value of every product in their cart, and they may prefer to spend their time in other ways than examining receipts and comparing prices to those charged elsewhere. A high level of trust in a particular supermarket saves us the opportunity cost of comparison shopping. The supermarket might jeopardize that trust, however, if it suddenly raises the price of an item by an exorbitant amount.

[^14]KK\&T pushed this point further, arguing that " $[i] f$ considerations of fairness do restrict the actions of profit-seeking firms, economic models might be enriched by a more detailed analysis of this constraint." ${ }^{64}$ This detailed analysis, they further suggested, should include empirical work on what practices consumers actually perceive to be "unfair" and "fair." ${ }^{65}$ To that end, KK\&T presented their sample of Canadian consumers with a variety of hypothetical scenarios and asked their respondents to rate a firm's behavior as "completely fair," "acceptable," "unfair," or "very unfair." ${ }^{66}$

KK\&T's headline result, noted in our Introduction, is that an overwhelming majority of their subjects considered it unfair for a firm to raise prices in response to a short-run increase in demand. As we note at the outset, roughly four-fifths of their respondents ( 82 percent) thought it was "unfair" or "very unfair" for a hardware store to raise the price of snow shovels from $\$ 15$ to $\$ 20$ the morning after a blizzard. ${ }^{67}$ By contrast, KK\&T found that their participants generally did judge it fair for a seller to raise prices as a result of input cost increases. For example, 79 percent of respondents said it was "completely fair" or "acceptable" for a grocer to raise the price of a head of lettuce by 30 cents when a local shortage caused the wholesale price that the grocer paid for the lettuce to rise by 30 cents. ${ }^{68}$ KK\&T observed a broadly similar pattern across their scenarios: consumers generally thought it was unfair for sellers to raise prices in response to shortages with no increase in costs. ${ }^{69}$ But if the sellers experienced increases in their own input costs, then consumers generally tolerated commensurate price hikes. ${ }^{70}$

KK\&T proposed the following explanation for their findings: "[C]ommunity standards of fairness," they hypothesized, are governed "by a principle of dual entitlement." ${ }^{71}$ According to this principle, consumers "have an entitlement to the terms of reference transactions," while "firms are entitled to their reference profit." A "reference transaction" is generally some transaction that has occurred in the recent past. ${ }^{72}$ For example, the pre-snowstorm sale of a snow shovel would be the relevant reference transaction the morning after a snowstorm. The pre-shortage sale of heads of lettuce would be the relevant reference transaction for sales after the local shortage strikes. However, as KK\&T note, " $[t]$ he relevant reference transaction is not always unique," and "[d]isagreements about fairness are most likely to arise when alternative reference transactions can be invoked." ${ }^{73}$

[^15]KK\&T posited that where price increases run afoul of the dual entitlement principle, sellers are likely to eschew price hikes, resulting in excess demand and shortages. According to KK\&T, sellers-and especially sellers engaged in repeated interactions with their customers-will be reluctant to seize opportunities for short-term profits when price increases would erode their longterm reputations for fair dealing. Invoking a maxim from the ski-resort industry, KK\&T noted: "IIf you gouge them at Christmas, they won't be back in March." ${ }^{74}$ A similar maxim may well apply to the coronavirus context (though with a less catchy refrain): If you gouge them at the peak of the pandemic, they won't be back after the curve flattens. KK\&T specifically cited "consistent evidence . . . from studies of disasters, where prices are often maintained at their reference levels although supplies are short." ${ }^{75}$

KK\&T’s "dual entitlement" theory has inspired follow-on work examining perceptions of consumer fairness in a variety of settings. ${ }^{76}$ Subsequent studies indicate- among other findingsthat consumers generally are more tolerant of price increases in the context of services than goods, ${ }^{77}$ and that they react particularly negatively to individual-level price discrimination (i.e., circumstances in which different consumers are charged different prices). ${ }^{78}$ The inquiry most similar to our own is Margaret C. Campbell's study of price fairness perceptions in the wake of a major earthquake in Southern California - the only other study we know of that was conducted during or immediately after a disaster. ${ }^{79}$

Campbell conducted her study among first-year MBA students at UCLA's business school one-and-a-half weeks after the January 1994 Northridge earthquake. The earthquake led to tap water disruptions, though - as Campbell notes -"no actual shortage of bottled water in the affected area. ${ }^{30}$ Campbell told some of the students that a local store had raised the price of a gallon of bottled water from $\$ 3.60$ to $\$ 4$ after the earthquake, and told other students that the local store was charging the same $\$ 4-$ per-gallon price that it had charged pre-earthquake. She found that 65 percent of the students thought that the $\$ 4$ price was unfair when told that it had been raised after the earthquake, whereas only 7 percent believed it was unfair when they believed the store had been charging $\$ 4$ all along. ${ }^{81}$ Campbell also found that 35 percent of students thought

[^16]the price was unfair when they were told that the price increase from $\$ 3.60$ to $\$ 4$ had been planned since the beginning of the year but only took effect afterwards. ${ }^{82}$

Campbell's study highlights the potentially important role of seller motive in mediating consumer perceptions of fairness - a subject that we explore at greater length in the next section. It also suggests that KK\&T's snow-shovel result may not be specific to the Canadian-consumer context. Still, the potentially idiosyncratic sample - first-year MBAs at an elite business schoolmake inferences to the broader population difficult. We do not fault the study's author: nationwide surveys were considerably more difficult to conduct before Internet access and usage became widespread. Because anticipated bottled-water shortages did not materialize, moreover, Campbell could not examine reactions of consumers actually facing shortages in their own lives. Finally, more than a quarter-century has passed since Campbell's study. As a result, we know little about presentday consumers' reactions to price increases in response to disaster-induced shortages.

Our inquiry also contributes to related literatures regarding alternatives to price increases -such as quantity limits and auctions-and whether consumers perceive these alternative allocation mechanisms to be fair. Probably the most influential study of consumer fairness perceptions and quantity limits is a study by Nobel laureate Robert Shiller and his collaborators Maxim Boycko and Vladimir Korobov, who administered a telephone survey in Moscow and New York in 1990 that posed a series of questions to respondents regarding different allocation mechanisms. Of particular relevance, Shiller and his coauthors asked participants to choose which of two policies for reducing gasoline consumption was fairer: (1) "the government could prohibit gas stations from selling, for example, more than five gallons to one person," or (2) the government could impose a tax on gasoline that would cause prices to go up. Majorities in both cities ( 57 percent in Moscow, 64 percent in New York) favored the tax over the quantity limit. ${ }^{83}$ Twenty-one years later, John Marcis and coauthors asked students in a U.S. university's first-year economics course whether it would be fair or unfair for the government to "limit gasoline stations from selling more than five gallons of gasoline to any one person." ${ }^{34}$ Marcis and his coauthors found that views regarding this hypothetical policy were overwhelmingly negative: approximately 72 percent of respondents considered the policy to be unfair. ${ }^{85}$

Both of these studies point to possible aversion toward quantity limits. It is unclear, though, whether these results were driven by the fact that the government imposed the limit, by the relatively low limit (less than half the capacity of a typical sedan tank), or by a dim view of quantity limits writ large. Consumer perceptions of quantity limits are of particular interest in light of the widespread

[^17]voluntary use of rationing by stores across the United States during the Covid-19 pandemic to allocate in-demand items like hand sanitizer, toilet paper, and face masks. ${ }^{86}$

Another way that sellers sometimes allocate scarce items - rather than raising prices or limiting quantities - is to utilize auctions. Again, a small empirical literature offers insights regarding consumer fairness perceptions of auctions. When KK\&T asked survey participants to choose among three methods of rationing tickets to a sporting event - by auction, by lottery, or by queue (first-come first-served)-only 4 percent deemed the auction to be the "most fair" and 75 percent said it was the "least fair." ${ }^{87}$ When the authors asked participants whether it would be fair for a store with a single Cabbage Patch doll to auction it to the highest bidder the week before Christmas, 74 percent said it would be unfair. ${ }^{88}$ Interestingly, when KK\&T gave subjects the same question but added that "the proceeds will go to UNICEF," only 21 percent said that the use of the auction would be unfair. ${ }^{89}$ This finding indicates that consumer fairness perceptions may be sensitive not only to the choice of allocation mechanism but also to the destination of profits.

Other studies suggest much greater receptivity toward auctions. When a University of Pennsylvania professor put KK\&T's Cabbage Patch doll question to first-year MBA students, he found that only 36 percent of MBAs considered the use of an auction for the remaining doll to be unfair. ${ }^{90}$ While MBAs may differ systematically from the general population, other studies with broader sample populations also indicate possible receptivity toward auctions. Yue Gao posed the same question (substituting Barbie dolls for Cabbage Patch dolls) to shoppers and train passengers in three areas of China and to train travelers, students, and cafeteria staff in Zurich and Basel, Switzerland, in 2008. Gao found that only 36 percent of Chinese respondents and 32 percent of Swiss respondents considered the use of an auction to be unfair, a figure that fell to 7 percent in China and 6 percent in Switzerland when the auction proceeds were donated to charity. ${ }^{91}$ Our study seeks to shed further light on these conflicting results.

Finally, our investigation contributes to broader debates in the social and behavioral sciences literature regarding replicability and cross-cultural applicability. A key concern in the social and behavioral sciences over the past several years has been the reproducibility of landmark study results. ${ }^{92}$ Some phenomena, including many of the major findings related to risk perception,

[^18]have been documented across survey conditions. ${ }^{93}$ Others, such as the endowment effect, appear to be more sensitive to experimental procedures. ${ }^{94}$ Related to the issue of replicability is the question of whether consumer fairness perceptions are stable across countries and cultures.

Several subsequent academic contributions suggest that the dual entitlement principle may be robust to experimental conditions and cultural contexts, though evidence on this front is mixed. Bruno Frey and Werner Pommerehne managed to replicate KK\&T's result almost exactly in Switzerland and West Germany in 1987: whereas 82 percent of KK\&T's Canadian respondents considered a price increase for shovels from $\$ 15$ to $\$ 20$ after a snowstorm to be "unfair," 83 percent of Frey and Pommerehene's Swiss and West German respondents said the same. "This result can hardly be dismissed as coincidence," the authors wrote. ${ }^{95}$ Shiller and his coauthors - in their 1990 survey of Muscovites and New Yorkers - asked whether it was fair for florists to raise prices on a holiday when there is high demand for flowers. They found that nearly identical percentages of respondents - 66 percent in Moscow, 68 percent in New York-considered such price increases to be unfair. ${ }^{96}$ Shiller and his coauthors considered this to be evidence of "fundamental parameters of human behavior related to the success of free markets."97 Sheryl Kimes and Jochen Wirtz also find no significant differences across consumers in Singapore, Sweden, and the United States in their reactions to demand-based pricing in the restaurant industry. ${ }^{98}$

Other studies, by contrast, find more substantial cross-cultural variation in consumer fairness perceptions. For example, Lisa Bolton, Hean Tat Keh, and Joseph Alba find that consumers in China - when evaluating the fairness of individual-level price discrimination-are more affected by what a friend paid than what a stranger paid, a finding that was not replicated among U.S. consumers. ${ }^{99}$ Haipeng (Allan) Chen and coauthors find that consumers in Singapore react more negatively than consumers in the United States to "asymmetric pricing"-i.e., raising

[^19]prices in response to an input-cost increase but not cutting prices in response to an input-cost reduction. ${ }^{100}$ Nader Habibi finds that Shiller et al.'s result regarding preferences for taxes over rationing does not replicate for consumers in Iran. ${ }^{101}$ And as noted, efforts to reproduce KK\&T's auction-related findings in other settings have largely failed. ${ }^{102}$

The literature documenting the contingency of fairness norms suggests a measure of caution in extrapolating from long-ago studies - even famous ones - to predict fairness perceptions among current consumers. "The past," in the words of novelist L.P. Hartley, "is a foreign country: they do things differently there." ${ }^{103}$ Canada is literally a foreign country, of course, and while they don't do things so differently there, much has changed on both sides of the border since KK\&T's landmark study. In the ensuing decades, surge pricing has become routine in sports stadium ticketing, ${ }^{104}$ airline travel, ${ }^{105}$ and ride sharing, among other sectors. These developments in pricing practices may have made consumers more accustomed to demand-responsive price increases or, to the contrary, may have made them even more suspicious of price hikes. Such considerations underscore the periodic need to revisit received wisdoms, a task to which we now turn.

## II. Study Design

The onset of the Covid-19 pandemic presented a unique opportunity to explore the host of issues and quandaries described above. Accordingly, at the height of the crisis (at least its initial spring 2020 wave), we developed and administered two experimental protocols ("Experiment l" and "Experiment 2") in which participants read a series of different vignettes related to possible price markups of various goods during the crisis. Participants were asked to judge the fairness of the sellers' behavior and the appropriate legal response to it. In both studies, participants were recruited by Cloud Research (formerly TurkPrime), a firm that uses Amazon's MTurk platform to improve data quality and demographic representativeness above typical MTurk samples. ${ }^{106}$ This particular tool is now commonly used in articles published in top journals across disciplines,

[^20]including in consumer research, ${ }^{107}$ social psychology, ${ }^{108}$ political science, ${ }^{109}$ and law. ${ }^{110}$ Subjects were compensated $\$ 2.00$ for completing all of the vignettes presented to them. ${ }^{111}$ From these experimental data, we tested several hypotheses that are of theoretical and legal significance related to price gouging. This Part explains our experimental design. Our core results can be found immediately following, in Part III.

## A. Experiment 1

In our first experiment, we sought to replicate the findings of KK\&T's landmark study and to expand upon them in a number of directions relevant to the current context. As explained above, KK\&T reported that the overwhelming majority $(82 \%)$ of their subjects considered it unfair for a hardware store to increase the price of snow shovels from $\$ 15$ to $\$ 20$ the day after a hypothetical snowstorm. An initial goal of our enterprise is to examine whether people in the throes of an actual crisis would react similarly. But in addition, we were interested in whether subjects would react differently to price increases for products more directly related to the pandemic. Accordingly, we tested participants' beliefs about a price increase for Purell hand sanitizer. ${ }^{112}$ Further, KK\&T's findings cannot differentiate between unfairness associated with the absolute price increase (\$5) or the relative price increase ( $33 \%$ ). This is significant in the instant context because many price gouging statutes condition liability on a relative price increase over some baseline. ${ }^{113}$ Relative

[^21]increases may be less salient than absolute differences, however, especially when the percentage increase is high but the dollar value magnitude is low. For example, if a roll of toilet paper normally sells for $\$ 2$, consumers might not notice or care about a $\$ 1$ increase, despite its high relative magnitude. ${ }^{114}$ Thus, we ran conditions in which we could alternate the relative and absolute magnitudes of the price increases.

Our design for Experiment 1 involved a between-subject analysis. Participants were randomly assigned to one of four mutually exclusive "arms" based on the type of goods that were being sold. In addition, each subject read three separate versions (or "conditions") of the vignette in which the magnitude of the price increase varied. The order of presentation of each condition was random. Participants only saw the conditions pertaining to the specific arm to which they had been assigned. We explain each of the arms (and associated conditions) below.

## 1. Hand Sanitizer Individual Bottles

The first arm ("Arm A") presents a vignette that will serve as a key reference point across both experiments: Covid-19 related price changes associated with single bottles of hand sanitizer. The text for one condition of the vignette is as follows:

A supermarket had been selling 8-ounce bottles of Purell hand sanitizer for \$3. Several days after the first Covid-19 case was reported in the area, the supermarket increases the price of hand sanitizer to $\$ 4$.

After reading the short vignette, participants were asked to rate the fairness of the seller's behavior using the same scale that $\mathrm{KK} \& \mathrm{~T}$ used.

Please rate the supermarket's behavior.
(1) Completely fair
(2) Acceptable
(3) Unfair
(4) Very unfair

[^22]In addition, we also asked participants what they believed the appropriate legal response to the seller's behavior should be. We chose a range of responses that are consistent with the available legal sanctions in various states. ${ }^{115}$

If the authorities learn about the supermarket's behavior, what do you think they should do about it??
(1) Nothing
(2) Take the hand sanitizer and pay the seller $\$ 3$ per bottle
(3) Take the hand sanitizer and pay the seller nothing
(4) Take the hand sanitizer, pay nothing, and fine the supermarket \$2500
(5) Take the hand sanitizer, pay nothing, fine the supermarket \$2500, and put the owner in jail for one year.

Participants in Arm A also read two other variations on this vignette (presented in random order). In one of the conditions, the magnitude of the price was relatively large. Instead of raising the price to $\$ 4$ (a $33 \%$ increase as illustrated above), the supermarket raised the price to $\$ 10$ (a $333 \%$ increase). And in yet another condition, instead of raising the price, the supermarket did not change the price at all. Accordingly, participants saw the following three conditions in Arm A:

- No Change in price from $\$ 3$
- An increase in price from $\$ 3$ to $\$ 4(33 \%)$
- An increase in price from $\$ 3$ to $\$ 10(333 \%)$


## 2. Hand Sanitizer 5-Packs

The second arm ("Arm B") was similar to Arm A, but instead of the grocery store selling single bottles of Purell hand sanitizer initially priced at $\$ 3$, it was now selling 5-packs of Purell hand sanitizer initially priced at $\$ 15$. Once again, participants in this arm were asked to evaluate hypothetical price changes to the 5 -pack also corresponding to $0 \%, 33 \%$ and $333 \%$ of the initial price. The text of the vignette read as follows:

A supermarket had been selling 5-packs of 8-ounce bottles of Purell hand sanitizer for \$15. Several days after the first Covid-19 case was reported in the area, the supermarket [increases the price of 5-packs to ( $\$ 20 / \$ 50$ )/continues to sell 5-packs for $\$ 157$.

Participants then answered the analogous questions about the fairness of the seller's behavior and the appropriate response by the authorities (see above ${ }^{116}$ ). Thus, participants in Arm B saw the following three conditions, randomly presented:

[^23]- No Change in price from $\$ 15$
- An increase in price from $\$ 15$ to $\$ 20(33 \%)$
- An increase in price from $\$ 15$ to $\$ 50(333 \%)$


## 3. Ice Scrapers

Our third arm ("Arm C") moved incrementally towards the original KK\&T setup, changing the unanticipated event to a sudden snowstorm (rather than a pandemic), the identity of the merchant to a hardware store (rather than a grocery store), and the product to a necessity in a snowstorm (rather than a public health crisis): an ice scraper initially priced at $\$ 3$. We selected an ice scraper because it would plausibly carry an initial price similar to the single bottle of hand sanitizer in Arm A. The vignette read as follows:

A hardware store had been selling ice scrapers for $\$ 3$. The morning after a snowstorm in the area, the hardware store [continues to sell ice scrapers for \$3; increases the price of ice scrapers to (\$4/\$10)].

After reading each vignette, participants once again answered questions about fairness and legal response. The randomly presented conditions in Arm C were:

- No Change in price from $\$ 3$
- An increase in price from $\$ 3$ to $\$ 4(33 \%)$
- An increase in price from $\$ 3$ to $\$ 10(333 \%)$


## 4. Shovels (Replicating KK\&T)

In our final set of vignettes ("Arm D"), we presented participants with a set of vignettes that included an exact copy of the language that $\mathrm{KK} \& \mathrm{~T}$ studied, including the circumstances, the actor, the product, and the prices they analyzed. The vignette read as follows:

A hardware store had been selling snow shovels for $\$ 15$. The morning after a large snowstorm, the hardware store [raises the price of snow shovels to (\$20/\$50)/continues to sell shovels for \$15].

Participants then answered the same questions about the fairness of the seller's behavior and the appropriate response by the authorities. Note that the three price increases in Arm D have the same relative percentage magnitudes $(0 \%, 33 \%$, and $333 \%)$ as those in Arms A-C, but the
(2) Take the hand sanitizer and pay the seller $\$ 15$ per 5 -pack

A type of consistency-preserving edit recurs in this prompt for the other Arms as well.
absolute magnitude of the price increase is once again large (as in Arm B). Thus, participants in Arm D saw the following three conditions, randomly presented:

- No Change in price from $\$ 15$
- An increase in price from $\$ 15$ to $\$ 20(33 \%)$
- An increase in price from $\$ 15$ to $\$ 50(333 \%)$

Of these three conditions, the $33 \%$ price increase scenario is an exact replica of the vignette posed by KK\&T, providing us a basis for comparison not only to their study, but also to other variations in our other study arms.

For future reference, the respective arms of Experiment 1 are summarized in Table 1. For all arms of the experiment (as well as Experiment 2, discussed below), participants answered a series of demographic questions after providing fairness and legal response assessments. Specifically, we collected data on participants' age, gender identification, city, state, nature of community (urban, suburban, rural), household income, and political orientation (5-point "very conservative" to "very liberal"). We also asked whether any members of their household had been laid off, furloughed, or had their hours reduced because of the coronavirus outbreak. Finally, we asked whether they thought that the coronavirus outbreak was a major threat to their local community and to their country (5-point "Definitely yes" to "Definitely not").

|  | Arm A | Arm B | Arm C | Arm D |
| :--- | :---: | :---: | :---: | :---: |
| Sanitizer: NC/\$4/\$10 | $\checkmark$ |  |  |  |
| Sanitizer 5-pack: NC $/ \$ 20 / \$ 50$ |  | $\checkmark$ |  |  |
| Ice Scraper: NC/\$4/\$10 |  |  | $\checkmark$ |  |
| Snow Shovel: NC/\$20/\$50 |  |  |  | $\checkmark$ |

Table 1: Arms for Experiment 1

## B. Experiment 2

Experiment 2 resembles Experiment 1, but it was designed to delve further into the nuances of consumer reactions to price gouging in a pandemic-specific context. Specifically, in Experiment 2 we built on the conditions from Arm A of Experiment 1 with additional factual scenarios. While these additional scenarios vary, all subjects were commonly exposed to a baseline set of conditions
identical to "Arm A" in Experiment 1. Consequently, Experiment 2 permits us to conduct withinsubject analysis as well as between-subject comparisons.

## 1. Common Conditions

In all research arms of Experiment 2, participants once again read short vignettes about a seller's behavior that they might consider unfair and/or worthy of legal sanction. All subjects confronted a baseline condition identical to Arm A from Experiment 1, involving a supermarket that sold Purell hand sanitizer before the coronavirus outbreak for $\$ 3$ per bottle, with various altered pricing policies after the outbreak in the local community. To facilitate comparison, the vignette had the same language as did Arm A from Experiment 1:

> A supermarket had been selling 8-ounce bottles of Purell hand sanitizer for \$3. Several days after the first Covid-19 case was reported in the area, the supermarket [increases the price of bottles of Purell hand sanitizer to (\$4/\$10)/continues to sell bottles of Purell hand sanitizer for \$3].

For each price-change condition (No change, $\$ 3$ to $\$ 4$, and $\$ 3$ to $\$ 10$ ), participants also answered the same questions about unfairness and appropriate legal response, as laid out in Arm A of Experiment 1 (see above). Beyond these common prompts, the various arms of Experiment 2 diverged to explore a series of alternative contexts, described in greater detail below.

## 2. Quantity Restrictions and Auctions

The first variation we introduced in Experiment 2 considered the use of two alternative allocation mechanisms - quantity restrictions and auctions - instead of seller price markups. Many products have become especially scarce during the coronavirus outbreak, and some sellers have opted for alternatives to the standard first-come-first-served, sticker-price approach for market interactions. An alternative to first-come-first-serve rule that retains the sticker price approach intact is to impose quantity limitations on consumers. ${ }^{117}$ Here, a merchant might engage in selfimposed rationing that restricts consumers' ability to purchase as many goods as they would otherwise prefer. Two alternative hypotheses presented themselves. On the one hand, people might find quantity limits to be unfair. Many people may object to rationing on one level, because they believe that it may result in them not being able to purchase as much of a good as they desire. Certainly, ongoing debates about healthcare rationing in the U.S. can and have raised these

[^24]concerns. ${ }^{118}$ The findings of Shiller et al. and Marcis et al. also suggest that consumers share this view of rationing, though as noted above, the implications of those studies are not crystal-clear. ${ }^{119}$ On the other hand, we conjectured that some people might find quantity limits appealing. They might think that rationing will increase their ability to at least buy some quantity of a good, because it will prevent others from hoarding it. Relatedly, people might view the broader distribution of goods as fair, because more people will be able to consume an otherwise scarce good. To explore these hypotheses, we offered the following scenario:

> A supermarket had been selling 8-ounce bottles of Purell hand sanitizer for \$3. Several days after the first Covid-19 case was reported in the area, the supermarket continues to sell bottles of Purell hand sanitizer for \$3, but it imposes a quantity limit of one bottle per customer.

When supplies run particularly low, some sellers may consider simply abandoning sticker prices altogether and instead auctioning the items to the highest bidder. Conventional economic reasoning, in fact, considers an auction to be the most efficient means to distribute goods to those who value them the most. In contrast, and as noted above, there is mixed evidence regarding consumer receptivity toward auctions. ${ }^{120}$ We sought to understand whether evidence drawn from the coronavirus outbreak could clarify this ambiguity. Thus, in another condition of the experiment, participants read the following vignette:

A supermarket had been selling 8-ounce bottles of Purell hand sanitizer for \$3. Several days after the first Covid-19 case was reported in the area, the supermarket removes the bottles of hand sanitizer from its shelves, and it announces that it will sell its remaining bottles of Purell hand sanitizer to the highest bidder in an online auction.

## 3. Apologies and Rationales

A second set of variations we introduced concerned the effect of offering apologies and/or rationales in conjunction with a price change. Here we are motivated in part by the literature in behavioral economics, ${ }^{121}$ psychology, ${ }^{122}$ medicine, ${ }^{123}$ and law ${ }^{124}$ suggesting that expressions of

[^25]contrition may help to dampen conflict, neutralize aggression, and even reduce settlement amounts in tort cases. ${ }^{125}$ Within our context, when merchants offer an apology or an explanation that they are raising prices in order to justify other goals that consumers value, consumers may be less likely to object to the increase. For example, people might be willing to pay higher prices when merchants are using the profits to pay salaries to workers affected by the crisis, or for other laudable goals. ${ }^{126}$

We attempted to study the independent and conjoined effects of apologies and rationales with three distinct variations: one with just a rationale, one with just an apology, and one with a rationale combined with an apology. The vignette is below. The rationale text is underlined, and the apology text is in bold (both only for purposes of this exposition).

A supermarket had been selling 8-ounce bottles of Purell hand sanitizer for \$3. Several days after the first Covid-19 case was reported in the area, the supermarket raises the price to $\$ 4$. A sign at the front of the supermarket reads: "We have increased prices for some products in this store. All profits from these price increases will be used to provide paid leave to workers affected by Covid-19.
We apologize for the inconvenience."
Depending on the condition to which they were (randomly) assigned, participants saw the underlined rationale text, the bolded apology text, or both. We ran each of these three permutations with an increase to $\$ 4$ as well as an increase to $\$ 10$, producing a total of six apology/rationale conditions.

## 4. Merchants versus Non-Merchants

A third variation in Experiment 2 hinged on the identity of the seller. As noted in the last Part, several state statutes proscribe price gouging only when perpetrated by merchants, retailers, wholesalers, suppliers, and other parties within a formal distribution chain, without explicitly restricting private individuals from increasing prices on goods that they sell. ${ }^{127}$ Others, in contrast, have proscribed gouging by all parties. Although there might be a number of reasons for this limitation, it did not seem obvious to us that people would be more offended by the behavior of business entities within a distribution chain than by that of private individuals. In fact, perhaps the most salient example of price gouging during the coronavirus outbreak involved an individual reselling masks, gloves, and other medical equipment to medical professionals. ${ }^{128}$ Accordingly, we ran two conditions of the experiment with the following vignette:

[^26]A supermarket had been selling 8-ounce bottles of Purell hand sanitizer for \$3. Several days after the first Covid-19 case was reported in the area, a local resident who purchased many bottles of Purell hand sanitizer at the supermarket begins to sell them out of a truck for [\$4/\$10].

These conditions on price, product necessity, and seller identity allowed us to canvas most of the legally significant variations across states.

## 5. Necessities vs. Luxuries

A final set of variations we introduced in Experiment 2 concerned whether the marked-up product was a necessity. Many jurisdictions impose liability for price gouging only on goods and services that are explicitly deemed necessary to people's health and/or safety, such as household essentials, fuel, medicine, and shelter. ${ }^{129}$ Others proscribe price gouging even as to non-necessities (or "luxury" items). We were interested in whether this legal differentiation was consistent with people's intuitions about the fairness of price increases during the coronavirus outbreak. As a proxy for a luxury item, we prompted subjects with additional questions related to bag of Lay's potato chips ${ }^{130}$ originally priced at $\$ 3$ per bag, with a supermarket increasing the price to $\$ 4$ per bag, and then $\$ 10$ per bag. The exact prompt we utilized was as follows:

## A supermarket had been selling 8-ounce bags of Lay's classic potato chips for \$3. Several days after the first Covid-19 case was reported in the area, the supermarket raises the price to [\$4/\$10].

All told, Experiment 2 contains fifteen separate vignette conditions, including the baseline condition of hand sanitizer with no price change. We utilized a series of six distinct arms for this experiment out of concerns that reading numerous conditions would tax our participants unduly. Each resulting arm contains five conditions in all, as illustrated by Table 2. Participants were randomly assigned to one of the arms, and then the conditions within the arm were presented in random order. As noted above, each arm contained three common conditions that were the same as Arm A of Experiment 1, a feature we introduced to reaffirm our initial results as well as to allow for "within-subject" controls as a double-check on our analysis. ${ }^{131}$

[^27]|  | Arm E | Arm F | Arm G | Arm H | Arm I | Arm J |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Sanitizer: NC/\$4/\$10 (common baseline) | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Sanitizer: Quantity Limit /Auction | $\checkmark$ |  |  |  |  |  |
| Sanitizer: $\$ 4 / \$ 10$; Apology \& Rationale |  | $\checkmark$ |  |  |  |  |
| Sanitizer: $\$ 4 / \$ 10$; Apology Only |  |  | $\checkmark$ |  |  |  |
| Sanitizer: $\$ 4 / \$ 10$; Rationale Only |  |  |  | $\checkmark$ |  |  |
| Sanitizer: $\$ 4 / \$ 10$; Seller is Local Resident |  |  |  |  | $\checkmark$ |  |
| Luxury Good (Potato Chips): $\$ 4 / \$ 10$ |  |  |  |  |  | $\checkmark$ |

Table 2: Arms for Experiment 2

As is increasingly common in studies such as ours, our data collection efforts made use of online solicitations over Amazon Mechanical Turk ("MTurk"). Given that we conducted our study at the height of a pandemic, in-person solicitations would have been infeasible, and telephone surveys increasingly run up against low response rates that cast doubt on external validity. ${ }^{132}$ Although we undertook measures to ensure that our respondents had observable traits matching the overall demographic profile of the U.S. population, it is possible that our baseline results including our failure to replicate KK\&T - are an artifact of the sample population and protocol we were compelled to employ. Of course, the same could be said of previous studies (e.g., that KK\&T's results may have been an artifact of the sample population of Toronto and Vancouver area residents answering their telephones during evening hours ${ }^{133}$ ). Moreover, we note that online and electronic platforms (like MTurk) have increasingly become modal channels for human interaction (as compared to telephone conversations/surveys employed by KK\&T). At a minimum, then, our baseline results bear on the question of whether well-accepted behavioral economics findings carry over to twenty-first century modes of interaction. And many of our more interesting findings emerge from manipulations that we introduce on top of our baseline results. Here, we make note of an emerging literature demonstrating that interaction and treatment effects

[^28]can be accurately measured with MTurk participants even when their baseline behavior differs from other available subject pools. ${ }^{134}$

## III. Results and Analysis

Following the protocol described above, we collected data from 656 respondents in the first two weeks of May 2020. ${ }^{135}$ We sought a sample that was representative of the U.S population, especially with respect to age, gender, and geography. The survey took on average just under four minutes to complete. For each arm of each experiment, we sampled between 60 and 70 respondents, as depicted in Table 3.

[^29]| Experiment 1 |  | N | Percentage |
| :--- | :---: | :---: | :---: |
| Arm A | Hand Sanitizer (\$3 Base Price) | 65 | 9.91 |
| Arm B | Hand Sanitizer (\$15 Base Price) | 61 | 9.3 |
| Arm C | Ice Scraper (\$3 Base Price) | 63 | 9.6 |
| Arm D | Shovel (\$15 Base Price) | 65 | 9.91 |
| Experiment 2 | Hand Sanitizer (Common) + Quantity / Auction | 67 | 10.21 |
| Arm E | Hand Sanitizer (Common) + Apology + Paid Leave | 69 | 10.52 |
| Arm F | Hand Sanitizer (Common) + Apology | 67 | 10.21 |
| Arm G | Hand Sanitizer (Common) + Paid Leave | 68 | 10.37 |
| Arm H | Hand Sanitizer (Common) + Resident Conditions | 64 | 9.76 |
| Arm I | Hand Sanitizer (Common) + Potato Chips Condition | 67 | 10.21 |
| Arm J | Total |  | 656 |

Table 3: Distribution of Participants Across Arms of Experiments 1 and 2

## A. Descriptive Statistics and Respondent Demographics

Table 4 presents summary statistics of our respondents' demographic characteristics. Overall, our participants display reasonably strong covariate balance, with little to no statistically significant distributional differences across the respective arms. Our subject pool was split roughly evenly between male and non-male participants (we had only one participant who identified as non-binary in gender, and we classified them as non-male). The mean respondent was approximately 37.4 years of age (within one year of the national median ${ }^{136}$ ), with a substantial variation in both directions. Approximately half of our subjects (48.2 percent) reported household incomes above $\$ 60,000$, which again is consistent with Census data (the national median household

[^30]income in 2018 was $\$ 61,937) .{ }^{137}$ Approximately two-thirds of participants live in either rural or suburban areas, and they were geographically distributed throughout the U.S. in a fairly representative manner. ${ }^{138}$

| Duration in Seconds | Arm (A) | Arm (B) | Arm (C) | Arm (D) | Arm (E) | Arm (F) | Arm (G) | $\operatorname{Arm}(\mathrm{H})$ | Arm (I) | Arm (J) | Total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 214.723 | 180.443 | 195.587 | 193.815 | 242.388 | 258.623 | 223.746 | 232.691 | 236.719 | 209.537 | 219.470 |
|  | 169.071 | 111.147 | 150.760 | 123.855 | 168.637 | 194.907 | 151.428 | 175.004 | 158.836 | 102.224 | 154.421 |
| Age | 38.800 | 40.049 | 35.190 | 37.692 | 35.299 | 38.783 | 37.015 | 35.765 | 38.656 | 36.493 | 37.354 |
|  | 13.748 | 14.258 | 12.251 | 14.502 | 11.040 | 13.968 | 14.177 | 12.520 | 11.865 | 11.923 | 13.078 |
| Male | 0.462 | 0.525 | 0.524 | 0.523 | 0.478 | 0.522 | 0.537 | 0.353 | 0.563 | 0.567 | 0.505 |
|  | n/a | n/a | n/a | n/a | n/a | n/a | n/a | n/a | n/a | n/a | n/a |
| Household Income Bin (1 to 7) | 3.462 | 3.492 | 4.048 | 3.431 | 3.463 | 3.391 | 3.672 | 3.559 | 3.750 | 3.716 | 3.596 |
|  | 1.650 | 1.785 | 1.641 | 1.610 | 1.599 | 1.717 | 1.691 | 1.661 | 1.623 | 1.622 | 1.660 |
| IncomeOver60K | 0.415 | 0.426 | 0.587 | 0.446 | 0.448 | 0.391 | 0.522 | 0.500 | 0.547 | 0.537 | 0.482 |
|  | n/a | n/a | n/a | n/a | n/a | n/a | n/a | n/a | n/a | n/a | n/a |
| Household Effects of COVID19 | 0.415 | 0.393 | 0.460 | 0.446 | 0.388 | 0.507 | 0.507 | 0.338 | 0.406 | 0.522 | 0.439 |
|  | n/a | n/a | n/a | n/a | n/a | n/a | n/a | n/a | n/a | n/a | n/a |
| Local COVID19 Effects (-2 to 2) | 0.738 | 0.951 | 0.889 | 1.015 | 0.940 | 1.014 | 0.597 | 0.779 | 0.797 | 0.970 | 0.869 |
|  | 1.020 | 1.189 | 1.094 | 0.992 | 0.936 | 1.105 | 1.268 | 1.220 | 1.057 | 1.044 | 1.097 |
| National COVID19 Effects (-2 to 2) | 1.277 | 1.393 | 1.429 | 1.385 | 1.433 | 1.652 | 1.030 | 1.368 | 1.406 | 1.433 | 1.381 |
|  | 1.023 | 1.084 | 0.946 | 0.963 | 0.874 | 0.682 | 1.128 | 1.064 | 0.849 | 0.908 | 0.964 |
| Politics (-2 to 2) | -0.154 | -0.230 | -0.079 | 0.123 | -0.030 | -0.203 | 0.045 | -0.118 | -0.203 | -0.164 | -0.101 |
|  | 1.395 | 1.499 | 1.462 | 1.420 | 1.477 | 1.410 | 1.451 | 1.471 | 1.427 | 1.504 | 1.446 |
| Conservative (Politics $>0$ ) | 0.369 | 0.410 | 0.460 | 0.477 | 0.463 | 0.420 | 0.478 | 0.456 | 0.391 | 0.433 | 0.436 |
|  | n/a | n/a | n/a | n/a | n/a | n/a | n/a | n/a | n/a | n/a | n/a |
| Urban | 0.277 | 0.377 | 0.302 | 0.354 | 0.313 | 0.362 | 0.388 | 0.353 | 0.359 | 0.358 | 0.345 |
|  | $\mathrm{n} / \mathrm{a}$ | $\mathrm{n} / \mathrm{a}$ | n/a | $\mathrm{n} / \mathrm{a}$ | $\mathrm{n} / \mathrm{a}$ | $\mathrm{n} / \mathrm{a}$ | $\mathrm{n} / \mathrm{a}$ | n/a | $\mathrm{n} / \mathrm{a}$ | n/a | n/a |

Table 4: Summary Statistics (Means; Standard Deviations in italics)

As detailed in the previous subsection, for each vignette, our participants chose one of four responses on an unfairness scale and one of five choices on a legal-response scale. The crosstabulated breakdown of these responses - with integer "scores" representing each ordered response - are depicted in Table 5, which pools data across both experiments, all participants, and all conditions. As illustrated by the table, Unfair assessments (columns) were roughly evenly split overall across the four ordered categories. Legal Response answers (rows), in contrast, were discernibly skewed towards mild responses, with fully half of our respondents overall opining that "Nothing" was the appropriate response. (This response came overwhelmingly from participants who evaluated the behavior in question as being either "Completely Fair" or "Acceptable.") It bears noting that a second local mode in Legal Response assessments corresponds with a much more severe form of punishment entailing not only taking the item without compensation, but also fining the store/resident $\$ 2,500$. (This response came overwhelmingly from participants who evaluated the seller's behavior as either "Unfair" or "Very Unfair.")

[^31]|  |  | Unfair |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1: Completel | Acceptable | 3: Unfair | 4: Very Unfair | Row Total |
|  | 1: Nothing | 24.6\% | 16.2\% | 7.4\% | 1.8\% | 50.1\% |
|  | 2: Take the product \& pay the seller initial price | 2.0\% | 4.2\% | 7.1\% | 4.0\% | 17.3\% |
|  | 3: Take product \& pay the seller nothing | 1.0\% | 3.0\% | 2.1\% | 1.3\% | 7.4\% |
|  | 4: Take product, pay nothing, \& fine the seller \$2,500 | 0.6\% | 1.1\% | 6.0\% | 13.7\% | 21.4\% |
|  | 5: Take product, pay nothing, fine \& imprison seller | 0.3\% | 0.3\% | 0.3\% | 3.0\% | 3.9\% |
|  | Column Total | 28.5\% | 24.9\% | 22.8\% | 23.9\% | 100.0\% |

## Table 5: Dependent Variable Cross-Tabulation (all participants/rounds)

We hasten to note that-beyond the natural orderings they connote - integer scores assigned to both of dependent variables are relatively arbitrary. In particular, one must take care not to interpret the numerical scores in Table 5 as embodying the intensity of respondents' views. One cannot be sure, for example, that the subjective "distance" between a "Completely Fair" assessment of Unfairness (scored as 1) and an "Acceptable" assessment (scored as 2) is the same as the distance between "Acceptable" and "Unfair" (scored as 3). Thus, while we find it convenient for expositional purposes to use this integer scoring rubric in summarizing our results, we also circle back in a subsequent section to verify that our qualitative results carry over to methods that steer clear of arbitrary cardinal ranking scales. ${ }^{139}$

It is further worth noting that our dependent variable responses vary somewhat along certain demographic dimensions. Perhaps the most notable such covariation concerns the distributions of respondents' answers subdivided by political ideology, as reflected in Figure A below. On the whole, as respondents grow more conservative, they are increasingly disinclined to describe behavior as "Unfair." The pattern is somewhat more heterogeneous with respect to Legal Response. Very conservative respondents appear to be relatively more likely to recommend a legal sanction than other groups (particularly Very Liberal respondents), notwithstanding their lower overall proclivity to label conduct as unfair. This pattern may well be consistent with some theory of ideology, such as tradeoffs between when liability is triggered and the magnitude of sanctions. ${ }^{140}$ On the other hand, conditional on recommending some type of punishment, very liberal respondents tend to be mildly more likely to prefer a severe punishment with "teeth," such as a significant fine. Regardless of interpretation, it appears clear that if our experimental manipulations have an effect, they do so on top of a heterogeneous baseline as to some underlying demographic covariates, such as politics (a complication that randomized assignment helps to resolve).

[^32]Figure A: Dependent Variables as a Function of Politics


## B. Analysis of Vignette Responses

We now proceed to analyze some of the key results from our survey. For ease of exposition and accessibility, we present our results using a series of visual representations and simple statistical means/distributional tests. For the more technically minded reader, in Subsection 3 and Appendix B we present our results using a variety of regression and qualitative-choice models (all of which are consistent with the visual representations below).

## 1. Experiment 1 General Results

We start with Experiment $1(\mathrm{~N}=254)$, which endeavors (inter alia) to replicate the findings of KK\&T. In each study Arm, participants were asked to evaluate the Unfairness of No-Change, a $33 \%$ price increase, and a $333 \%$ price increase. First consider the Unfairness assessment for each one of these conditions (comparing vignettes), as depicted in the Figure below. Note that unfairness assessments become more pronounced as the magnitude of the price increase grows. This is of course quite intuitive, and it was an intended result of our study design. Also, it appears that the range of price increases presented to participants do, in fact, "move the needle" in influencing participants' unfairness responses.

In addition, note that unfairness responses look relatively similar across all four vignettes, regardless of whether the item is a low value (\$3) item or a higher cost purchase (\$15), as well as regardless of whether it is a pandemic-related good (hand sanitizer) or a hypothetical snowstormrelated purchase (ice scraper; shovel). Although not enormously surprising, it is worth noting that participants do not appear to tailor their unfairness evaluation to the moment. Nonparametric Kolmogorov-Smirnov tests categorically fail to reject the null hypothesis that the distributions across the four arms are identical for each price increase condition.

Figure B: Unfairness Assessment (by Percentage Increase)




Panel (iii)

Finally, and perhaps most significantly, notice that for moderate ( $33 \%$ ) price increases in Panel (ii), our participants tend, on the whole, to assess the price change as relatively fair (or at least not unfair). In all four study arms, in fact, a majority of participants found the $33 \%$ price increase to be either "Completely Fair" or "Acceptable." This assessment, notably, is also manifest in Arm D, which is an exact replication of the scenario that KK\&T presented to their Canadian participants. There, they report that a $33 \%$ increase in the price of a snow shovel during a blizzard was deemed "Unfair" or "Very Unfair" by 82 percent of their participants (N=107). ${ }^{141}$ We are not able to replicate the significant magnitude of that result; indeed, our results suggest that unfairness assessments are consistently and significantly milder than what KK\&T measured for the same magnitude of price increase. Although we are able to generate unfairness assessments on the order of KK\&T's result, for our participants it entailed an extreme ( $333 \%$ ) price increase.

[^33]Figure C: Legal Response Assessment (by Percentage Increase)


The panels in Figure C present the analogous findings as in Figure B, but as applied to participants' assessment of the appropriate legal response to each hypothesized action. In contrast to our participants' unfairness assessments, subjects did exhibit some heterogeneity across the study arms in assessing legal response. Two aspects of participants' legal response preferences bear emphasizing. First, the plurality (and in many cases the majority) of participants tend to prefer no action ("Nothing") in the face of no price change or even moderate ( $33 \%$ ) price changes. Moreover, in those two conditions, participants' responses are statistically indistinguishable across the four vignette arms of Experiment l. Second, when price increases become extreme (333\%), participants are far more willing to countenance significant legal implications, in particular seizing the product and fining the seller. But here, in contrast, we do find statistically significant differences among the different vignette conditions. Participants presented with the two hand sanitizer vignettes are significantly more likely to advocate severe punishment for extreme price gouging than participants presented with either the analogous ice scraper or snow shovel vignettes. ${ }^{142}$ Thus, it appears that while participants do not appear to respond to salient market panics in assessing the fairness of a

[^34]price increase, they do (on average) support steeper penalties for perceived unfair behavior when the product is closely tied to an ongoing and salient event, such as Covid-19.

Analysis of our data revealed that there appeared to be discernible and consistent differences in our participants' responses as their political ideologies varied from liberal to conservative on a 5 -point scale ( -2 to 2 , respectively). To tease out this tendency further, we delved into whether the effects noted above were related to political differences among participants. Figure D reproduces Panel (iii) from Figure C, but it separates between "Conservative" participants (with politics scores of 1 or 2 in the scale summarized above) and "Non-Conservative" participants (with politics scores between -2 and 0). As one can see from Figure D, non-conservatives appear (on the whole) to skew more heavily towards severe sanctions than do conservatives, and they do so particularly in the hand sanitizer vignettes. This effect is especially pronounced in Arm B, which relates to a 5 -pack of hand sanitizers and a price increase from $\$ 15$ to $\$ 50$. In contrast, conservatives appear to respond more mildly on the whole to non-conservatives when it comes to legal sanction, and their response is largely consistent across all different vignettes.

Figure D: Legal Response for Extreme Price Increase (by Politics)


2. Experiment 2 General Results

With the results of Experiment 1 providing a baseline, we now move on to consider Experiment 2 ( $\mathrm{N}=402$ ), which expands outward from the $\$ 3$ Hand Sanitizer vignette in Arm A from Experiment 1. In this experiment, all participants commonly received that same vignette, but then were channeled into a set of variations, exploring alternative rationing devices, apologies/rationales, different products, and the identity of the seller.

## Common Vignettes

We begin with the three "common vignettes" presented to all participants regardless of study arm: (1) No Change; (2) Merchant increases price for hand sanitizer from $\$ 3$ to $\$ 4$; and (3) Merchant increases price for hand sanitizer from $\$ 3$ to $\$ 10$. Figure E illustrates participants' aggregated unfairness rankings and legal response rankings for each of these vignettes. These results are substantially similar to our single-pack hand-sanitizer results from Experiment 1 (see Figure B). We report these results again for Experiment 2 to confirm that the sample population for Experiment 2-recruited through the same mechanism as Experiment 1-shares similar fairness intuitions. Moreover, these distributions are statistically indistinguishable ${ }^{143}$ from those reported in Arm A of Experiment 1 above, which (recall) presented participants with identical vignettes as did the common conditions.

Figure E: Common-Vignette Responses (All arms)


[^35]

To underscore and summarize an important difference between our results and those of KK\&T, it is helpful to pool results across Arm A from Experiment 1 and the identical common conditions throughout Experiment 2, reporting them collectively in Table 6 below:

|  | No Change <br> Hand <br> Sanitizer | $\$ 3$ to $\$ 4$ <br> Hand <br> Sanitizer | $\$ 3$ to $\$ 10$ <br> Hand <br> Sanitizer |
| :--- | :---: | :---: | :---: |
| Completely fair | $83.08 \%$ $11.99 \%$ $4.71 \%$ <br> Acceptable $12.42 \%$ $45.40 \%$ | $9.42 \%$ |  |
| Unfair | $3.43 \%$ | $34.90 \%$ | $24.41 \%$ |
| Very unfair | $1.07 \%$ | $7.71 \%$ | $61.46 \%$ |
| Fair Total (Completely Fair + Acceptable) | $\mathbf{9 5 . 5 0 \%}$ | $\mathbf{5 7 . 3 9 \%}$ | $\mathbf{1 4 . 1 3 \%}$ |
| Unfair Total (Unfair + Very Unfair) | $\mathbf{4 . 5 0 \%}$ | $\mathbf{4 2 . 6 1 \%}$ | $\mathbf{8 5 . 8 7 \%}$ |
| Total Responses | 467 | 467 | 467 |

Table 6: Breakdown of Responses by Condition
(Experiment 1, Arm A combined with Experiment 2 Common Qs, Arms E-7)

As the pooled data results from Table 6 illustrated, a $33 \%$ price increase elicited a negative response (i.e., "Unfair" or "Very Unfair") from just under $43 \%$ of participants (in contrast to the
$82 \%$ reported by KK\& $\mathrm{T}^{144}$ ). Within our subject pool, it is possible to generate negative assessments comparable to those reported by KK\&T (in our case $86 \%$ ), but doing so entailed presenting subjects with an extreme price increase ( $333 \%$ ) that was an order of magnitude higher than that reported by KK\&T (33\%).

## Quantity Restrictions and Auctions (Arm E)

Now consider the participants in Arm E (N=67), who were presented with two additional mechanisms for allocation other than changing prices as in the common conditions: Quantity Restrictions and Auctions. The figures below illustrate respondents' answers for both Unfairness and Legal Response. For the purposes of comparison, we have reproduced the two common conditions involving an actual price change on the right two frames of each panel.

As depicted by Figure F, participants displayed drastically different attitudes towards these two alternative allocation devices. While participants viewed Auctions with particular distaste, Quantity Restrictions were considered significantly fairer than any attempt to ration by price. The mean Unfairness score was 1.343 for Quantity Restrictions and 3.403 for Auctions, as compared for 2.366 for the Merchant $\$ 3$ to $\$ 4$ ("M3to4") condition and 3.405 for Merchant $\$ 3$ to $\$ 10$ ("M3to 10"). Quantity restrictions appear to be viewed as fairer than even moderate price increases from $\$ 3$ to $\$ 4 .{ }^{145}$ Strikingly, only $3 \%$ of the subjects in our sample viewed rationing of necessary health supplies during a pandemic to be unfair or very unfair. Auctions, by contrast, were viewed as significantly more unfair than the moderate price increase, ${ }^{146}$ and approximately on par with an extreme price increase from $\$ 3$ to $\$ 10 .{ }^{147}$ With the exception of the M3tol0 and Auction distributions, we reject all other hypotheses of equivalence for the remaining distributions at every conventional significance level. The resoundingly negative reaction to auction protocols is intriguing, since auction protocols are widely considered by economists to be among the most efficient allocation mechanisms. ${ }^{148}$

Participants' attitudes about Legal Response followed a similar pattern. The mean score for Quantity Restrictions (1.328) was on par with the No Change condition (1.323), and substantially lower than for the M3to4 condition (1.821). ${ }^{149}$ The mean score for Auctions (3.239) was roughly on par with the M3to10 condition (3.405), and they are not statistically different from one another. ${ }^{150}$ Distributional tests cannot reject the hypothesis that the Auction responses are

[^36]equivalent to the M3to10 condition, ${ }^{151}$ while the Quantity Restrictions condition is mildly more left skewed than the M3to4 condition. ${ }^{152}$

Figure F: Quantity Restrictions and Auctions (compared to common conditions)


Legal Response Ranking


[^37]We now turn to the use of apologies and/or rationales as a way to "soften the blow" of price changes. We designed several arms of our study to analyze whether adverse reactions to a price increase can be mollified by accompanying it with an apology and/or a rationale for it that directs the added funds to a socially valuable use (in this case subsidizing furloughed workers). Participants in Arm F of our study ( $\mathrm{n}=69$ ) considered price increases that were accompanied by both an apology and a rationale.

Figure G: Apologies plus Rationales


Legal Response Ranking


Figure G summarizes the results (with the baseline results for the analogous "naked" price change included for reference). As is clear from the Figure, providing an apology/rationale alongside a price change has a striking effect, mollifying participants' adverse reactions considerably. Its inclusion is associated with a behaviorally and statistically significant reduction in both Unfairness and Legal Response scores. For the former, the effect is manifest across both moderate price increases (mean declines from 2.366 to 1.710 ) ${ }^{153}$ and extreme price increases (mean declines from 3.405 to 2.551$).{ }^{154}$ Indeed, the effects of an apology/rationale are so strong for extreme ( $\$ 3$ to $\$ 10$ ) price increases as to move unfairness scores to be statistically on par with moderate price increases absent an apology or rationale. ${ }^{155}$

The effects for Legal Response are analogous. We find statistically significant reductions in mean score for moderate price increases (mean declines from 1.821 to 1.406 ) ${ }^{156}$ and extreme price increases (mean declines from 3.112 to 2.000 ). ${ }^{157}$ And the use of an apology/rationale with an extreme price increase similarly moves Legal Response reactions to be on par with those typifying a moderate ordinary price increase. ${ }^{158}$

Although these interaction results are relatively striking, they also raise the question of whether the apology or the rationale is carrying the most water. To address this question, we replicated Arm 2's approach in Arms G and H of the study. In Arm G, participants (N=67) were given only an apology for the price change with no rationale, while in Arm H, participants ( $\mathrm{N}=69$ ) were provided with a rationale with no apology. Figure H presents the results, including the combined apology/rationale outcomes from Arm F and the analogous "naked" price increase outcomes from the command conditions for reference. The left column summarizes the moderate price increase case (from $\$ 3$ to $\$ 4$ ), while the bottom panel depicts the extreme price increase (from $\$ 3$ to $\$ 10$ ). As can be seen from the diagrams, it appears that apologies and rationales can each play some role in mollifying subject responses to a price increase. However, in at least this case, the effect of the rationale appears to be the largest. This particular strength of rationales (in comparison with Apologies) is confirmed in the more detailed regression-analysis analysis presented in Appendix B. We caution the reader not to over-interpret the relative strength of rationales versus apologies as seen in this study to carry over generally. It warrants noting that our vignettes' rationale (subsidizing furloughed workers) was particularly public-minded, while the apology (a general apology for inconvenience) may come off as relatively unsentimental. Rather, our results are sufficient to demonstrate that both devices can serve to "soften the blow" of a price increase, and that their combination can be particularly potent.

[^38]Figure H: Decomposing Apologies and Rationales (Left: \$3 to \$4; Right: \$3 to \$10)


Luxuries versus Necessities (Arm I)

We now move on to consider the extent to which price increases elicit distinct responses for luxury items rather than necessities. We conjectured that, particularly during the time period for our data collection when Covid-19 spread was rampant in the U.S., respondents would be particularly repulsed by sudden price increase for a health necessity (hand sanitizer) in comparison to a relative "luxury" item (potato chips). Arm I of our study (N=64) therefore asked respondents to consider additional vignettes that replicated the hand-sanitizer vignettes but with potato chips substituted instead.

Interestingly, we did not detect a significant attitudinal difference in our respondents when the vignette switched from a necessity to a luxury. As illustrated in Figure I, the overall distributions of opinions as to both Unfairness and Legal Response vignettes for potato chips remain virtually identical to those involving hand sanitizer. Indeed, we are unable to detect any significant difference between means for any condition, and the respective distributions for hand sanitizer and potato chips are statistically indistinguishable.

Figure I: Price Gouging on Luxuries versus Necessities


We find this result surprising, and inconsistent with our a priori conjectures regarding Experiment 2. It is possible that the time period for data collection (early May 2020) was one where price gouging (and taking offense to it) was particularly salient, and thus the coronavirus crisis served to amplify all adverse reactions to price increases categorically. Alternatively, participants may have been concerned about possible food shortages, and thus they responded just as negatively to a price increase for any food item. That said, it is interesting to note that during a crisis the revulsion to plausible price gouging does not appear to "play favorites" between bona fide necessities (that were notoriously in short supply) ${ }^{159}$ and luxuries (that were not).

[^39]The final arm of Experiment 2 concerns the identity of the price gouging actor. Does it matter whether the actor is a merchant versus a common citizen who hoards retail items in an effort to flip them for a profit? As noted above, many state price-gouging statutes limit their application to merchants, excluding non-merchants. ${ }^{160}$ In Arm 6 ( $\mathrm{N}=67$ ), we replicated the two price increase conditions ( $\$ 3$ to $\$ 4$ and $\$ 3$ to $\$ 10$ ) from the common vignettes, but instead substituted a non-merchant in place of the merchant as the pivotal actor who was selling for a markup.

Figure J illustrates our results, including the baseline price-increase results for merchants as a reference. For extreme price increases ( $\$ 3$ to $\$ 10$ ) we were unable to detect any significant difference in respondents' attitudes when the identity of the seller is a non-merchant (either at the mean or distributional level). For more moderate price increases ( $\$ 3$ to $\$ 4$ ) we did detect a small difference, but in the opposite direction of standard price gouging statutes: respondents were mildly more (not less) inclined to consider price increases by a non-merchant to be unfair, ${ }^{161}$ and significantly more (not less) disposed to recommend some sort of legal sanction. ${ }^{162}$

The penchant for participants to be somewhat more inclined to be displeased with nonmerchants' behavior than merchants' behavior is interesting, and it presents a tension with the way that most price-gouging statutes are currently crafted. We return to the normative policy implications of this finding in the next Part.

[^40]Figure J: Price Gouging by Non-Merchants versus Merchants
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## 3. Regression Analysis

While the graphical plots and summary statistics presented above are helpful, it is possible to get a more precise assessment of our results using regression analysis and related qualitativeresponse variants. For technically minded readers, we outline this approach below. Although this more technical analysis allows us to unpack a few more nuances to our results, it principally reinforces our key results that have already been depicted.

For Experiment 1, our response data permit predominantly "between-subject" analysis, i.e., the different arms involved wholly distinct participants, and thus participants in that experiment did not confront a common vignette. In Experiment 2, however, additional analysis is possible. Although each experimental arm guided participants through different manipulations, we also made sure to design Experiment 2 in a way that exposed all participants to a baseline set of vignettes involving (1) No Change; (2) A merchant's $33 \%$ price increase for hand sanitizer from $\$ 3$ to $\$ 4$; and (3) A merchant's $333 \%$ price increase for hand sanitizer from $\$ 3$ to $\$ 10$. The respective arms of Experiment 2 then branched out from these baselines. Consequently, the responses to common vignettes can be helpful for statistical reasons, since they permit us to benchmark our participants against one another in identical circumstances, exploiting the quasipanel structure of our data set to perform "within-subject" analysis. We return to this issue below.

## Experiment 1

For Experiment 1, the naturally ascending categories for expressing views about unfairness and legal response suggest that a standard ordered qualitative response specification is appropriate. Table 7 presents between-subject ordered logit estimates ${ }^{163}$ for Unfairness (clustered at the respondent level). In this and all other tables, the omitted category is the No Change condition, so that all coefficient estimates for our manipulations should be interpreted relative to that baseline.

The first two model specifications of the Table reflect the entire data set, differing only by the inclusion of demographic control variables (present in Model 2 but not Model 1). ${ }^{164}$ Note from Model 2 that among the demographic controls, only politics appears to have a significant predictive effect on unfairness assessments, and more conservative participants appear to have lower proclivities across vignettes to ascribe unfairness to posited behavior. Models 3 and 4 are analogous to models 1 and 2, but are limited to "conservative" participants (defined as having political ideologies that are either "Somewhat Conservative" or "Very Conservative"- representing just

[^41]under $50 \%$ of the data). Models 5 and 6 do the same, but they are limited to "non-conservative" participants.

As is apparent from the table, a $\$ 3$ to $\$ 4$ price increase by a merchant is significantly more likely to elicit an unfairness response assessment over the "No Change" condition, and a $\$ 3$ to $\$ 10$ increase by a merchant is even far more likely to do so. And, notwithstanding the fact that our results appear milder economically than KK\&T's on this score, both of these effects are strongly statistically significant. Note as well that the coefficient on the $\$ 3$ to $\$ 4$ merchant price increase is close to those of the other $33 \%$ price increases (M15to20, H3to4 and H15to20). And indeed, we fail to reject the null hypothesis that these coefficients are all identical. ${ }^{165}$ Similarly the coefficient on the $\$ 3$ to $\$ 10$ merchant price increase is close to those of the other $333 \%$ price increases (M15to50, H3to10 and H15to50), and we similarly fail to reject the null hypothesis of identical coefficients. ${ }^{166}$

Conservative participants appear across the board to be less likely than non-conservatives to find any action unfair, and the differences between conservative and non-conservative participants are uniform and statistically significant whenever the underlying manipulation is as well. However, both conservative and non-conservative participants once again behave in statistically comparable manners for $33 \%$ price changes, as well as $333 \%$ price changes, regardless of the vignette. In addition, and somewhat surprisingly, participants reporting that Covid-19 had visited significant local effects where they live appeared less likely to view price increases as unfair. We posit that this may be due to a reckoning of at least some respondents to the practical reality that when local scarcity becomes salient, it may necessitate some form of rationing adjustment (through price or other mechanisms). In fact, we observe that the ameliorating predictive influence of local Covid-19 effects is almost exclusively concentrated in conservative respondents, suggesting that conservatives are more inclined to accept price increases in the face of salient local shortages.

Table 8 reports corresponding regression analysis findings for participants' Legal Response answers. As with unfairness, participants favor increasingly severe legal responses as the price increase escalates from $33 \%$ to $333 \%$ across all vignettes. Moreover, at least for $33 \%$ price increases, participants on the whole appear to manifest comparable views across the four vignettes presented to them. ${ }^{167}$ For extreme price increases (333\%), however, participants' views of legal response appear to become relatively more severe for the hand sanitizer vignettes, and we strongly reject the hypothesis of identical coefficients across those conditions. ${ }^{168}$ When breaking down the estimates across conservative/non-conservative dimensions, we find that this distinction is substantially driven by non-conservatives. Among conservatives, we cannot reject the null of

[^42]identical coefficients for the $333 \%$-increase coefficients, ${ }^{169}$ but we once again soundly reject it for non-conservative respondents. ${ }^{170}$

It also merits observing from Table 8 that salient local Covid-19 effects predict differential legal response ratings, but in the opposite direction as unfairness. Participants reporting local effects are more inclined to favor harsh punishments (even as they are less inclined to find unfairness, per Table 7). In addition, there does not appear to be a strong interaction with political leanings, as conservatives and non-conservatives appear to react similarly on the legal-response dimension in the face of local Covid-19 effects.

[^43]| M3to4 | All Respondents |  | Conservatives |  | Non-Conservatives |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Model 1 | Model 2 | Model 3 | Model 4 | Model 5 | Model 6 |
|  | 3.218*** | 3.258*** | 2.636*** | 2.763*** | 3.812*** | 3.838*** |
|  | (8.09) | (8.17) | (4.35) | (4.32) | (6.94) | (6.93) |
| M3to10MNoChange15 | 5.777*** | 5.847*** | 4.821*** | 5.002*** | 6.754*** | 6.799*** |
|  | (9.41) | (9.43) | (5.18) | (5.08) | (8.03) | (8.02) |
|  | -0.273 | -0.249 | 0.095 | 0.193 | -0.729 | -0.74 |
|  | (-0.58) | (-0.51) | (0.14) | (0.25) | (-1.05) | (-1.02) |
| M15to20 | 3.411*** | 3.490*** | 2.990*** | 3.284*** | 3.890*** | $3.905^{* *}$ |
|  | (8.38) | (8.27) | (4.45) | (4.47) | (7.69) | (7.46) |
| M15to50 | 5.590*** | 5.650*** | 4.228*** | 4.442*** | 6.849*** | 6.892*** |
|  | (10.73) | (10.73) | (4.89) | (4.98) | (10.73) | (10.70) |
| HNoChange | -0.31 | -0.283 | -0.204 | -0.223 | -0.508 | -0.55 |
|  | (-0.71) | (-0.62) | (-0.31) | (-0.30) | (-0.83) | (-0.85) |
| H3to4 | 2.953*** | 3.010*** | 2.428*** | 2.494*** | 3.542*** | 3.515*** |
|  | (7.55) | (7.39) | (3.99) | (3.62) | (6.44) | (6.19) |
| H3to10 | 5.240*** | 5.329*** | 4.388*** | 4.549*** | 6.198*** | 6.215*** |
|  | (11.50) | (11.45) | (6.14) | (5.88) | (10.44) | (10.14) |
| HNoChange15 | 0.163 | 0.273 | 0.429 | 0.617 | -0.256 | -0.294 |
|  | (0.39) | (0.61) | (0.66) | (0.85) | (-0.43) | (-0.48) |
| H15to20 | 3.333*** | 3.472*** | 2.798*** | 3.081*** | 3.946*** | 3.943*** |
|  | (8.48) | (8.46) | (4.49) | (4.41) | (7.49) | (7.30) |
| H15to50 | 5.110*** | 5.240*** | 3.924*** | 4.220*** | 6.422*** | 6.434*** |
|  | (10.29) | (10.36) | (5.30) | (5.25) | (9.43) | (9.36) |
| Age |  | -0.001 |  | 0.006 |  | -0.007 |
|  |  | (-0.10) |  | (0.79) |  | (-0.63) |
| Male |  | -0.192 |  | 0.002 |  | -0.415+ |
|  |  | (-1.31) |  | (0.01) |  | (-1.92) |
| HHIncomeBin |  | 0.008 |  | -0.014 |  | 0.036 |
|  |  | (0.20) |  | (-0.26) |  | (0.49) |
| Politics |  | -0.120* |  | -0.664*** |  | 0.08 |
|  |  | (-2.06) |  | (-2.91) |  | (0.42) |
| HHEffects |  | -0.024 |  | -0.055 |  | -0.003 |
|  |  | (-0.16) |  | (-0.26) |  | (-0.02) |
| COVIDMajorLocal |  | -0.217* |  | -0.436*** |  | 0.051 |
|  |  | (-2.06) |  | (-3.03) |  | (0.40) |
| COVIDMajorCountry |  | 0.187 |  | 0.353** |  | 0.007 |
|  |  | (1.60) |  | (2.37) |  | (0.04) |
| cut1 | 1.168*** | 1.194*** | 0.993+ | 0.427 | 1.266*** | 0.89 |
|  | (3.84) | (2.58) | (1.91) | (0.55) | (3.34) | (1.43) |
| cut2 | 3.351*** | 3.398*** | 2.987*** | 2.498*** | 3.783*** | 3.422*** |
|  | (9.44) | (6.90) | (5.09) | (3.04) | (8.31) | (5.06) |
| cut3 | 4.984*** | 5.064** | 4.376*** | 3.981*** | 5.727*** | 5.383*** |
|  | (12.59) | (9.40) | (7.09) | (4.66) | (10.68) | (7.19) |
| chi2 | 249.061 | 276.184 | 89.257 | 99.408 | 215.886 | 235.39 |
| pN | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
|  | 762 | 762 | 327 | 327 | 435 | 435 |

Table 7: Experiment 1 - Unfairness (Ordered Logit; Between Subjects). Table reports Ordered Logit coefficients on the four arms of Experiment 1. Within each arm, subjects made unfairness assessments for 3 different vignette variations (and thus total observations are equal to 3 x total subjects). Because the arms of Experiment 1 had no common conditions, results presented are between-subject. In this specification there are 4 ordered categorical choices: (1) Completely Fair; (2) Acceptable; (3) Unfair; (4) Very Unfair. For purposes of comparison, these categories are identical to those presented in KK\&T (1986). Merchant "No Change" condition is omitted. Significance Key (p-values): $+0.10 ;{ }^{*} 0.05 ;{ }^{* *} 0.02$;

| M3to4 | All Respondents |  | Conservatives |  | Non-Conservatives |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Model 1 | Model 2 | Model 3 | Model 4 | Model 5 | Model 6 |
|  | 1.504*** | 1.557*** | 1.286** | 1.389*** | 1.611*** | 1.748*** |
|  | (4.68) | (4.74) | (2.57) | (2.63) | (3.92) | (4.07) |
| M3to10MNoChange15 | $3.310^{* * *}$ | 3.383*** | 3.216*** | 3.279*** | 3.355*** | $3.524 * * *$ |
|  | (7.56) | (7.54) | (4.10) | (3.99) | (6.33) | (6.35) |
|  | 0.226 | 0.18 | 0.706 | 0.539 | -0.203 | 0.189 |
|  | (0.47) | (0.40) | (0.92) | (0.73) | (-0.32) | (0.29) |
| M15to20 | 1.778*** | 1.749*** | 2.246*** | 2.108*** | 1.407** | 1.864*** |
|  | (4.21) | (4.27) | (3.28) | (2.83) | (2.57) | (3.31) |
| M15to50 | 3.672*** | $3.740 * * *$ | $3.342 * * *$ | 3.241*** | 4.071*** | 4.608*** |
|  | (8.66) | (8.57) | (5.03) | (4.31) | (6.85) | (7.43) |
| HNoChange | -0.525 | -0.587 | -0.034 | -0.16 | -1.205 | -0.99 |
|  | (-1.02) | (-1.22) | (-0.04) | (-0.22) | (-1.47) | (-1.23) |
| H3to4 | 0.994* | 0.945* | 1.152 | 1.048 | 0.855 | 1.107* |
|  | (2.31) | (2.25) | (1.61) | (1.44) | (1.57) | (2.04) |
| H3to 10 | 2.463*** | 2.443*** | 2.790*** | 2.855*** | 2.194*** | 2.472*** |
|  | (5.70) | (5.74) | (3.86) | (3.82) | (4.07) | (4.61) |
| HNoChange15 | 0.494 | 0.341 | 0.838 | 0.534 | 0.063 | 0.097 |
|  | (1.16) | (0.84) | (1.25) | (0.81) | (0.10) | (0.18) |
| H15to 20 | 1.546*** | 1.405*** | 1.672** | 1.406* | 1.438*** | 1.601*** |
|  | (3.85) | (3.72) | (2.52) | (2.18) | (2.77) | (3.13) |
| H15to50 | 2.727*** | 2.648*** | 2.642*** | 2.468*** | 2.817*** | 3.005*** |
|  | (7.34) | (7.38) | (4.15) | (3.96) | (6.10) | (6.49) |
| Age |  | -0.001 |  | -0.008 |  | -0.003 |
|  |  | (-0.23) |  | (-0.98) |  | (-0.21) |
| Male |  | 0.352+ |  | 0.760* |  | 0.027 |
|  |  | (1.81) |  | (2.31) |  | (0.10) |
| HHIncomeBin |  | -0.015 |  | 0.001 |  | 0.02 |
|  |  | (-0.28) |  | (0.02) |  | (0.25) |
| Politics |  | 0.124+ |  | 0.426 |  | 0.3 |
|  |  | (1.83) |  | (1.30) |  | (1.40) |
| HHEffects |  | 0.298+ |  | 0.099 |  | 0.267 |
|  |  | (1.65) |  | (0.35) |  | (1.09) |
| COVIDMajorLocal |  | 0.372*** |  | 0.398* |  | 0.358** |
|  |  | (3.13) |  | (2.02) |  | (2.35) |
| COVIDMajorCountry |  | -0.266+ |  | -0.035 |  | -0.632*** |
|  |  | (-1.91) |  | (-0.17) |  | (-2.99) |
| cut1 | 1.574*** | 1.725*** | 1.544*** | 2.410*** | $1.592^{* * *}$ | 0.948 |
|  | (4.69) | (3.69) | (2.65) | (2.80) | (3.88) | (1.53) |
| cut2 | 2.612*** | 2.811*** | 2.678*** | 3.662*** | $2.567 * * *$ | 1.976*** |
|  | (7.49) | (6.02) | (4.42) | (4.20) | (6.01) | (3.23) |
| cut3 | 3.124*** | $3.323 * * *$ | 3.298*** | 4.291*** | 2.999*** | 2.418*** |
|  | (9.63) | (7.36) | (5.68) | (4.96) | (7.76) | (4.02) |
| cut 4 | 5.738*** | 5.927*** | 5.360*** | 6.339*** | 6.207*** | 5.664*** |
|  | (14.15) | (11.42) | (8.12) | (7.15) | (12.10) | (8.04) |
| chi2 | 230.892 | 293.196 | 94.944 | 160.629 | 147.894 | 161.696 |
|  | 0 | 0 | 0 | 0 | 0 | 0 |
| N | 762 | 762 | 327 | 327 | 435 | 435 |

Table 8: Experiment 1 - Legal Response (Ordered Logit; Between Subjects). Table reports Ordered Logit coefficients on the four arms of Experiment 1. Because the arms of Experiment 1 had no common conditions, results presented are between-subject. Within each arm, subjects made unfairness assessments for 3 different vignette variations (and thus total observations are equal to $3 x$ total subjects). There are 5 ordered categorical choices: (1) Nothing; (2) Take the Product and Pay; (3) Take the Product and Do Not Pay; (4) Take the Product, Do Not Pay, and Fine; (5) Take the Product, Do Not Pay, Fine, and Imprison. Merchant "No Change" condition is omitted. Significance Key (p-values): + $0.10 ;{ }^{*} 0.05 ;{ }^{* *} 0.02 ;{ }^{* * *} 0.01$.

## Experiment 2

We now move on to our Experiment 2 regressions. Consider first a "between-participants" analysis similar to that conducted for Experiment 1 above, where we do not attempt to control for unobserved heterogeneity at the subject level. Table 9 presents between-subject ordered logit estimates for Unfairness (clustered at the respondent level). In this and all other tables, the omitted category is the No Change condition, so that all coefficient estimates for our manipulations should be interpreted relative to that baseline.

As with the previous results, the first two model specifications of Table 9 are run using the entire data set, differing only in the inclusion of demographic control variables (present in Model 2 but not Model 1). Models 3 and 4 are similar but are limited only to "conservative" participants (whose political ideologies are identified as either "Somewhat Conservative" or "Very Conservative" - representing just under $50 \%$ of the data). Models 5 and 6 do the same, but they are limited to "non-conservative" participants.

The regression coefficients reported in Table 9 reinforce much of the graphical / tabular analysis above. For example, while a $\$ 3$ to $\$ 4$ price increase does indeed elicit a statistically significant shift towards a negative response (relative to the "No Change" condition), a $\$ 3$ to $\$ 10$ increase is substantially more likely to do so. Moreover, the coefficient estimates are extremely close in magnitude for the coefficient estimates delivered by Experiment 1 (see Table 7 above), reinforcing this common set of experiments as a baseline. Conservative participants appear consistently to be less likely than non-conservatives to find an action unfair. Consistent with Figure I (and inconsistent with many states' price gouging laws) participants' responses to conditions involving necessities (hand sanitizer) and luxuries (Lay's potato chips) are statistically equivalent on unfairness grounds. Likewise, respondents' reactions on unfairness also diverge from many state regimes in that they do not hinge on whether a given price increase is due to a merchant's repricing decision or a resident who has hoarded products for sale on the market (consistent with Figure J). If anything, a negative reaction to a price increase is stronger when the seller is a non-merchant (particularly for moderate price increases).

Participants reacted quite differently to the two rationing devices that did not explicitly change sticker prices (rationing and auctions). Although participants found quantity restrictions to be more unfair than the No Change case, the effect is numerically small and borderline insignificant on conservative/non-conservative subsamples. It is safe to say that such measures were deemed far and away the fairest responses that we considered. Auctions, in contrast, were greeted with the opposite reaction, and were viewed as far and away the most unfair means for allocation of those analyzed. And the revulsion to auctions was manifest among conservative and non-conservative respondents alike.

Finally, and consistent with Figures G and H, accompanying a price increase with an apology/rationale dampened participants' assessments of unfairness. The effect was most pronounced when the apology and rationale were combined. The use of a rationale alone (with no apology) was nearly as effective at dampening sentiments of unfairness, while a naked apology (with no rationale) had a discernibly smaller effect.

The legal response regressions in Table 10 are broadly consistent too, but with a few caveats. On the whole, participants were more punitive towards larger price increases, and (like Table 8) those reporting significant local and household Covid-19 effects were the most retributive. But they were comparatively punitive towards price increases relating to the luxury item (Lay's potato chips) as to the necessity (hand sanitizer). And residents who price gouge are assessed slightly more punitively than merchants. Apologies combined with rationales go far to dampen the severity of respondents' preferred sanction. As before, offering a rationale alone appears to be slightly more effective than offering an apology alone.

Because Experiment 2 (unlike Experiment 1) contains several common questions that all participants answered regardless of arm, it also affords us the ability to control for unobserved forms of respondent heterogeneity using a "within-subject" analysis effectively treating individuals as their own control group. The details are somewhat technical, however, and we thus relegate them to Appendix B, where we demonstrate the robustness of our results using several alternative approaches that appear to have gained traction in the literature. For present purposes, however, the principal take-away from that analysis is that, even after implementing these more technically involved approaches, we obtain results that are extremely close (and indeed, virtually identical) to those in the between-subject analyses discussed here. The robustness of our results should not be too surprising, of course, since we randomized our treatment arms across a large number of participants, thereby minimizing the danger that unobservable heterogeneity drives our results (since the ideal way to address such heterogeneity concerns is, after all, a large randomizedcontrol trial). Nevertheless, our confidence in the between-subject results is further bolstered by the highly consistent results of the within-subject controls. (Interested readers should consult Appendix B.)

| M3to4 | All Respondents |  | Conservatives |  | Non-Conservatives |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Model 1 | Model 2 | Model 3 | Model 4 | Model 5 | Model 6 |
|  | 3.256*** | 3.311*** | 2.856*** | 2.877*** | 3.747*** | 3.806*** |
|  | (17.76) | (17.82) | (11.46) | (11.46) | (13.40) | (13.21) |
| M3to10 | $5.631^{* * *}$ | $5.736^{* * *}$ | $4.899^{* * *}$ | 4.954*** | 6.472*** | 6.582*** |
|  | (21.10) | (21.33) | (13.58) | (13.58) | (16.44) | (16.15) |
| M3to4Lays | 3.068*** | 3.110*** | $2.532^{* * *}$ | 2.612*** | 3.595*** | $3.642^{* *}$ |
|  | (11.96) | (11.95) | (6.34) | (6.31) | (10.09) | (9.99) |
| M3to10Lays | 5.754*** | 5.842*** | 4.666*** | 4.797*** | 6.758*** | 6.848*** |
|  | (15.87) | (15.95) | (7.99) | (8.16) | (13.99) | (13.66) |
| M3toQuant | 0.739*** | 0.753*** | 0.830* | 0.750* | 0.657+ | 0.672+ |
|  | $(2.86)$ | $(2.73)$ | $(2.26)$ | (2.02) | (1.78) | (1.69) |
| M3toAuct | 5.835*** | 5.915*** | 5.019*** | 5.005*** | 6.790*** | 6.885*** |
|  | (14.51) | (14.88) | (8.64) | (8.54) | (11.81) | (12.02) |
| R3to4 | 3.646*** | $3.692^{* * *}$ | $3.060^{* * *}$ | 3.121*** | 4.311*** | 4.378*** |
|  | (13.45) | (13.88) | (8.15) | (8.23) | (11.25) | (11.37) |
| R3to10 | 5.585*** | 5.696*** | 4.566*** | 4.655*** | 6.689*** | 6.786*** |
|  | (15.69) | (16.16) | (9.28) | (9.44) | (13.08) | (13.30) |
| M3to4ApolRat | 1.924*** | 1.914*** | 1.994*** | $2.057 * * *$ | 1.897*** | 1.824*** |
|  | (8.78) | (8.31) | (6.15) | (6.16) | (6.18) | $(5.80)$ |
| M3to10ApolRat | 3.610*** | 3.623*** | $3.265 * * *$ | 3.315*** | 4.046*** | $4.017^{* * *}$ |
|  | (14.08) | (13.79) | (8.67) | (9.09) | (10.85) | (10.58) |
| M3to4Apol | 3.337*** | 3.502*** | 2.885*** | 2.995*** | 3.902*** | 4.122*** |
|  | (10.82) | (11.35) | (6.87) | (7.36) | (8.37) | (8.77) |
| M3to10Apol | 4.833*** | 5.040*** | 4.129*** | 4.251*** | 5.733*** | 5.955*** |
|  | (13.94) | (14.79) | (9.31) | (9.76) | (10.85) | (11.19) |
| M3to4Rat | 2.398*** | 2.438*** | 2.629*** | 2.633*** | 2.217*** | 2.254*** |
|  | (10.68) | (9.98) | (8.30) | (7.85) | (6.94) | (6.93) |
| M3to10Rat | 4.265*** | 4.352*** | 4.177*** | 4.189*** | 4.498*** | 4.604*** |
|  | (14.87) | (14.12) | (11.11) | (10.59) | (10.01) | (9.63) |
| Age |  | -0.001 |  | -0.006 |  | 0 |
|  |  | (-0.21) |  | (-0.54) |  | (0.05) |
| Male |  | -0.1 |  | -0.229 |  | -0.004 |
|  |  | (-0.81) |  | (-1.13) |  | (-0.03) |
| HHIncomeBin |  | -0.019 |  | 0.011 |  | -0.04 |
|  |  | (-0.51) |  | (0.18) |  | (-0.82) |
| Politics |  | $-0.172^{* * *}$ |  |  |  |  |
|  |  | (-3.64) |  |  |  |  |
| HHEffects |  | -0.092 |  | -0.337 |  | 0.068 |
|  |  | (-0.75) |  | (-1.64) |  | (0.43) |
| COVIDMajorLocal |  | 0.005 |  | -0.019 |  | 0.108 |
|  |  | (0.06) |  | (-0.18) |  | (0.96) |
| COVIDMajorCountry |  | 0.198+ |  | 0.14 |  | 0.374*** |
|  |  | (1.96) |  | (1.13) |  | (2.58) |
|  | 1.630*** | 1.755*** | 1.684*** | 1.423** | 1.583*** | 2.228*** |
|  | (11.84) | (4.64) | (8.24) | (2.48) | (8.46) | (4.75) |
|  | 3.561*** | 3.724*** | $3.360 * * *$ | 3.119*** | 3.888*** | 4.567*** |
|  | (20.43) | (9.34) | (14.81) | (5.37) | (14.02) | (8.70) |
|  | 5.301*** | 5.506*** | 5.010*** | 4.793*** | 5.783*** | 6.504*** |
|  | (24.35) | (13.12) | (17.50) | (7.91) | (17.27) | (11.74) |
| chi2 | 475.455 | 544.336 | 208.512 | 218.851 | 321.999 | 326.314 |
| - p | 0 | 0 | 0 | 0 | 0 | 0 |
| N | 2010 | 2010 | 885 | 885 | 1125 | 1125 |

Table 9: Experiment 2 - Unfairness (Ordered Logit; Between Subjects). Table reports Ordered Logit coefficients on the six arms of Experiment 2. Within each arm, subjects made unfairness assessments for 5 different vignette variations (and thus total observations are equal to 5 x total subjects). Results presented are between-subject. (See Appendix B for within-subject specifications.) In this specification there are 4 ordered categorical choices: (1) Completely Fair; (2) Acceptable; (3) Unfair; (4) Very Unfair. For purposes of comparison, these categories are identical to those presented in KK\&T (1986). Merchant "No Change" condition is omitted. Significance Key (p-values): + 0.10 ; * 0.05 ; ** 0.02 ; ${ }^{* * *} 0.01$.

| M3to4 | All Respondents |  | Conservatives |  | Non-Conservatives |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Model 1 | Model 2 | Model 3 | Model 4 | Model 5 | Model 6 |
|  | 1.222*** | 1.273*** | 1.059*** | 1.151*** | 1.448*** | 1.460*** |
|  | (9.80) | (10.08) | (6.69) | (7.06) | (7.13) | (7.12) |
| M3to10 | $3.133 * * *$ | 3.224*** | 2.620*** | 2.751*** | 3.684*** | 3.751*** |
|  | (18.61) | (18.87) | (11.86) | (12.02) | (14.05) | (14.21) |
| M3to4Lays | 0.960*** | 1.038*** | 0.703* | 0.761* | 1.270*** | 1.454*** |
|  | (3.48) | (3.71) | (1.98) | (2.05) | (3.03) | (3.40) |
| M3to10Lays | 2.916*** | 3.038*** | 2.120*** | 2.195*** | 3.637*** | 3.860*** |
|  | (11.15) | (11.00) | (5.28) | (5.37) | (10.00) | (10.18) |
| M3toQuant | 0.214 | 0.178 | 0.031 | -0.014 | 0.391 | 0.355 |
|  | (0.80) | (0.68) | (0.09) | (-0.04) | (0.94) | (0.87) |
| M3toAuct | $3.329 * * *$ | $3.381 * * *$ | 2.726*** | 2.743*** | $3.950 * * *$ | 3.994*** |
|  | (11.33) | (11.12) | (5.79) | (5.86) | (10.37) | (9.88) |
| R3to4 | 1.881*** | 1.873*** | 1.350*** | 1.347*** | $2.417 * * *$ | 2.383*** |
|  | (8.13) | (7.92) | (4.12) | (3.70) | (7.10) | (7.18) |
| R3to10 | 3.211*** | 3.258*** | 2.595*** | 2.640*** | 3.835*** | 3.845*** |
|  | (13.22) | (13.44) | (6.86) | (7.18) | (11.86) | (11.87) |
| M3to4ApolRat | 0.429 | 0.394 | 0.551 | 0.499 | 0.369 | 0.329 |
|  | (1.64) | (1.54) | (1.52) | (1.44) | (0.92) | (0.81) |
| M3to10ApolRat | 1.651*** | 1.614*** | 1.391*** | 1.360*** | 1.973*** | 1.935*** |
|  | (7.28) | (7.17) | (4.30) | (4.35) | (5.95) | (5.82) |
| M3to4Apol | 1.562*** | 1.632*** | 0.527 | 0.669+ | 2.609*** | 2.534*** |
|  | (6.08) | (6.07) | (1.54) | (1.77) | (6.72) | (6.44) |
| M3to10Apol | 2.926*** | 3.061*** | 1.948*** | 2.157*** | 3.914*** | 3.923*** |
|  | (11.62) | (11.66) | (5.72) | (5.91) | (10.51) | (10.38) |
| M3to4Rat | 0.261 | 0.342 | 0.384 | 0.544 | 0.11 | 0.178 |
|  | (0.83) | (1.11) | (0.91) | (1.30) | (0.23) | (0.36) |
| M3to10Rat | 2.154*** | 2.315*** | 2.256*** | 2.515*** | 2.117*** | 2.210*** |
|  | (7.87) | (8.28) | (6.10) | (6.70) | (5.39) | (5.43) |
| Age |  | -0.005 |  | 0.002 |  | -0.013 |
|  |  | (-1.02) |  | (0.31) |  | (-1.57) |
| Male |  | 0.055 |  | 0.071 |  | 0.03 |
|  |  | (0.40) |  | (0.35) |  | (0.16) |
| HHIncomeBin |  | -0.013 |  | 0.008 |  | -0.041 |
|  |  | (-0.29) |  | (0.14) |  | (-0.61) |
| Politics |  | $\begin{gathered} 0.143 * * * \\ (2.99) \end{gathered}$ |  |  |  |  |
| HHEffects |  | 0.322** |  | 0.277 |  | 0.396* |
|  |  | (2.34) |  | (1.37) |  | (2.04) |
| COVIDMajorLocal |  | 0.275*** |  | 0.286** |  | 0.281* |
|  |  | (3.19) |  | (2.43) |  | (2.21) |
| COVIDMajorCountry |  | 0.055 |  | 0.143 |  | -0.303+ |
|  |  | (0.50) |  | (0.96) |  | (-1.79) |
| cut1 | 1.571*** | 1.847*** | 1.186*** | 1.866*** | 1.969*** | 1.393** |
|  | (11.56) | (4.99) | (6.51) | (3.72) | (9.38) | (2.54) |
| cut2 | 2.523*** | 2.829*** | 2.084*** | 2.816*** | 3.015*** | 2.460*** |
|  | (17.16) | (7.56) | (11.06) | (5.45) | (12.95) | (4.50) |
| cut3 | 2.973*** | 3.288*** | 2.572*** | 3.329*** | 3.443*** | 2.892*** |
|  | (21.45) | (8.91) | (15.08) | (6.47) | (15.16) | (5.39) |
| cut4 | 5.332*** | 5.688*** | 4.782*** | 5.604*** | 5.947*** | 5.425*** |
|  | (24.85) | (13.75) | (16.93) | (9.57) | (18.26) | (9.28) |
| chi2 | 415.237 | 475.285 | 176.893 | 219.913 | 292.443 | 311.084 |
|  | 0 | 0 | 0 | 0 | 0 | 0 |
|  | 2010 | 2010 | 885 | 885 | 1125 | 1125 |

Table 10: Experiment 2 - Legal Response (Ordered Logit; Between Subjects). Table reports Ordered Logit coefficients on the six arms of Experiment 2. Within each arm, subjects made unfairness assessments for 5 different vignette variations (and thus total observations are equal to 5 x total subjects). Results presented are between-subject. (See Appendix B for within-subject specifications.) There are 5 ordered categorical choices: (1) Nothing; (2) Take the Product and Pay; (3) Take the Product and Do Not Pay; (4) Take the Product, Do Not Pay, and Fine; (5) Take the Product, Do Not Pay, Fine, and Imprison. Merchant "No Change" condition is omitted. Significance Key (p-values): $+0.10 ;{ }^{*} 0.05 ;{ }^{* *} 0.02 ;{ }^{* * *} 0.01$.

## 4. The Potential Role of Order Effects

Because the divergence between our results and the existing literature is surprisingly stark, we close this section by exploring one plausible culprit for this divergence: "question order effects," whereby people may respond to a series of vignettes differently depending on the sequence in which each vignette is presented to them. Recall that in all of our experiments, participants were confronted with three different price change conditions, ranging from none to moderate to extreme. In KK\&T's pioneering study, in contrast, only the moderate price change condition appeared. Might ordering have played a role in inducing our participants to behave so differently?

It is a fair question. Researchers have documented question order effects in a wide range of survey experiment contexts. ${ }^{171}$ Some scholars have hypothesized that question order is most likely to affect responses among individuals whose attitudes are weak or uncertain. ${ }^{172}$ Intuitively, this hypothesis seems quite plausible: a die-hard coffee ice cream fan will presumably say she prefers coffee ice cream every time, though question order may affect her relative rankings of, say, cookie dough and rocky road. The social science literature is not unified on this score, however: early empirical analyses revealed a muddled relationship between attitude strength and susceptibility to question order effects, ${ }^{173}$ though recent research suggests that order effects can exist and tend to be strongest when individuals are uncertain of their views. ${ }^{174}$

To explore this question, we return to Experiment 1, where all participants were asked to assess price increases of 33 percent and 333 percent, as well the no-change condition. By design, the order in which participants encountered the differing price-change conditions varied randomly. It is possible, though, that the order of the price change vignettes could push respondents in one of two directions. One possibility is that question order could generate a "priming" effect: participants asked to assess the higher (333 percent) increase might become primed to think of the hypothetical seller as engaged in unfair pricing practices, and that all price increases are bad, thereby causing them to evaluate the (subsequent) 33 percent price increase scenario more negatively. An alternative possibility is that question order could generate a "benchmark" effect: those participants asked to assess the 333 percent price increase first might come to think of 333 percent as a comparator against which the more moderate 33 percent price

[^44]increase would look quite reasonable. Under this hypothesis, presenting participants with the extreme price increase first might effectively dampen their subsequent disapprobation of a more moderate one. ${ }^{175}$

We explored this question by disaggregating our subject pool in Experiment 1 by the (randomized) sequence in which they encountered price change conditions. Figure K reproduces Panel (ii) from Figure B (corresponding to the moderate 33 percent price increase), but it separates respondents into two groups: (1) those who saw the 33 percent price increase vignette before the 333 percent increase vignette $(\mathrm{HiB4Lo}=0)$ and (2) those who saw the 33 percent price increase vignette after the 333 percent vignette (HiB4Lo=1).

Figure K: Unfairness Assessment (by Percentage Increase and Order Effects)


The results suggest that order effects interact meaningfully with our results, in a manner consistent with the "benchmark" hypothesis posited above. Depending on the product, between 50 percent and 67 percent of respondents rated the 33 percent price increase to be unfair when it was the first price-change scenario they encountered. By contrast, between 16 percent to 41 percent of respondents rated the same price increase to be unfair when they saw that scenario after they were first asked about a 333 percent price hike. ${ }^{176}$ The benchmark effect remains directionally consistent across questions in Experiment 1 not pictured in Figure K. For example, while participants generally judge the 333 percent price increase as "unfair" or "very unfair," they are more likely to say that a price increase of that magnitude is "very unfair" if they already have encountered the 33 percent price increase. ${ }^{177}$ This suggests that the 33 percent price increase is

[^45]also serving as a mild benchmark against which respondents evaluate (and condemn) the larger 333 percent price increase. Judgments regarding the appropriate legal response track assessments of fairness. In the 33 percent price increase scenario, respondents are far less likely to favor a highly punitive response if they already have encountered the 333 percent scenario. ${ }^{178}$ And in the 333 percent price increase scenario, respondents are mildly more likely to favor a punitive response if they already have encountered the more moderate price increase. ${ }^{179}$

At the same time, order effects appear to account for only a part-but not the entiretyof the evident gap between our results and KK\&T's. Even when presented first with an exact replica of the KK\&T snow shovel scenario as the initial price change vignette, only 62 percent of our respondents judged the $\$ 15$-to- $\$ 20$ price increase to be unfair, as compared with the 82 percent for $\mathrm{KK} \& \mathrm{~T}$ - a difference that remains economically and statistically significant. ${ }^{180}$

Finally, note that the very existence of order effects also may bear on policy questions that are moored to fairness perceptions. If participants' fairness perceptions can be manipulated by factors as trivial as question order, their views may not reflect deep and inveterate preferences about what sorts of price increases are (and are not) acceptable, but instead may ebb and flow in a manner that depends substantially on context. If fairness perceptions are so elastic that they can be shaped substantially by contextual presentation, then they are a dubious Archimedean point from which to guide our legal policy ship. It is to these normative questions that we now turn.

## IV. Implications

Our results cast new light on the justifications for price gouging laws, the design and interpretation of price gouging statutes, and the social and behavioral sciences literature on consumer fairness. They also offer lessons to private-sector firms related to how they might approach price increases during shortages without inviting condemnation or customer backlash. We briefly address each in turn.

## A. Justifications for Price Gouging Laws

As detailed in Part I, existing empirical work on consumer fairness perceptions has generated a folk wisdom that societal aversion to price increases can manifest relatively easily (e.g., with a price hike on the order of 33 percent during a shortage). ${ }^{181}$ This conventional wisdom, in turn, has buttressed and reaffirmed a variety of substantive choices about what magnitude of increase violates shared social norms, offends community standards, and triggers negative aesthetic externalities - each of which invites regulatory intervention.
${ }^{178} \mathrm{p}=0.000$ (Kolmogorov-Smirnov test).
${ }^{179} \mathrm{p}=0.788$ (Kolmogorov-Smirnov test).
$180 \mathrm{t}=10.32 ; \mathrm{p}=0.000$.
181 See Campbell et al., supra note 79; Frey \& Pommerehne, supra note 95; Kahneman et al., supra note 11.

Our findings complicate this conventional wisdom, and in so doing they confound certain normative and prescriptive premises underlying price gouging laws. A majority of our participants - drawn from a large and nationally representative pool during an acute moment of scarcity-did not perceive markups on the order of 33 percent to be unfair. ${ }^{182}$ And, an even larger majority assessed the appropriate legal response to such price increases to be "nothing." ${ }^{183}$ In some respects, our participants' judgments were sensitive to changes in context, but in others they were strikingly stable. On one hand, the first price increase vignette encountered by a respondent appears to have established a benchmark against which she judged subsequent scenarios, suggesting that perceptions about price fairness are not set in stone, but are dependent upon contextual factors. On the other hand, participants treated other contextual differences-such as merchant vs. non-merchant and necessity vs. luxury good-remarkably consistently.

The tolerance that our participants showed for significant price increases does not suggest that defenders of price gouging laws are without ammunition to defend their positions. Not all normative or prescriptive rationales against price gouging, after all, directly engage norms of fairness. ${ }^{184}$ And, even some aspects of our results lend heft to certain price gouging prohibitions. For example, our results do indicate that there is a strong and stable norm against extreme price increases (on the order of 333 percent), a result that is robust to different vignette details and largely transcends ideological lines. In addition, our results suggest that fairness norms may represent a weaker extra-legal constraint on price markups than heretofore commonly thought. Consequently, if one believed on independent grounds that crisis-induced price markups remain undesirable, our results potentially strengthen the argument that law "matters" (in the sense that legal mandates may be necessary for deterrence ${ }^{185}$ ). For all the benefits that social condemnation may have as a substitute for legal enforcement, our results suggest that its usefulness may be limited in this context.

At the end of the day, then, our findings do not definitively resolve the price gouging debate so much as they inform and focus it. And this is unsurprising: only rarely does empirical evidence unambiguously resolve important policy debates unambiguously-especially those that implicate incommensurate value systems and worldviews (as does this one). That said, our results do lend important, evidence-based insights about whether and how price markups elicit social disapproval, and in this sense, they inform the broader discussion about whether and how law might intervene.

## B. Design and Interpretation of Price Gouging Laws

[^46]Irrespective of one's normative take on price gouging laws, the reality is that such bans are long-standing statutory authority in the majority of U.S. states. If we take some form of price gouging regulation as a given, how should those laws be crafted and understood? Our findings shed considerable light on those questions as well.

## 1. Liability Triggers

As noted above, one of the decisions integral to the design of a price gouging statute is whether to embrace a quantitative-threshold rule or a squishy standard as the trigger for price gouging liability. Our results have implications for states that reach both decisions.

For the quantitative-threshold states, our findings suggest that the triggers most of these states set - typically a $10-$ to 25 -percent increase over the clear-day price ${ }^{186}$-are significantly lower than the level that generates consistent condemnation from survey participants. Indeed, over 50 percent of our respondents considered a 33 percent increase over the pre-emergency price to be "completely fair" or "acceptable." Under those circumstances, moreover, most respondents favored either no punishment or very light punishment (taking the item and paying the seller the pre-increase price).

The evident misalignment between popular perceptions and legal prohibitions raises at least three problems for enforcement of price gouging laws in states with strict quantitative cutoffs. ${ }^{187}$ First, our findings indicate that policymakers may not be able to rely on extra-legal sanctions to reinforce statutory proscriptions. Second, while we did not test specifically for knowledge of the law, our results point to the possibility that modest price increases in an emergency may not be understood as illegal by many of the people to whom those laws apply. This realization is relevant to the level of notice that authorities will need to provide if they want to enforce the law as written. Most of us understand petty larceny to be a crime whether or not we know anything about our jurisdiction's larceny laws. But if a state wants sellers to know that price increases on the order of 33 percent in an emergency are prohibited by law-and if it wants consumers to report such price increases to law enforcement - the state likely will need to take steps to spread that message. Finally, the mismatch between the law and norms raises challenges for prosecution: if the prescribed thresholds do not conform to jurors' (or judges') perceptions of inappropriate behavior, enforcers may even face the prospect of courtroom nullification, even after a technical violation of the rule. ${ }^{188}$

[^47]For jurisdictions that embrace a standard-like threshold for their price gouging prohibitions (such as a "gross disparity" in price between the pre-emergency and emergency period), ${ }^{189}$ our findings suggest a separate set of challenges. Not only is price gouging "in the eye of the beholder," ${ }^{190}$ but it turns out that different eyes hold very different views about what level of price hike should elicit normative objections, and those views are themselves highly influenced by price increases that individuals already have encountered. Enforcement is likely to be complicated by the fact that members of the public disagree rather dramatically about what sort of behavior ought to be proscribed. Even before the specter of courtroom nullification enters the picture, states with standard-like thresholds may encounter significant difficulty in delineating the content of their statutes amid widespread dissensus regarding the relevant behavioral norm.

## 2. Statutory Reach

As explained in Section I.B, jurisdictions differ in whether their price gouging laws apply only to necessities or to all goods, and only to merchants or to all sellers. ${ }^{191}$ In our reported results, participants tended not to make distinctions based on the nature of the good or the identity of the gouger. To the extent that participants drew any such distinction, it was with regard to the nature of the seller - and it was in a direction opposite of what might be predicted based on state statutes: Non-merchants who hoard and gouge elicited somewhat more intense disapprobation than merchants or businesses.

The import of our results depends, again, on the normative theory that one brings to these questions. Policymakers may have reasons for treating necessary goods or merchants differently even if the general public doesn't. At the very least, though, our results indicate that those states with "broad" price gouging laws that span many categories of goods do so in a manner that is consistent with our respondents' view that the wrongfulness of price gouging does not depend on "necessity" status of the item in question. Similarly, those states that apply price gouging laws to all sellers do so in a manner that is consistent with generally shared views regarding the normative relevance (or more precisely, irrelevance) of the merchant/non-merchant distinction. And while our results cannot, on their own, justify reforms in jurisdictions with laws having a narrower scope, they nevertheless suggest that such jurisdictions are drawing a legal line where their citizens evidently would not draw a social one.

## 3. Remedies

[^48]Price gouging laws are all over the map ${ }^{192}$ when it comes to the remedy or sanction for gouging, with large variations in the availability and size of civil and criminal penalties. In general, our participants' responses reflect this variability. As we have noted, price increases that would trigger prima facie liability under many statutes are not even deemed wrongful by a majority of our participants, and, accordingly, they are not considered deserving of punishment. In addition, our respondents rarely advocated jail time, even for extreme gouging. This last point appears consistent with the actual legal response to the behaviors described in our vignettes. ${ }^{193}$

That said, when our participants deemed conduct to be unfair, they were still disposed, nonetheless, to be somewhat punitive. For conditions with extreme price increases (333\%), the modal subject response advocated a civil fine of $\$ 2,500$. (And, as we obseryed in Part III, the attraction of stiff fines appeared to be particularly pronounced among non-conservative subjects. ${ }^{194}$ ) Overall, our participants seem to have higher thresholds for unfairness than many laws do, but once those thresholds are triggered, they appear willing to come down hard on violators.

## C. Implications for Social and Behavioral Sciences

Our results also bear on the still-evolving understanding of fairness norms in the social and behavioral sciences. KK\&T's landmark study highlighted the power of empirical research to uncover fairness perceptions and shed light on their determinants. KK\&T's key findings, moreover, appear to have been generalizable across countries and continents at the time. ${ }^{195}$ But times - and norms - change. Setting aside the pandemic, a series of twenty-first century events such as the advent of online auction houses like eBay and the introduction of "surge" pricing for airline fares and shared rides - may well have acclimated consumers to the idea that prices can and often will move dynamically in response to demand shocks, thereby dampening social sensitivities to such fluctuations. The onset of the Covid-19 crisis - the chief motivator of this study - may have had an effect as well. Most Americans likely had not experienced widespread and persistent shortages of common household goods before March 2020. In the immediate aftermath of that experience, consumers may have become less satisfied with first-come-first-served as an allocation mechanism and more receptive to the use of price.

The relative receptivity of respondents to price increases in our study raises doubts that fairness intuitions continue to exert a durable, first-order constraint on price adjustments. ${ }^{196}$ But these doubts, in turn, raise another question: If most consumers do not react especially negatively

[^49]to moderate price increases, why didn't more stores increase prices of products in high demand during the late spring of 2020? ${ }^{197}$

We suggest four potential explanations. First, we should note that a substantial minority of respondents still did consider price increases in the $33 \%$ range to be unfair (and a majority considered price increases of that magnitude to be unfair when it was the first price change vignette they encountered). It is possible the size of this group was sufficiently large to cause retailers to cater their price-setting behavior accordingly. A second possibility is that the "menu costs" associated with price changes remain prohibitive. Busy retailers may have lacked the time or inclination to change sticker prices rapidly. Yet dynamic pricing has become commonplace not only online, but also in brick and mortar stores, ${ }^{198}$ and even before the dynamic pricing revolution, prices were never set in stone. Frictions like menu costs may account for some of this behavior, but we are unconvinced such factors explain all (or even most) of it.

A third possibility is that retailers are not aware of changes in consumer fairness perceptions over time. This, too, is difficult to rule out, though given the vast amount of energy and money that retailers devote to market research, ${ }^{199}$ it would be mildly surprising if three law professors, with the help of their superb research assistants, stumbled across a phenomenon that the firms themselves have not uncovered. If this really is the case, then the primary relevance of our findings may be for the marketing literature rather than the legal literature. We leave that for others to judge.

Finally, and we think most plausibly, it could be that legal constraints (rather than fairness intuitions) conspire to prevent retailers from adopting dynamic pricing practices during emergencies. This possibility underscores our study's practical significance. If state laws-and not consumer fairness perceptions - are what prevents the market from clearing in a shortage, then it becomes all the more important to understand and evaluate the performance of those laws in light of the evident mismatch between their prescriptions and manifest social sentiments about price changes.

[^50]
## D. Implications for Business Strategy

Our findings also have implications for sellers seeking to allocate scarce goods in an emergency. Perhaps most strikingly, our study suggests that consumers do not object to quantity limits. A whopping 97 percent of respondents considered a limit of one hand-sanitizer bottle per customer to be "completely fair" or "acceptable." While Shiller et al. and Marcis et al. find evidence of opposition to government-imposed quantity restrictions, seller-imposed quantity restrictions on an item in high demand at the pandemic's peak elicited few negative responses. In accordance with KK\&T's findings, though in tension with later studies, we found a very strong aversion to auctions, with 82 percent deeming hand sanitizer auctions to be unfair. For sellers concerned about their long-term reputations, our results suggest that the imposition of quantity limits carries relatively few risks and the use of auctions raises enormous ones.

Our results also suggest that offering apologies and compelling explanations (particularly the latter) can go some distance in ameliorating consumers' negative responses to sudden price increases at any level. This effect may not be particularly surprising, in light of the substantial literature that documents the efficacy of apologies in stemming legal exposure of health professionals; and a variety of states have amended their medical malpractice statutes to prohibit proffered apologies from being used later as admissions of culpability or negligence. ${ }^{200}$ But it does, again, point to a disconnect between consumer fairness perceptions and the law. With few exceptions, price gouging laws do not permit sellers to avoid or mitigate liability by tethering sudden price increases to apologies and/or sympathetic rationalizations. Indeed, we were unable to find any statute that addressed such expressions of remorse. ${ }^{201}$

Of course, it might be possible to alter or amend price-gouging laws to accommodate apologies and rationales, such as by (say) mitigating sanctions or providing for affirmative defenses when price increases are chaperoned by contrition and explanation. But even short of legal or regulatory reform, our results still may hold helpful lessons for private ordering-particularly in states with no or only narrow price gouging statutes on the books. Vendors concerned about the reputational damage associated with price increases may well consider employing apologies and rationales effectively to assuage angry customers in the face of a sudden price increase. Indeed, as shown above, such measures substantially dampened the negative reactions of our participants, even in contexts where price increases were extreme. ${ }^{202}$ In this sense, our results contribute to a

[^51]still-nascent conversation about the utility of apologies and rationales related to pricing decisions more generally. ${ }^{203}$

## Conclusion

In this article, we reported on results from a series of experiments related to price gouging and conducted at the height of the Covid-19 pandemic. Our key findings both extend the academic literature around gouging and inform the design and potential reform of price gouging laws. Surprisingly, our participants were far more tolerant of relative price increases in ranges that existing literature predicts would meet stiff resistance, and that most price gouging statutes proscribe. Their attitudes, moreover, were relatively invariant to whether the good had a low or high pre-gouging price, whether the gouger was a merchant or an entrepreneurial resident, or whether the good was a Covid-19-related necessity or a non-necessity. By contrast, responses did vary substantially depending on the sequence of price changes presented: respondents who first encountered large price increases were more likely to deem moderate price increases to be fair, while respondents who had yet to see the large price were much more likely to condemn the moderate one. Finally, our results suggest that popular disapprobation of price gouging can be significantly dampened if the price increase is accompanied by a public-minded rationale (and even more so with an apology). Overall, these results highlight the contingent nature of fairness norms and the concomitant value of using replication and extension studies to understand the contours and triggers of such norms. Moreover, to the extent that market regulation and law depend on (or are constrained by) societal views about fairness, our results further underscore how important it is for legal designers to understand these nuances and to resist the temptation to overgeneralize context-specific insights when making trans-contextual policy. To do anything else would be both unwise and (for want of a better term) unfair.
${ }_{203}$ See, e.g., Dinah Wisenberg Brin, Handle with Care: Apologies Can Save Customer Relationships - Or Backfire, Forbes, July 14, 2019, https://www.forbes.com/sites/dinahwisenberg/2019/07/14/handle-with-care-apologies-can-save-customer-relationships-or-backfire/\#2c80115359cd.

## Appendix A: A Survey of State Price Gouging Laws

As of this writing, 37 states and the District of Columbia have explicit laws against price gouging in place, as pictured in the figure below. (Delaware's law applies only to Covid-19 and a 60 -day recovery period afterwards. Of those with no laws specific to charging higher prices: (1) Alaska and Nevada allow consumers to file complaints against businesses suspected of price gouging to the Attorney General's Office, who may pursue charges; (2) Maryland and Minnesota each have Executive Orders currently in effect for the length of each of their coronavirus emergency declarations that declare price gouging illegal; (3) Montana, Nebraska, New Hampshire, and New Mexico (the last of which promulgated a consumer advisory warning that price gouging during its Covid-19 emergency declaration would be enforced) have general consumer protection laws, which may penalize price gouging if it is found to be an unfair, unconscionable, or deceptive trade practice under the circumstances; and (4) Arizona, North Dakota, South Dakota, Washington, and Wyoming have no broad protection against price gouging whatsoever.


The legal prohibitions on price gouging vary in several respects, including the factual setting to which they apply, the level of increase that triggers liability, the scope of goods covered, the actors to which the laws apply, and the sanction or remedy that follows liability. We summarize them briefly in turn.

Factual setting triggering price gouging law

- In most states, the price gouging law is triggered by an emergency declaration by the state Governor or US President.
- Two states (Arkansas and Kentucky) specifically denote a code red from the Department of Homeland Security as a triggering event for the statute, indicating terrorism as a triggering concern for price gouging.
- In several states, an "abnormal market disruption" is an alternative trigger, notwithstanding a lack of clear definition of the meaning of "abnormal market disruption"; that said, there is a wide consensus that a state of emergency also constitutes an abnormal market disruption.
- Delaware's new price gouging law pertains only to the Covid-19 pandemic and the state of emergency declared on March 12, 2020, and it expires on the sixty-first day following the termination of the state of emergency, unless modified. ${ }^{204}$

Level of price increase that triggers liability

- For states whose liability trigger is tied to a quantitative percent increase, most states are set to either $10 \%$ or $15 \%$ over pre-shortage levels, except for Alabama (whose trigger is $25 \%$ ).
- For some states without sharp quantitative liability triggers, a percent increase of, say, $20 \%$ (Pennsylvania) or $25 \%$ (Kansas) still constitutes prima facie evidence of an unconscionably excessive price in violation of the price gouging statute, but this appears to be a rebuttable presumption.
- Relatedly, about half of state statutes contain an affirmative defense allowing the alleged violator to show that the price increases beyond its control (e.g. attributed to additional costs of doing business).
- States vary regarding the "lookback" period for comparison in assessing the liability trigger:
- Some states compare the price during the time of emergency to prices immediately before to up to 90 days prior to the emergency.
- A few states do not define the basis and simply say "before" or "prior" to the emergency.
- One state (Idaho) also compares the price point to the price after the emergency.
- The price gouging laws of some states (such as Michigan and Ohio) prohibit unconscionable acts or practices, including charging excessively high prices at all times, not just in times of emergency.


## Goods covered by price gouging law

- Many state statutes apply specifically to "necessities"; and seven states specifically enumerate housing, lodging, and tenancy in their statutes, prohibiting landlords from terminating tenancy/evicting residents or charging excessive prices for housing and lodging.

[^52]- Most state statutes, however, do not confine their reach to enumerated goods/services, even those statutes that only cover "necessities."

Actors covered by price gouging law

- About half of state statutes apply to anyone, while the other half target suppliers, merchants and three states (Illinois, Indiana, and Vermont) direct the statute only to fuel and/or petroleum-based goods or services.


## Sanctions/remedies

- Most of the sanctions/penalties can be found in a state's general unfair consumer protection statute.
- Ten states allow for varying criminal sanctions, from misdemeanors to felonies depending on the extent of the violation:
- California goes a step further, and it is the only state where the price gouging statute is actually codified in the penal code.
- Tennessee, in contrast, specifically bars criminal actions.
- About half of the states allow for civil injunctions.
- Nineteen allow for restitution remedies.
- Fifteen allow for individual remedies in private rights of action, while three states (Idaho, Maine, \& Virginia) specifically bar individual remedies.
- Civil fines vary greatly from state to state. Some states impose additional fines for taking advantage of senior citizens (generally defined as individuals 65 years of age or older).

Those interested in a granular, state-by-state overview (including the District of Columbia and Puerto Rico) should consult the spreadsheet located at the following website:

## https://drive.google.com/file/d/1Aj63xymNymrqvqZgwTB89Fnd64DnKAy/view? usp=sharing.

Readers are welcome to utilize this worksheet for their own research. We ask only that they (a) agree to acknowledge this paper in any published work or working papers produced; and (b) alert us to any inconsistencies they find in our state-by-state data.

## Appendix B: Statistical Robustness

As noted in the text, the design of Experiment 2 allows us to exploit the "common questions" encountered by the participants to control for unobserved heterogeneity at the subject level using a "within subject" design. Although unobserved heterogeneity within participants is not always a cause for concern, particularly when the subject pool is large and participants are assigned randomly (both of which are true here), we nonetheless make use of these techniques below to confirm the robustness of our principal results.

We note that within our survey protocols, panel data structure is also a bit of a curse, since the appropriate method for econometric estimation presents us with a different technical challenge. Recall that both of our dependent variables of interest (Unfairness assessment and Legal Response assessment) fall naturally on an ordinal scale; and thus, a standard ordered qualitative response model (such as an ordered logit used in the main text) would seem to be the appropriate approach. Yet, while ordered qualitative response models are well adapted for cross sectional analyses, they are known to be biased and inconsistent if one attempts to control for panel-like, "within subject" structure that our data exhibits. ${ }^{205}$ In contrast, linear models are better adapted for panel-like structures with fixed effects, but they require us to treat our dependent variable as effectively a continuous random variable on a cardinal scale (rather than a categorical response on an ordinal scale). Such an approach seems inappropriate too, since there is no guarantee that the hedonic "distance" between any two consecutive categories (such as "Completely Fair" and "Acceptable) is equal to that between any other two (such as "Acceptable" and "Unfair").

The technical issues flagged above are well known in the statistics and social sciences literature. Although multiple solutions have been proposed to address them, we are aware of two that seem to have gained some measure of acceptance:

- A first strategy - known as the "blow-up and cluster" (or BUC) approach-retains the qualitative response structure of a logit/probit, but it estimates the ordered effects through a series of progressive, conditional dichotomous-choice models. Dichotomous-choice models do not suffer from the same maladies as ordered-choice models when it comes to accounting for unobserved heterogeneity within a panel, and they have been shown to deliver consistent estimates in such environments. ${ }^{206}$ The BUC approach exploits this property by effectively "amalgamating" an ordered choice analysis through a succession of dichotomous partitions. Explicitly, the BUC approach cycles through every possible binary dichotomization of the K ordered outcomes for the dependent variable (and $\mathrm{K}-1$ associated

[^53]cutoff points), optimizing across them. ${ }^{207}$ Implementing this strategy involves cloning (or "blowing up") each individual response into K-1 identical copies (one corresponding to each posited dichotomization) followed by a maximum likelihood estimation of the pooled dichotomous choice frames treating each cloned copy of the respondent as a different observation (with errors clustered at the cloned-respondent level).

- A second strategy - often called Probit-Adapted OLS (or "POLS") - manually re-scales the ordered outcome variables onto a "cardinal" score, assigning numerical values that correspond to each category's overall observed frequency in the data parameterized against a posited background distribution (usually the standard normal). The rescaled variables could then be reconceived as a more authentic discretization along the intensive margin of a latent variable that is itself continuous, thereby facilitating least-squares estimation (with or without fixed respondent effects), and a natural interpretation of coefficients as reflecting "standard-deviation units" of the dependent variable. ${ }^{208}$

In our assessment of the literature, there appears to be no consensus ranking among the two strategies outlined above. For the sake of completeness, then, we chose to implement both methods. The tables below present regression results from Experiment 2 for both Unfairness and Legal Response assessments, along three different perspectives. First, in Table Al we present the coefficients of a BUC estimator for Unfairness (left panel) and Legal Response (right panel), in a fashion similar to Tables 8 and 9 from the text. Second, in Tables A2-A3 we present OLS estimates (without fixed effects) of Unfairness and Legal Response answers (respectively) after re-scaling both dependent variables against a standard normal distribution, per the POLS approach. Finally, in Table A4 we implement POLS with fixed effects at the respondent level for both Unfairness assessments (left panel) and Legal Response assessments (right panel).

Our results prove to be exceedingly robust to introducing within-subject controls. For example, virtually every coefficient estimate Table A1 is within a tenth of a standard error of its corresponding coefficient in Tables 8 and 9. A similar relationship holds if one compares the coefficients of Table A4 to Tables A2 and A3. Consequently, even after attempting to control for unobserved subject-level heterogeneity, our principal findings are unchanged (excepting for minute quantitative adjustments).

[^54]|  | Unfairness |  |  | Legal Response |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | All Respondents | Conservatives | NonConservatives | All Respondents | Conservatives | NonConservatives |
|  | Model 1 | Model 2 | Model 3 | Model 1 | Model 2 | Model 3 |
| M3to4 | 3.598*** | 3.435*** | 3.805*** | 1.842*** | 1.691*** | 2.010*** |
|  | (13.36) | -9.13 | -9.73 | -8.71 | -6.15 | -6.06 |
| M3to10 | 6.899*** | 6.424*** | 7.519*** | 4.698*** | 3.918*** | 5.661*** |
|  | (16.03) | -11.79 | -10.35 | -13.96 | -9.9 | -9.28 |
| M3to4Lays | $3.510 * * *$ | 3.429*** | 3.629*** | 1.264*** | 0.609 | 1.772*** |
|  | (8.70) | -6.2 | -6.34 | -3.53 | -1.33 | -3.17 |
| M3to10Lays | 7.322*** | 6.309*** | 8.474*** | 4.431*** | $3.213 * * *$ | 5.733*** |
|  | (12.21) | -7.56 | -9.53 | -10.97 | -6.14 | -8.78 |
| M3toQuant | 0.55 | 0.32 | 0.845 | -0.518 | -1.146+ | 0.328 |
|  | (1.05) | -0.41 | -1.36 | (-1.02) | (-1.94) | -0.35 |
| M3toAuct | 7.378*** | 6.845*** | 8.027*** | 4.649*** | 3.624*** | 5.774*** |
|  | (9.99) | -6.9 | -7.01 | -8.62 | -4.74 | -6.98 |
| R3to4 | 4.283*** | $4.123 * * *$ | 4.507*** | $2.712^{* * *}$ | 1.859*** | 3.721*** |
|  | (10.85) | -6.6 | -8.26 | -7.05 | -3.71 | -6.16 |
| R3to10 | 6.975*** | 6.367*** | 7.632*** | 4.541*** | 3.459*** | 5.803*** |
|  | (12.81) | -7.44 | -9.91 | -9.87 | -5.17 | -9.47 |
| M3to4ApolRat | 1.646*** | 1.716*** | 1.608*** | 0.733+ | 0.705 | 0.51 |
|  | (7.72) | -5.4 | -5.83 | -1.78 | -1.29 | -1.31 |
| M3to10ApolRat | 4.216*** | 3.719*** | $4.707 * * *$ | $2.564^{* * *}$ | 1.767*** | 3.491*** |
|  | (12.02) | -8.34 | -8.7 | -7.71 | -3.87 | -7.04 |
| M3to4Apol | $3.493 * * *$ | $3.931 * * *$ | $3.020 * * *$ | 1.990*** | 1.021 | 2.835*** |
|  | (7.44) | -6.66 | -5.09 | -4.7 | -1.41 | -5.35 |
| M3to10Apol | 5.767*** | 5.908*** | $5.618 * * *$ | 4.716*** | 4.254*** | 5.298*** |
|  | (11.88) | -9.27 | -8.55 | -8.77 | -4.84 | -7.96 |
| M3to4Rat | 1.912*** | $2.337 * * *$ | 1.522*** | 0.567+ | 0.857* | -0.146 |
|  | (7.66) | -5.93 | -5.36 | -1.72 | -2.12 | (-0.29) |
| M3to10Rat | 4.494*** | 4.554*** | 4.541*** | 3.216*** | 3.169*** | 3.295*** |
|  | (12.33) | -9.23 | -8.34 | -9.52 | -6.91 | -6.44 |
| chi-2 | 341.293 | 178.56 | 187.024 | 303.425 | 162.196 | 210.383 |
|  | 0 | 0 | 0 | 0 | 0 | 0 |
| $\stackrel{\mathrm{p}}{\mathrm{N}}$ | 4910 | 2005 | 2905 | 4620 | 1965 | 2655 |

Table A1: Experiment 2 - (BUC Conditional Logit; Within Subject). Table reports Blow-Up and Cluster (BUC) coefficients on the six arms of Experiment 2 following the protocol developed in Baetschmann et al. (2015). Because this technique involves "cloning" observations, the number of observations reported far exceeds the number of subjects. Results presented are within-subject. There are 4 ordered categorical choices for Unfariness (Left Panel): (1) Completely Fair; (2) Acceptable; (3) Unfair; (4) Very Unfair. There are 5 ordered categorical choices for Legal Response (Right Panel): (1) Nothing; (2) Take the Product and Pay; (3) Take the Product and Do Not Pay; (4) Take the Product, Do Not Pay, and Fine; (5) Take the Product, Do Not Pay, Fine, and Imprison. In all specifications, Merchant "No Change" condition is the omitted coefficient. Significance Key (p-values): + 0.10; * $0.05 ;{ }^{* *} 0.02 ;{ }^{* * *} 0.01$.

| M3to4 | All Respondents |  | Conservatives |  | Non-Conservatives |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Model 1 | Model 2 | Model 3 | Model 4 | Model 5 | Model 6 |
|  | $\begin{gathered} \hline 0.880^{* * *} \\ (25.20) \end{gathered}$ | $\begin{gathered} \hline 0.880^{* * *} \\ (25.14) \end{gathered}$ | $\begin{gathered} \hline 0.788^{* * *} \\ (14.82) \end{gathered}$ | $\begin{gathered} \hline 0.788^{* * *} \\ (14.73) \end{gathered}$ | $\begin{gathered} \hline 0.952^{* * *} \\ (20.64) \end{gathered}$ | $\begin{gathered} \hline 0.952^{* * *} \\ (20.58) \end{gathered}$ |
| M3to10 | $\begin{gathered} 1.641 * * * \\ (38.39) \end{gathered}$ | $\begin{gathered} 1.640 * * * \\ (38.30) \end{gathered}$ | $\begin{gathered} 1.493 * * * \\ (21.90) \end{gathered}$ | $\begin{aligned} & 1.493 * * * \\ & (21.79) \end{aligned}$ | $\begin{aligned} & 1.756 * * * \\ & (32.76) \end{aligned}$ | $\begin{gathered} 1.756 * * * \\ (32.68) \end{gathered}$ |
| M3to4Lays | $\begin{gathered} 0.807 * * * \\ (11.00) \end{gathered}$ | $\begin{gathered} 0.802^{* * *} \\ (11.08) \end{gathered}$ | $\begin{gathered} 0.644 * * * \\ (5.40) \end{gathered}$ | $\begin{gathered} 0.656 * * * \\ (5.40) \end{gathered}$ | $\begin{gathered} 0.909 * * * \\ (10.15) \end{gathered}$ | $\begin{gathered} 0.901 * * * \\ (10.08) \end{gathered}$ |
| M3to10Lays | $\begin{gathered} 1.676 * * * \\ (20.17) \end{gathered}$ | $\begin{gathered} 1.671^{* * *} \\ (20.68) \end{gathered}$ | $\begin{gathered} 1.414^{* * *} \\ (8.55) \end{gathered}$ | $\begin{gathered} 1.426 * * * \\ (8.64) \end{gathered}$ | $\begin{aligned} & 1.842^{* * *} \\ & (24.64) \end{aligned}$ | $\begin{gathered} 1.834 * * * \\ (24.37) \end{gathered}$ |
| M3toQuant | $\begin{aligned} & 0.110^{*} \\ & (2.02) \end{aligned}$ | $\begin{gathered} 0.110+ \\ (1.90) \end{gathered}$ | $\begin{aligned} & 0.112 \\ & (1.53) \end{aligned}$ | $\begin{aligned} & 0.086 \\ & (1.13) \end{aligned}$ | $\begin{aligned} & 0.108 \\ & (1.36) \end{aligned}$ | $\begin{aligned} & 0.116 \\ & (1.34) \end{aligned}$ |
| M3toAuct | $\begin{gathered} 1.645 * * * \\ (17.53) \end{gathered}$ | $\begin{gathered} 1.645^{* * *} \\ (18.36) \end{gathered}$ | $\begin{gathered} 1.475 * * * \\ (9.35) \end{gathered}$ | $\begin{gathered} 1.448 * * * \\ (9.19) \end{gathered}$ | $\begin{gathered} 1.792 * * * \\ (17.23) \end{gathered}$ | $\begin{gathered} 1.800^{* * *} \\ (18.25) \end{gathered}$ |
| R3to4 | $\begin{gathered} 1.006 * * * \\ (12.83) \end{gathered}$ | $\begin{gathered} 1.006 * * * \\ (13.11) \end{gathered}$ | $\begin{gathered} 0.876 * * * \\ (7.06) \end{gathered}$ | $\begin{gathered} 0.882 * * * \\ (7.17) \end{gathered}$ | $\begin{gathered} 1.105^{* * *} \\ (11.35) \end{gathered}$ | $\begin{gathered} 1.104 * * * \\ (11.51) \end{gathered}$ |
| R3to10 | $\begin{gathered} 1.637 * * * \\ (19.96) \end{gathered}$ | $\begin{gathered} 1.638^{* * *} \\ (20.86) \end{gathered}$ | $\begin{gathered} 1.399 * * * \\ (9.74) \end{gathered}$ | $\begin{gathered} 1.404^{* * *} \\ (9.96) \end{gathered}$ | $\begin{aligned} & 1.819 * * * \\ & (22.32) \end{aligned}$ | $\begin{gathered} 1.818 * * * \\ (23.41) \end{gathered}$ |
| M3to4ApolRat | $\begin{gathered} 0.409 * * * \\ (6.91) \end{gathered}$ | $\begin{gathered} 0.392 * * * \\ (6.36) \end{gathered}$ | $\begin{gathered} 0.455 * * * \\ (4.80) \end{gathered}$ | $\begin{gathered} 0.457 * * * \\ (4.69) \end{gathered}$ | $\begin{gathered} 0.374 * * * \\ (4.94) \end{gathered}$ | $\begin{gathered} 0.350 * * * \\ (4.56) \end{gathered}$ |
| M3to10ApolRat | $\begin{gathered} 1.015^{* * *} \\ (14.20) \end{gathered}$ | $\begin{gathered} 0.998^{* * *} \\ (14.07) \end{gathered}$ | $\begin{gathered} 0.948 * * * \\ (7.86) \end{gathered}$ | $\begin{gathered} 0.949 * * * \\ (8.30) \end{gathered}$ | $\begin{gathered} 1.063 * * * \\ (12.24) \end{gathered}$ | $\begin{gathered} 1.039 * * * \\ (11.83) \end{gathered}$ |
| M3to4Apol | $\begin{gathered} 0.915 * * * \\ (10.32) \end{gathered}$ | $\begin{gathered} 0.946 * * * \\ (11.07) \end{gathered}$ | $\begin{gathered} 0.791^{* * *} \\ (6.23) \end{gathered}$ | $\begin{aligned} & 0.818 * * * \\ & (6.69) \end{aligned}$ | $\begin{gathered} 1.030 * * * \\ (8.54) \end{gathered}$ | $\begin{gathered} 1.063 * * * \\ (9.08) \end{gathered}$ |
| M3to10Apol | $\begin{gathered} 1.399 * * * \\ (15.41) \end{gathered}$ | $\begin{gathered} 1.430^{* * *} \\ (16.73) \end{gathered}$ | $\begin{gathered} 1.249 * * * \\ (9.51) \end{gathered}$ | $\begin{gathered} 1.275^{* * *} \\ (10.27) \end{gathered}$ | $\begin{gathered} 1.539 * * * \\ (12.67) \end{gathered}$ | $\begin{gathered} 1.572 * * * \\ (13.40) \end{gathered}$ |
| M3to4Rat | $\begin{gathered} 0.575 * * * \\ (8.72) \end{gathered}$ | $\begin{gathered} 0.564^{* * *} \\ (8.06) \end{gathered}$ | $\begin{gathered} 0.705^{* * *} \\ (6.84) \end{gathered}$ | $\begin{gathered} 0.684^{* * *} \\ (6.31) \end{gathered}$ | $\begin{gathered} 0.469 * * * \\ (5.71) \end{gathered}$ | $\begin{gathered} 0.466 * * * \\ (5.78) \end{gathered}$ |
| M3to10Rat | $\begin{gathered} 1.218 * * * \\ (15.01) \end{gathered}$ | $\begin{aligned} & 1.209 * * * \\ & (14.24) \end{aligned}$ | $\begin{gathered} 1.289 * * * \\ (11.36) \end{gathered}$ | $\begin{gathered} 1.270 * * * \\ (10.55) \end{gathered}$ | $\begin{gathered} 1.160^{* * *} \\ (10.08) \end{gathered}$ | $\begin{gathered} 1.157 * * * \\ (10.00) \end{gathered}$ |
| Age |  | $\begin{gathered} 0 \\ (-0.20) \end{gathered}$ |  | $\begin{aligned} & -0.002 \\ & (-0.53) \end{aligned}$ |  | $\begin{gathered} 0 \\ (0.22) \end{gathered}$ |
| Male |  | -0.044 |  | -0.076 |  | -0.025 |
|  |  | (-1.22) |  | (-1.18) |  | (-0.63) |
| HHIncomeBin |  | -0.002 |  | 0.007 |  | -0.006 |
| Politics |  | (-0.15) $-0.059 * * *$ (-4.15) |  | (0.38) |  | (-0.49) |
| HHEffects |  | -0.02 |  | -0.093 |  | 0.021 |
|  |  | (-0.57) |  | (-1.42) |  | $(0.53)$ |
| COVIDMajorLocal |  | -0.015 |  | -0.023 |  | 0.013 |
|  |  | (-0.65) |  | (-0.68) |  | (0.45) |
| COVIDMajorCountry |  | $\begin{aligned} & 0.061^{*} \\ & (2.04) \end{aligned}$ |  | $\begin{aligned} & 0.051 \\ & (1.28) \end{aligned}$ |  | $\begin{gathered} 0.100^{* *} \\ (2.51) \end{gathered}$ |
| CONSTANT | -0.911*** | -0.939*** | -0.924*** | -0.857*** | -0.901*** | -1.064*** |
|  | (-42.77) | (-9.37) | (-30.64) | (-5.14) | (-30.03) | (-9.89) |
| R-sqd | 0.528 | 0.546 | 0.439 | 0.448 | 0.62 | 0.628 |
|  | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
|  | 2010 | 2010 | 885 | 885 | 1125 | 1125 |

Table A2: Experiment 2 - Unfairness (Probit-Adapted OLS; Between Subjects). Ordinary Least Squares coefficients on the six arms of Experiment 2. Within each arm, subjects made unfairness assessments for 5 different vignette variations (and thus total observations are equal to 5 x total subjects). Results presented are between-subject. (See Table A4 for within-subject specifications.) In this specification there are 4 ordered categorical choices: (1) Completely Fair; (2) Acceptable; (3) Unfair; (4) Very Unfair, whose values are cardinalized at the quartile means on a Standard Normal distribution, per the framework in van Praag \& Ferrer-iCarbonell (2008). Merchant "No Change" condition is omitted. Significance Key (p-values): $+0.10 ;$ * 0.05 ; ** 0.02 ; ${ }^{* * *} 0.01$.


Table A3: Experiment 2 - Legal Response (Probit-Adapted OLS; Between Subjects). Ordinary Least Squares coefficients on the six arms of Experiment 2. Within each arm, subjects made unfairness assessments for 5 different vignette variations (and thus total observations are equal to 5 x total subjects). Results presented are between-subject. (See Table A4 for within-subject specifications.) In this specification there are 5 ordered categorical choices: (1) Nothing; (2) Take the Product and Pay; (3) Take the Product and Do Not Pay; (4) Take the Product, Do Not Pay, and Fine; (5) Take the Product, Do Not Pay, Fine, and Imprison, whose values are cardinalized at the quintile means on a Standard Normal distribution, per the framework in van Praag \& Ferrer-i-Carbonell (2008). Merchant "No Change" condition is omitted. Significance Key (p-values): $+0.10 ;{ }^{*} 0.05 ;{ }^{* *} 0.02 ;{ }^{* * *} 0.01$.

|  | Unfairness |  |  | Legal Response |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | All Respondents | Conservatives | NonConservatives | All Respondents | Conservatives | NonConservatives |
|  | Model 1 | Model 2 | Model 3 | Model 1 | Model 2 | Model 3 |
| M3to4 | 0.880*** | 0.788*** | 0.952*** | 0.319*** | 0.332*** | 0.309*** |
|  | (25.19) | (14.83) | (20.64) | (9.58) | (6.38) | (7.09) |
| M3to10 | 1.640*** | 1.493*** | 1.756*** | 1.097*** | 0.976*** | 1.192*** |
|  | (38.38) | (21.91) | (32.76) | (24.42) | (14.11) | (20.29) |
| M3to4Lays | 0.840*** | 0.726*** | 0.909*** | 0.244*** | 0.169* | 0.301** |
|  | (14.22) | (8.24) | (10.15) | (3.75) | (2.08) | (2.38) |
| M3to10Lays | 1.709*** | 1.497*** | 1.842*** | 0.989*** | 0.713*** | 1.174*** |
|  | (23.35) | (10.65) | (24.64) | (12.52) | (5.75) | (9.37) |
| M3toQuant | 0.136* | 0.135 | 0.108 | -0.041 | -0.126 | 0.062 |
|  | (2.02) | (1.20) | (1.36) | (-0.68) | (-1.24) | (0.83) |
| M3toAuct | 1.671*** | 1.498*** | 1.792*** | 1.138*** | 0.942*** | 1.336*** |
|  | (19.14) | (11.20) | (17.23) | (9.66) | (4.89) | (10.64) |
| R3to4 | 1.030*** | 0.933*** | 1.105*** | 0.533*** | 0.348*** | 0.661*** |
|  | (15.40) | (8.63) | (11.35) | (6.53) | (3.02) | (5.44) |
| R3to10 | 1.661*** | 1.455*** | 1.819*** | 1.127*** | 0.919*** | 1.274*** |
|  | (24.08) | (12.54) | (22.32) | (12.94) | (5.69) | (13.38) |
| M3to4ApolRat | 0.410*** | 0.380*** | 0.374*** | 0.108+ | 0.058 | 0.022 |
|  | (7.20) | (4.13) | (4.94) | (1.92) | (0.49) | (0.34) |
| M3to10ApolRat | 1.016*** | 0.872*** | 1.063*** | 0.487*** | 0.339*** | 0.471*** |
|  | (15.36) | (8.94) | (12.24) | (6.44) | (2.77) | (4.44) |
| M3to4Apol | 0.945*** | 0.882*** | 1.030*** | 0.421*** | 0.279** | 0.725*** |
|  | (13.48) | (9.35) | (8.54) | (5.39) | (2.41) | (5.30) |
| M3to10Apol | 1.428*** | 1.339*** | 1.539*** | 1.015*** | 0.887*** | 1.305*** |
|  | (20.23) | (13.37) | (12.67) | (13.40) | (7.75) | (10.85) |
| M3to4Rat | 0.459*** | 0.532*** | 0.469*** | 0.067 | 0.083 | -0.003 |
|  | (7.39) | (5.28) | (5.71) | (1.32) | (0.96) | (-0.05) |
| M3to10Rat | 1.106*** | 1.122*** | 1.160*** | 0.728*** | 0.840*** | 0.577*** |
|  | (13.65) | (10.04) | (10.08) | (8.62) | (6.47) | (4.16) |
| CONSTANT | -0.911*** | -0.924*** | -0.901*** | -0.463*** | -0.382*** | -0.526*** |
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Table A4: Experiment 2 - (Probit-Adapted OLS with Respondent Fixed Effects). Within each arm, subjects made unfairness/legal response assessments for 5 different vignette variations, three of which were common, permitting estimation of respondent-level fixed effects. (Total observations are equal to 5 x total subjects). Results presented are thus within-subject. (See Tables A2 and A3 for between-subject specifications.) There are 4 ordered categorical choices for Unfariness (Left Panel): (1) Completely Fair; (2) Acceptable; (3) Unfair; (4) Very Unfair. There were 5 ordered categorical choices for Legal Response (Right Panel): (1) Nothing; (2) Take the Product and Pay; (3) Take the Product and Do Not Pay; (4) Take the Product, Do Not Pay, and Fine; (5) Take the Product, Do Not Pay, Fine, and Imprison. Before estimation, categorical assessments are cardinalized at the quartile/quintile means (respectively) on a Standard Normal distribution, per the framework in van Praag \& Ferrer-i-Carbonell (2008). Merchant "No Change" condition is omitted. Significance Key (p-values): $+0.10 ;{ }^{*} 0.05 ; * * 0.02 ; * * * 0.01$.
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