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Abstract. Cross section measurements have been performed at the time-of-flight facility GELINA to deter-
mine the average capture cross section for °”Au in the energy region between 3.5keV and 84keV. Prompt
~-rays, originating from neutron-induced capture events, were detected by two CgDg liquid scintillators.
The sample was placed at about 13 m distance from the neutron source. The total energy detection prin-
ciple in combination with the pulse height weighting technique was applied. The energy dependence of
the neutron flux was measured with a double Frisch-gridded ionization chamber based on the °B(n, a)
reaction. The data have been normalized to the well-isolated and saturated '°”Au resonance at 4.9€V.
Special care was taken to reduce bias effects due to the weighting function, normalization, dead time and
background corrections. The total uncertainty due to normalization, neutron flux and weighting function is
1.0%. An additional uncertainty of 0.5% results from the correction for self-shielding and multiple interac-
tion events. Fluctuations due to resonance structures have been studied by complementary measurements
at a 30m flight path station. The results reported in this work deviate systematically by more than 5%
from the cross section that is recommended as a reference for astrophysical applications. They are about
2% lower compared to an evaluation of the " Au(n, ) cross section, which was based on a least squares fit
of experimental data available in the literature prior to this work. The average capture cross section as a
function of neutron energy has been parameterized in terms of average resonance parameters. Maxwellian
average cross sections at different temperatures have been calculated.

1 Introduction uation was a result of an international cooperative effort

to improve cross section standards by a Subgroup formed

The neutron capture cross section of '"7Au is used as a
standard for neutron induced reaction cross section mea-
surements at 0.0253eV and in the energy range between
200keV and 2.5 MeV. The use of the 197 Au(n, ) reaction
as a reference has several advantages. This is due to the
mono-isotopic nature and chemical purity of gold, the rel-
atively large thermal neutron capture cross section and
the simple decay scheme of the product nucleus formed
by neutron capture.

An evaluation of 7Au(n,~) reaction cross section
data has been reported by Carlson et al. [1-3]. This eval-
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by the Working Party on International Evaluation Coop-
eration (WPEC) of the Nuclear Energy Agency Nuclear
Science Committee and a Coordinated Research Project
organized by the International Atomic Energy Agency.
The evaluation process was the result of a simultaneous
analysis of various types of experimental data: energy de-
pendent, spectrum-averaged and thermal data, including
results of ratio and absolute cross section measurements.
The evaluation of the 7Au(n, ) cross section in the en-
ergy region between 2.5keV and 2.5MeV was based on
the results of 62 experiments using a least-squares ad-
justment code GMA, developed by Poenitz [4]. The full
data set, which is given in ref. [2], included results of 21
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absolute 97 Au(n,v) measurements, 6 shape °7Au(n,~)
measurements, 3 absolute 197 Au(n, v)/%Li(n, @) ratio mea-

surements, 3 absolute '97Au(n,v)/'°B(n, a1) ratio mea-
surements, 3 shape 7Au(n,v)/°B(n, a1) ratio measure-
ments, 4 absolute °7Au(n,v)/1°B(n,a) ratio measure-
ments, 9 absolute 197Au(n,v)/?**U(n,~) ratio measure-
ments, 1 shape 1°7Au(n,v)/?*¥U(n, ) ratio measurement,

10 absolute '°7Au(n,~)/?*U(n,f) ratio measurements
and 2 shape 9TAu(n,v)/?**U(n,f) ratio measurements.
In the energy region between 200keV and 2.5 MeV the re-
sult of this evaluation is recommended as a reaction cross
section standard with uncertainties between 1% and 4.2%.
Between 3.5keV and 200 keV the uncertainties for the rec-
ommended average cross section are between 0.84% and
2.3%. The result of this evaluation will be referred to as
the standard evaluation.

Due to strong fluctuations resulting from resonance
structures the evaluated cross section below 200keV is
not recommended for use as a standard. Nevertheless,
the 197Au(n,v) cross section in the energy region below
200keV is used as a reference cross section for astro-
physical applications [5]. However, the results of the stan-
dard evaluation of refs. [1-3] are approximately 6% to 8%
above the cross section adopted for astrophysical appli-
cations. The latter is based on the data of Macklin et
al. [6,7] normalized to the results of activation measure-
ments performed by Ratynski and Képpeler [5]. Results
of 197Au(n,~) measurements from 5keV to 120keV re-
ported by Borella et al. [8], which were not included in
the evaluation process of refs. [1,2], are within 2% con-
sistent with those of the standard evaluation [3]. The
cross section recommended in refs. [1,2] are also con-
sistent with the Maxwellian averaged cross section ob-
tained by Feinberg et al. [9] and by the time-of-flight
data below 30keV reported by Lederer et al. [10]. How-
ever, the overall uncertainty of the data in ref. [10] is be-
tween 4% and 6.7% and between 30keV and 100keV de-
viations from the evaluated cross section up to 12% are
observed.

To clarify the situation capture cross section measure-
ments have been performed at the GELINA facility of
the Institute for Reference Materials and Measurements
(IRMM) at Geel in Belgium, following the procedures de-
scribed in ref. [11]. An effort has been made to reduce bias
effects due to dead time, background, v-ray attenuation
in the sample, shape of the neutron flux, normalization
and corrections for self-shielding and multiple interaction
events. An internal normalization procedure based on the
well-isolated and saturated 4.9V resonance of 197Au [6,
12] was applied and verified by complementary measure-
ments on a thin Au sample. For an accurate determination
of the background level, all measurements were performed
with fixed background filters. The use of fixed background
filters improves the accuracy but results in an upper limit
of the data to 84keV. The accuracy of the correction for
self-shielding and multiple interaction events was verified
by experiment. To study the impact of resonance fluctua-
tions additional capture measurements on *7Au at a 30 m
measurement station were carried out.
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2 Experiment

The experiments were carried out at the neutron Time-of-
Flight (TOF) facility GELINA. A detailed description of
GELINA can be found in ref. [13]. Intense pulsed electron
beams are accelerated, at a repetition rate between 50 Hz
and 800 Hz, to a maximum energy of 150 MeV. Electron
bunches, with peak currents of 12 A in a 10ns time in-
terval, are compressed by a post-acceleration compression
magnet to a duration of less than 1ns [14]. High-energy
electrons generate Bremsstrahlung in a mercury-cooled ro-
tating uranium target, where neutrons are produced by
(v,n) and (7,f) reactions [15]. To produce a neutron spec-
trum in the low energy region, two water-filled beryllium
containers of 4 cm thickness are used as moderators. BFg
proportional counters, placed at different locations around
the neutron target hall, are used to monitor the stability
of the accelerator and to normalize TOF-spectra to the
same total neutron intensity.

The measurements were performed at a 13 m measure-
ment station of flight path 5, which forms an angle of 18°
with respect to the normal of the moderator face viewing
the flight path. A shadow bar made of Cu and Pb was
placed close to the uranium target to reduce the intensity
of both the y-ray flash and the fast neutron component.
The moderated neutron beam was collimated to about
80 mm in diameter at the sample position. The collimation
system was mainly composed of B4C mixed with epoxy
resin, H3BO3 mixed with wax, Cu- and Pb-collimators.
To minimize the influence of nearby flight paths, shield-
ing walls were built around the detectors. Almost half way
between the neutron target and the sample position, i.e.
just outside the 3 m thick wall of the bunker containing the
neutron-producing target, a sample changer for overlap
and black resonance filters was installed. The 17 Au(n, )
measurements have been performed with the accelerator
operating at 800 Hz and a '°B overlap filter, with an areal
density of about 5 x 1072 at/b. Fixed Na and S black reso-
nance filters were used to continuously monitor the back-
ground at 2.85keV and 102keV. Due to the presence of
the S-filter no additional filter was needed to reduce the
intensity of the ~-ray flash. An air-conditioning system
was installed in the measurement station to keep the sam-
ple at a constant temperature of about 22 °C and to avoid
electronic drifts due to temperature changes. In addition,
the temperature at the sample position was continuously
monitored.

The prompt ~-rays originating from a capture reaction
were detected by a pair of CgDg-based liquid scintillators
(NE230) of 10cm diameter and 7.5cm length. Each de-
tector was positioned at an angle of 125° with respect to
the direction of the neutron beam. This geometry min-
imises systematic effects due to the anisotropy in the pri-
mary y-ray emission which depends on the spin and or-
bital momentum of the resonance. The detection of scat-
tered neutrons was reduced by coupling each scintillator to
a boron-free quartz windowed EMI9823-KQB photomul-
tiplier (PMT). For each detector the anode signal from
the PMT was used to determine the arrival time of the
neutron and the signal of the 9-th dynode to determine
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Table 1. Characteristics of the samples used in the capture measurements at GELINA. All samples were in the form of a metal

disc.
Sample Diameter Thickness Weight Area Areal density
mm mm cm? at/b
197 Au 80.76 1.01 98.7612 + 0.0002 51.22 4+ 0.01 (5.896 + 0.001) x 1073
197 Au 80.94 0.52 50.9234 + 0.0005 51.45 4 0.01 (3.026 +0.001) x 1073
197 Au 80.12 0.01 0.9483 4 0.0001 50.39 + 0.01 (5.754 £ 0.001) x 1075
208pp, 80.00 0.50 29.7320 + 0.0001 50.27 £ 0.01 (1.713 4 0.001) x 107*

the energy deposited by the vy-ray in the detector. The
total energy detection principle in combination with the
pulse height weighting technique [11,16,17] was applied
to make the detection efficiency for a capture event di-
rectly proportional to the total v-ray energy available in
the capture event. The discrimination level of the capture
detection system was set to 200 keV deposited energy, cor-
responding to the Compton edge of a 330keV ~-ray. In the
calculation of the weighting function the v-rays were sup-
posed to be distributed homogeneously in the sample and
the discrimination level of the detection system was taken
into account, as discussed in ref. [17]. Due to the relatively
low total cross section, the homogeneous distribution of -
rays is valid in the unresolved resonance region. However,
this assumption is not valid in the region of a strong reso-
nance like the 4.9 eV resonance of "7 Au, which was used
for the normalization. To account for the difference in the
~-ray attenuation due to neutron self-shielding, the proce-
dure proposed in refs. [11,18] and implemented in REFIT
was applied.

The shape of the neutron spectrum was measured
in parallel with a '°B Frisch gridded ionisation cham-
ber placed at about 80 cm before the sample. The cham-
ber was operated with a continuous flow of a mixture
of argon (90%) and methane (10%) at atmospheric pres-
sure. The detector consisted of two ionization chambers
with a common cathode loaded with two layers of °B.
The 9B layers, with an effective diameter of 84 mm and
areal density of about 40 ug/cm?, were evaporated back
to back on a 30 ym thick aluminium backing and the en-
trance and exit windows of the chamber had a thickness
of 40 pm.

The TOF of a neutron was derived from the difference
between the stop signal T either from the “B-chamber
or from the CgDg detectors and the start signal Tj, given
at each electron burst. This time difference (T's — Tp) was
measured with a multi-hit fast time coder with a 0.5ns
resolution, developed at the IRMM [19]. The TOF and
the pulse height of the detected events were recorded in
list mode using a data acquisition system developed at
the IRMM [20], allowing for a continuous stability check
of the detection systems and an off-line application of the
weighting function. The stability of the two detection sys-
tems and the accelerator operating conditions (i.e. fre-
quency, current and neutron output) were verified in cycles
of 1hour. Only cycles with a 800 Hz operating frequency
and for which the total neutron intensity and response of
the detection systems deviated from the average by less

than 2.5% were selected. The stability of the CgDg detec-
tors was monitored on a weekly basis by measurements of
the 2.6 MeV ~-ray from the 232Th decay chain.

Each detection system produced a veto signal that cre-
ated a fixed dead-time as soon as an event was detected.
The fixed dead time of the capture and neutron detec-
tion chains were monitored continuously by registering the
time-interval between successive events. For the flux mea-
surements the dead time was 3500 ns, with a maximum
dead time correction less than 1%. The dead time for the
capture measurement systems was 2800 ns, with dead time
corrections that were less than 20%. In refs. [11,21] it was
shown that uncertainties for such dead time corrections
are very small and can be neglected.

Capture cross section data for 7Au were deduced
from results of measurements with a 0.52 mm and 1.01 mm
thick metallic gold disc. Additional measurements with a
0.01mm thick Au metallic disc were performed to ver-
ify the normalization. A 0.5 mm thick metallic 2°8Pb disc
was used to determine the sample dependent background
contribution in the CgDg response. The main character-
istics of these samples, all with a 80 mm nominal diam-
eter, are given in table 1. The areal density was derived
from a measurement of the weight and the effective area.
The latter was determined by an optical surface inspec-
tion with a microscope-based measurement system from
Mitutoyo [22].

3 Data reduction

The experimental yield Yoy, was deduced from the ratio
of the response of the capture detection system and the
one of the neutron flux detector [11],

N¢

Yoxp = T 1
P St Enly Co— B, T, (1)

where N¢ is a normalization factor, F,, is the kinetic en-
ergy of the neutron, S, is the neutron separation energy
and A is the mass number of the target nucleus. The dead-
time corrected weighted CgDg response is denoted by C,,
and the dead-time corrected response of the flux detector
by C,. Their corresponding background contributions are
B,, and B,, respectively. The ratio of the reaction yield
of the boron chamber Y, and the attenuation of the flux
in the chamber T, dependent equivalently on TOF or
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energy, is given by

Y. g,

P __ _MNyOTtot —NyOtot o
— =e% 1—e "¢ B 2
jgo ( )Otot ' ( )

where n,, is the total areal density of the 10B Jayers in the
ionization chamber, o,, the cross section for the °B(n, «)
reaction and oo the total cross section for neutron in-
duced reactions in 1°B. Before applying eq. (1) a transfor-
mation of variables was applied to account for the 80 cm
difference in the position of the ionization chamber and the
capture sample. This transformation is required to bring
the capture and flux spectrum to the same time basis.

The normalization factor N¢ in eq. (1) accounts for
energy independent factors such as the absolute neutron
flux, the effective target area seen by the neutron beam,
the efficiency of the flux detector and the solid angle sub-
tended by the target and the C4Dg detectors. This factor
was deduced from an internal normalization based on the
4.9eV saturated resonance of 197 Au [6,12].

The impact of kinematic effects for the flux measure-
ments was strongly reduced by using a flux detector con-
sisting of two ionization chambers with a common cathode
loaded with two layers of 1°B. The back-to-back configu-
ration together reduces a systematic bias related to the
forward-to-backward emission ratio [23]. The response C,
was obtained from a weighted sum of the response of the
two chambers. The weights were based on the relative
thickness of the layers, which was deduced from a TOF
spectrum at low energies obtained from measurements at
50 Hz.

The data processing was carried out using the AGS
(Analysis of Geel Spectra) package [24,25]. This pack-
age includes all basic spectrum operations and performs
a full uncertainty propagation accounting for both cor-
related and uncorrelated uncertainty components and re-
sults in a substantial reduction of space for data storage.
The AGS concept is recommended by the Network of Nu-
clear Reaction Data Centres to store experimental data in
the EXFOR data base [26].

3.1 Background correction for flux measurements

The background contribution for the flux measurements
was approximated by an analytical expression applying
the black resonance technique [11]. The analytical function
was a sum of a time-independent and two time-dependent
components:

B,(t) = ag + a1t" + age~b2(t+t0), (3)

The parameters (ag, a1, az, by and by) in the analytical
expression were derived from the dips in the TOF-spectra
created by black resonances filters. The time independent
component ag was less than 0.1%. The first time depen-
dent component, approximated by a power function, ac-
counts for neutrons that are scattered inside the detector
station and from neutrons scattered at other flight paths.
Its time dependence was determined by measurements at
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Fig. 1. Time-of-flight spectrum resulting from the flux mea-
surement (Cy,) together with the total background (B,) and
its time-dependent components due to scattered and overlap
neutrons.

400 Hz with a 1 mm thick Cd anti-overlap filter and Ag, W,
Co, Na and S black resonance filters. The second time de-
pendent component corresponds to the contribution due
to slow neutrons from previous accelerator pulses. This
contribution was estimated by an extrapolation of the
TOF spectrum at the end of the cycle. It is approximated
by an exponential decay, where the fixed time offset t
is equal to the spacing between the electron bursts. For
an operating frequency of 800 Hz, ty = 1.25ms. For each
configuration the amplitudes a; and as were adjusted to
the black resonance dips at 2.85keV and 102keV due to
the fixed Na and S filters. The response of the ionization
chamber and the estimated background contribution for
the 197 Au(n, ) measurements are compared in fig. 1. From
a statistical analysis of the difference between the observed
black resonance dips and the background estimated by the
analytical expression (eq. (3)), an uncertainty of 3% on the
determination of the background level was deduced. The
uncertainty on the experimental yield Yo« due to the flux
background is less than 0.25%.

3.2 Background correction for the C¢Dg response

The total background contribution to the weighted re-
sponse of the CgDg detectors was expressed as

Bw(t) = bO+klcw,0(t)+k2Rn(t)[Cw,Pb(ﬁ) _Cw,O(t)]’ (4)

where by is a time-independent contribution, Cy o and
C,p1 are the weighted counts from measurements with no
sample and with an almost purely scattering 2°*Pb sam-
ple, respectively. The weighted spectra C,, 0 and C, pp,
corrected for the time independent background, were de-
rived with the weighting function for the Au sample and
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Fig. 2. Weighted time-of-flight spectra obtained with the
CeDg detectors. The spectrum for the 1 mm thick Au sam-
ple Cy,Au is compared with the total background B, and the
contributions explained in eq. (4) (see text).

normalized to the same integrated neutron intensity. The
correction factor R, is the ratio of the neutron scatter-
ing yield of the Au and Pb sample. For energies above
2keV (TOF-values smaller than 10*ns), the correspond-
ing sample-dependent background was less than 2%, as
shown in fig. 2. The factors k; = 1.00 + 0.03 and ky =
1.00 = 0.05 were used to introduce uncertainties due to
systematic effects in the background model. These val-
ues together with their uncertainties were obtained from
a comparison of the background based on eq. (4) and the
background dips present in the TOF spectra due to the
fixed black resonance filters and in the spectra resulting
from additional measurements with Ag, Co and Bi black
resonance filters. This procedure was carried out for the
0.01 mm, 0.52mm and 1.01 mm thick Au samples.

3.3 Normalization

The data for the 0.52mm and 1.01 mm thick Au samples
were internally normalized based on the peak of the well-
isolated and saturated resonance at 4.9eV, which has a
low scattering to capture ratio. The normalization was ob-
tained by a least squares adjustment of the experimental
yield with only the normalization factor as a free-fitting
parameter. The REFIT code [27], which is based on the
Reich-Moore approximation of the R-Matrix theory, was
used. This code accounts for various experimental effects
such as the Doppler effect, neutron self-shielding, multiple
interaction events, and the response function of the TOF-
spectrometer. To account for the impact of the neutron
flux and ~-ray attenuation in the sample on the weight-
ing function a special procedure has been implemented in
REFIT [11,18]. In this approach the experimental yield is
calculated with a weighting function for a homogeneous
distribution of the v-rays in the sample and a correction
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Table 2. Normalization factors for the capture measure-
ments using the *” Au samples specified in table 1. The factor
N/c,sL45 corresponding to a sample with an area of 51.45cm?
is also given.

Thickness Area N¢ NG 5145
mm cm?
1.01 51.22 0.995 0.991
0.52 51.45 1.000 1.000
0.01 50.39 1.026 1.005

factor depending on the resonance strength and areal den-
sity is applied to the calculated yield. By restricting the fit
region to the resonance top, the normalization is indepen-
dent of the resonance parameters and the areal density, as
demonstrated in refs. [8,18].

The normalization factors derived from the 4.9 eV sat-
urated resonance in the 0.52 mm and 1.01 mm sample data
are given in table 2 and compared with the one derived
from the measurements with the 0.01 mm sample. For the
0.01 mm sample the 4.9 eV resonance is not saturated. The
normalization for these measurements was obtained from
an analysis of the 4.9eV resonance fixing the resonance
parameters to those reported in ref. [28]. These normal-
ization factors depend on the sample area. In the last col-
umn, the normalization factors corresponding to a sam-
ple with an area of 51.45cm? are also given. These values
demonstrate the validity of the weighting function and the
procedure to account for the flux and v-ray attenuation
in the sample.

As noted in refs. [8,11,17] the influence of systematic
effects depending on the specific character of the v-ray
cascade are largely reduced when the ~-ray emission cas-
cade for the normalization resonance is similar to the cas-
cade for the energy region under investigation. If, in addi-
tion, an internal normalization is applied all experimental
conditions remain unchanged and bias effects are substan-
tially reduced. To verify the impact of a difference between
the prompt v-ray emission spectrum of the 4.9eV reso-
nance and the spectrum for the unresolved resonance re-
gion, the amplitude spectrum of the 4.9 eV resonance was
compared with the one for neutrons with energies between
10keV and 20keV and 40keV and 80keV. The compari-
son in fig. 3 reveals a small difference, which is probably
due to the increasing contribution of neutrons with ¢ > 0,
and suggests a difference in y-ray cascade. Therefore, a
bias due to a different influence of the 200 keV discrimina-
tion level for the 4.9 €V resonance and the neutron energy
region above 5keV cannot be excluded.

To quantify such a bias, the count losses due to the
discrimination level were estimated by simulated ~-ray
spectra resulting from capture states with different spin,
parity and energy. The spectra were simulated using the
statistical code yDEX [29,30]. This code follows the ba-
sic assumptions made in the DICEBOX code described in
ref. [31]. In contrast with the DICEBOX code, the model
in yYDEX averages over multiple states with same spin and
parity and calculates average transition widths between
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Fig. 3. Response of the CgDg detector, corrected for back-
ground contributions, for the 4.9eV s-wave resonance of %7 Au
and for '®"Au(n,v) events with neutron energies between
10keV and 20keV (red) and 40keV and 80keV (blue).

energy bins. As long as the number of states within an
energy bin is high, such a statistical approach can be ap-
plied to simulate y-ray cascades following primary tran-
sitions to the continuum. On the contrary the statistical
assumption is not sustained for primary transitions to the
ground state and excited states close to the ground state.

For the level density in the continuum, a constant tem-
perature model was assumed with the parameter kT =
670keV and an average resonance spacing Dy = 15.69eV
at zero neutron energy. The E1 v-ray strength was ap-
proximated by a triaxial Lorentzian description [32]. For
the M1 strength a parametrization proposed by Heyde et
al. [33] that results from an adjustment to experimental
data was used. For F2 strengths the recommendation of
the RIPL3 data base [34] was followed.

In the calculation the characteristics of the first ten ex-
cited states of 18 Au, i.e. their spin and parity as well as
their transition strengths and branching ratios, were taken
from the ENSDF database [35]. For the 4.9eV resonance
the absolute transition strengths of primary transitions
(i.e. absolute intensity per capture event) to these low ly-
ing states have been determined experimentally and were
taken from [35]. Their relative contribution to the total
primary emission intensity is about 17%. In the unresolved
resonance region (URR) absolute intensities of primary
transitions to low-lying excited states are not available.
For 2keV and 24 keV neutrons only intensities of primary
~-rays relative to a given transition are given [35]. There-
fore, their absolute contribution was varied with a factor
ranging from 0.3 to 1.6 and the resulting missing contri-
bution of v-ray transitions was calculated.

The contribution of transitions with an energy below
330keV was estimated and the results are summarized in
table 3. This was done for s- and p-wave capture states.
For the 4.9eV s-wave resonance about 30.7% of all the
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transitions are below the 330 keV threshold. When weight-
ing the intensities with the transition energies this missing
contribution reduces to 2.48%. The results in table 3 re-
veal that for all cases the loss in weighted contribution
of transitions below 330keV varies between 2.29% and
2.67%, which is very similar to the corresponding loss for
the 4.9eV resonance. Hence, a bias due to the threshold
is expected to be less than 0.5% and the total uncertainty
due to the normalization and weighting function was esti-
mated to be less than 1%.

3.4 Time of flight to energy conversion

The time of flight ¢t was derived from the difference be-
tween the stop signal Ts and start signal Tp:

t= (TS —T())-i-to7 (5)
where tg is a time-offset. This time-offset for the capture
detection system was deduced from the position of the
~-ray flash with an accuracy better than 1 ns. The conver-
sion from TOF to energy is also related to the response
function of the TOF-spectrometer, which is dominated by
the neutron transport in the target/moderator assembly.
This response is mostly represented by the distribution
of an equivalent distance [11]. A resonance shape anal-
ysis of 197Au(n, ) resonances below 200eV was used to
define the effective flight path length (12.943 4 0.002m).
The energies of these resonances have been determined
by Massimi et al. [36,28] from transmission measure-
ments at a 50m station which was calibrated using the
6.673 £ 0.001 eV resonance of 2*¥U-n as a reference [37].
The final uncertainty on the neutron energy is 0.3%,

which was verified using the resonances at 5.904keV and
71.22keV of 27Al and 2°®Pb, respectively.

3.5 Correction for self-shielding and scattering in the
sample

In the URR averaged capture cross sections can only be
derived by correcting the observed experimental yield for
self-shielding and multiple interaction events, i.e. neutron
scattering followed by neutron capture. The relation be-
tween the average capture cross section ., and the average
experimental yield Yy, is given by

Yexp = Feno,, (6)
where F, is an energy-dependent factor to correct for mul-
tiple interaction events and n is the areal density of the
sample. The correction factor F, was calculated by Monte
Carlo simulations using SESH [38] and MCNP 4C2 [39].
The former accepts average resonance parameters as input
parameters (i.e. the average resonance spacing, neutron
strength functions and average radiation widths) to cre-
ate resonance structured cross sections. In MCNP proba-
bility tables are used to reconstruct resonance structured
cross sections in the URR. These probability tables were
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Table 3. Relative intensities of primary «-ray transitions and transitions with a -ray energy smaller than 330 keV for a 4.9eV,
2keV and 24keV incident neutron energy. Both energy weighted and non-weighted intensities are given. For 2keV and 24 keV
neutrons, the intensities are calculated supposing pure s- and p-wave neutrons and different contributions of primary transitions

to low-lying excited states (third column).

Neutron energy Intensity of primary transitions

to low-lying excited states

relative to all primary transitions

Relative intensity of transitions

with E, < 330keV

Relative intensity of all

primary transitions

no weight  weighted  no weight weighted
% % % %
4.9eV s-wave 16.6 25.0 63.4 30.7 2.48
2keV s-wave 9.5 24.8 60.4 26.2 2.25
p-wave 9.2 23.9 60.3 30.8 2.65
s-wave 22.9 26.4 65.6 28.3 2.29
p-wave 22.2 25.4 65.5 32.8 2.66
s-wave 34.3 28.2 70.3 30.0 2.31
p-wave 33.5 26.9 70.0 34.8 2.67
24 keV s-wave 9.1 23.9 60.0 29.6 2.46
p-wave 8.8 23.7 59.8 30.6 2.63
s-wave 20.2 25.1 64.5 31.4 2.49
p-wave 19.9 25.0 64.3 32.4 2.65
s-wave 29.9 26.3 68.4 33.5 2.55
p-wave 29.3 26.2 68.1 34.0 2.67
- * S N
---- i =13m d=1.0mm
E 10T S 50
B 2 TS e ok e s et ]
S £ 45 e '
> 1.02 S
=~ ~
€ i
€ W
S 1.00 =
= £
>~ C)
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0 20 40 60 80 100 0 20 40 60 80 100

Neutron energy / keV

Fig. 4. Ratio of the correction factor F. for a 1.01 and
0.52 mm thick metal gold sample. The ratio of the experimen-
tal yield is compared with the results from calculations with
MCNP/NJOY and SESH.

created by NJOY [40]. The average parameters used as
input in SESH and NJOY are discussed in sect. 4.2. The
theoretical correction factor was verified by comparing the
ratio of the experimental yield obtained with the 1.01 mm
and 0.52 mm thick sample with the ratio of the calculated
correction factors. The results in fig. 4 demonstrate the

Neutron energy / keV

Fig. 5. Average capture cross section for Au(n,~) as a func-
tion of neutron energy in the URR. The cross section obtained
in this work is compared with the one recommended in ref. [2]
and the one used for astrophysical applications [5]. The cross
section derived from the average resonance parameters in ta-
ble 5 is also shown.

good agreement between the experimental and calculated
results. They also illustrate the consistency between re-
sults obtained with MCNP and SESH as already noticed
n [11]. From the results in fig. 4 an uncertainty of less
than 0.5% on the correction factor F,. was estimated.
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Table 4. Average capture cross section (o) and total uncertainty derived from the data obtained in this work. The information
to derive the full covariance matrix based on the AGS concept (eq. (7)) is given: the diagonal elements of the uncorrelated
components, u, = /U, are in column 6, whereas columns 7-10 represent the matrix Sp={bo,k1,k2,N.}- A high precision is given
to ensure that the resulting covariance matrix can be inverted. The correction factor F. for self-shielding multiple interaction is
given in column 3.

E;/eV E/eV F. /b uz., /b AGS

Uy /b Sbo /b Sk, /b Sk, /b Sne/b
3500 4000 0.9893 2.8696 0.0354 0.0084 —0.001731 —0.012957 —0.004330 0.031566
4000 4500 1.0022 2.2833 0.0284 0.0070 —0.001352 —0.010596 —0.003448 0.025116
4500 5000 1.0113 2.0888 0.0251 0.0058 —0.000981 —0.007942 —0.002375 0.022977
5000 5500 1.0180 1.5480 0.0190 0.0047 —0.000803 —0.006683 —0.001828 0.017028
5500 6000 1.0232 2.1886 0.0259 0.0057 —0.000734 —0.006767 —0.003384 0.024075
6000 6500 1.0273 1.7350 0.0207 0.0051 —0.000649 —0.006058 —0.001689 0.019085
6500 7000 1.0306 1.7219 0.0204 0.0049 —0.000567 —0.005428 —0.001737 0.018941
7000 8000 1.0345 1.5664 0.0184 0.0036 —0.000554 —0.005162 —0.001519 0.017230
8000 9000 1.0385 1.3120 0.0156 0.0034 —0.000494 —0.004555 —0.001419 0.014432
9000 10000 1.0414 1.1502 0.0137 0.0032 —0.000437 —0.004116 —0.001166 0.012652
10000 12000 1.0446 1.1625 0.0135 0.0023 —0.000374 —0.003588 —0.001109 0.012788
12000 14000 1.0475 0.9572 0.0113 0.0022 —0.000324 —0.003234 —0.000963 0.010529
14000 16000 1.0495 0.8569 0.0102 0.0022 —0.000283 —0.002963 —0.000830 0.009426
16000 18000 1.0509 0.8215 0.0097 0.0022 —0.000250 —0.002674 —0.000756 0.009037
18000 20000 1.0519 0.7329 0.0087 0.0021 —0.000225 —0.002411 —0.000705 0.008062
20000 24000 1.0529 0.6418 0.0076 0.0015 —0.000195 —0.002145 —0.000650 0.007060
24000 28000 1.0538 0.6165 0.0072 0.0015 —0.000168 —0.001929 —0.000703 0.006781
28000 32000 1.0542 0.5842 0.0076 0.0026 —0.000242 —0.002914 —0.000896 0.006426
32000 36000 1.0544 0.5160 0.0062 0.0016 —0.000144 —0.001835 —0.000669 0.005676
36000 40000 1.0544 0.5168 0.0061 0.0015 —0.000122 —0.001581 —0.000575 0.005685
40000 44000 1.0543 0.4709 0.0056 0.0014 —0.000103 —0.001343 —0.000487 0.005180
44000 52000 1.0539 0.4403 0.0051 0.0010 —0.000089 —0.001119 —0.000440 0.004843
52000 60000 1.0533 0.4192 0.0049 0.0011 —0.000088 —0.001074 —0.000610 0.004612
60000 68000 1.0526 0.3894 0.0045 0.0009 —0.000062 —0.000739 —0.000523 0.004284
68000 76000 1.0517 0.3771 0.0043 0.0009 —0.000054 —0.000632 —0.000500 0.004148
76000 84000 1.0508 0.3429 0.0039 0.0009 —0.000054 —0.000619 —0.000335 0.003772

4 Results plications [5]. This figure demonstrates that the average

4.1 Experimental average capture in the unresolved
resonance region

The experimental average capture cross section derived
from the data obtained in this work is plotted as a func-
tion of neutron energy in fig. 5. The results are compared
with the cross section resulting from the standards evalu-
ation [2] and the one recommended for astrophysical ap-

capture cross section obtained in this work is in good
agreement with the standard evaluation. On average the
results of the standards evaluation are about 1.5% higher.
This difference is much smaller compared to the difference
with the one recommended for astrophysical applications,
which is on average about 6%. However, the data obtained
in this work show fluctuations which are not present in
the cross section recommended in refs. [1,2]. To verify the
origin of these fluctuations, additional capture measure-
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Fig. 6. Sensitivity (d5,/7+)/ (60/0) of the average capture
cross section to the average parameter 6 as a function of neu-
tron energy. The parameter 6 represents either the neutron
strength functions S¢—o,1 or y-ray transmission coefficients TEE

-
and T5 .

ments at a 30m station with the 1.01 mm thick sample
were performed. Since the experiments were carried out
with the accelerator operating at 800 Hz, an absolute nor-
malization based on the 4.9eV saturated resonance was
not possible. Hence, the results from the 30 m measure-
ments can only be used as relative data. The results in
fig. 5 confirm the fluctuations observed in the data ob-
tained at the 13m flight path and suggest that they are
due to clusters of resonances. Below 20keV the cross sec-
tion derived by Lederer et al. [10] from measurements at
the n_TOF facility shows similar structures.

The average capture cross sections between 3.5keV
and 84 keV derived from the data described in this work,
together with a full covariance information using the AGS
concept [25] are given in table 4. In this table the total un-
certainty and uncertainty due to uncorrelated components
are separately given. Applying the AGS concept described
in ref. [25] the covariance matrix Vz_ of the experimental
average capture cross section is given by

Vz, = Uy +S(m)S” (n), (7)

where U, is a diagonal matrix containing the contribution
of all uncorrelated uncertainty components and S(n) is a
matrix representing the correlated contribution of compo-
nents n = {bg, k1, ko, N}, creating a correlated contribu-
tion. Hence, the data in table 4 can be used to calculate
the full covariance and verify the impact of the uncer-
tainty due to N¢, k1 and ks. The contribution of other
effects such as the areal density of the sample, dead time
correction and background on the flux measurements can
be neglected.
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Fig. 7. Relative contribution of s-, p- and d-wave neutrons
(¢ = 0,1 and 2) to the average capture cross section &, for
197 Au(n, v) as a function of neutron energy.

Table 5. Average parameters (R, Si—o,1, Tf;, Tig) and their
covariance matrix derived from a least-squares adjustment to
the experimental average capture cross section and the average
total cross section of refs. [47-49].

0 ug Correlation matrix x1000
R'/fm  9.193 0.056 | 1000 —401 —239 141 33
So/107%  1.947 0.027 | —401 1000 512 —324 —13
S1/107°  2.836 0.077 | —239 512 1000 —398 —607
TZ25/1072 3.441 0.062| 141 —324 —398 1000 740
T?,/107% 1.622 0.062| 33 —13 —607 740 1000

4.2 Parameterization of the 1%’ Au(n,~) cross section
in the unresolved resonance region

In the URR average compound cross sections can be pa-
rameterized in terms of transmission coefficients by means
of the Hauser-Feshbach statistical reaction theory with
width - fluctuations, following various schemes for the
fluctuation correction factor [41-44]. The width fluctua-
tion correction factor approach used in this work has been
the ENDF statistical integration with a Gauss quadrature
scheme [45] which is equivalent to an accurately calcu-
lated Dresner integral and compatible with the ENDF-6
format/model. In the absence of direct reactions, the aver-
age capture cross section depends on the neutron strength
functions and the capture transmission coefficients. In
most cases the neutron strength functions can be consid-
ered as being energy independent. The energy dependence
of the transmission coefficient for the capture channel T;Y] "
can be parameterized by [46]

T (B) = T Wi (E), (8)
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Table 6. Average total and capture cross sections together with their covariance data derived from the parameters given in

table 5.

E/eV Otot /b Utot /b Correlation matrix x1000

5000 21.08 0.14 1000 958 802 666 582 36 21 31 31 6
10000 17.56 0.12 958 1000 940 852 791 23 14 20 20 5
25000 14.20 0.10 802 940 1000 980 952 4 3 3 3 2
50000 12.28 0.10 666 852 980 1000 994 -9 -5 -8 -8 -2
80000 11.19 0.09 582 791 952 994 1000 —17 —10 —14 —14 -5

oy /b uy /b

5000 2.040 0.023 36 23 4 -9 —17 1000 998 991 989 983
10000 1.186 0.013 21 14 3 -5 —10 998 1000 997 992 982
25000 0.624 0.007 31 20 3 -8 —14 991 997 1000 995 981
50000 0.430 0.005 31 20 3 -8 —14 989 992 995 1000 994
80000 0.355 0.004 6 5 2 -2 -5 983 982 981 994 1000

where T2 0= T/ "(FE = 0) is the capture transmission co-
efficient at zero neutron energy. The energy dependence
WT];(E) is determined from the T/ "(E) definition as a
sum of single-channel photon transmission coefficients.
The summation (integration) is over the transition types,
multipolarities and photon energies of the primary gamma
rays that deexcite the compound nucleus to lower-lying
states of a given density. The J dependence of 77" is usu-
ally determined from the J dependence of the level den-
sity with the common assumption that the effective radi-
ation widths only depend on the parity. Hence, indepen-
dent parameters to determine the average capture cross
section in the URR are the neutron strength functions S,
and the capture transmission coefficients Ty‘{ o that belong

T(I+1/2)+ and

to different parities (even and odd £), e.g. Ty

T§f0+1/2)7, where [ is the target spin.

The sensitivity of the average capture cross section for
197 Ay to the strength functions S¢=0,1 and to the capture

transmission coefficients Tg; and T2 is shown in fig. 6
as a function of neutron energy. This figure reveals that
the capture cross section for 197Au in the energy region
between 4 keV and 100 keV is mainly sensitive to 7. 35 The
low sensitivity to the p- and d-wave parameters follows
also from fig. 7 which gives the relative contribution of
the partial waves to the average capture cross section.
Average parameters, i.e. an orbital independent scat-
tering radius, strength functions Sy—p 1 and capture trans-

mission coefficients for s-waves T,fjg and p-waves T,% were
derived from a least squares adjustment to the experimen-
tal average cross section discussed in sect. 4.1 together
with the average total cross section of Poenitz et al. [47]
and Purtov et al. [48] and results from TOF transmission
measurements at the GELINA facility reported by Sir-
akov et al. [49]. The generalized ENDF-6 model together
with the standard boundary conditions has been used (see
Sirakov et al. [49]). The capture channel transmission co-
efficients for d-wave neutrons have been determined from
the s-wave coefficient. The strength function for d-waves
Sy was taken from ref. [50]. In the calculations the cor-

related and uncorrelated components reported by Poenitz
et al. [47] and Sirakov et al. [49] were taken into account.
In the paper of Purtov et al. [48] the different uncertainty
components are not discussed. For these data a 2% nor-
malization uncertainty was included. To avoid bias effects
due to Peelle’s Pertinent Puzzle [51], the uncertainties due
to the normalization of the capture data and the data of
refs. [47,48] were based on the parameterized cross sec-
tion [52]. The resulting parameters with the covariance
matrix are listed in table 5 and the capture cross section
calculated with these parameters is shown in fig. 5. The
calculated total and capture cross sections together with
the covariance matrix are reported in table 6.

4.3 Maxwellian average capture cross section for
BT Au(n, )

Given the importance of Maxwellian Average Cross Sec-
tions (or MACS) for astrophysical applications and for
cross section measurements based on neutron activation
combined with accelerator mass spectrometry [53], MACS
for the 197 Au(n, ) reaction at different temperatures were
studied. To verify the impact of the resonance fluctuations
in the capture cross section, MACS were calculated based
on both the cross section derived directly from the experi-
mental data (table 4) and the parameterized cross section
using the parameters in table 5. For energies outside the
range covered in table 4 (i.e. energies below 3.5keV and
above 84keV) the capture cross section of JEFF-3.2 [50]
was adopted. The capture cross section for energies above
2keV in JEFF-3.2 was taken from Carlson et al. [2]. The
results are summarized in table 7. The uncertainties on
the MACS derived from the data reported in this work
are dominated by the 1.0% uncertainty on the normaliza-
tion. In this table MACS based on JEFF-3.2 and from the
KADoNiS v03 [54] library used for astrophysical calcula-
tions are also given. The results in table 7 show that the
difference between the MACS derived from the experimen-
tal and calculated cross section is maximum 0.5%. Hence,
the impact of the resonance fluctuations between 3.5 keV
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Table 7. Maxwellian averaged capture cross sections (MACS) at different temperatures. The MACS derived from the experi-
mental data in table 4 and from the calculated cross section using the parameters in table 5 are compared with the ones derived

from the cross section in JEFF-3.2 [50] and with the ones from the KADoNiS v03 library [54].

kT /keV MACS/mb
Experimental Calculated JEFF-3.2 KADoNis v0.3
5 2124.3 2113.2 2132.8 2050
10 1257.7 1253.7 1272.3 1208
15 944.9 941.8 956.9 904
20 783.3 780.5 792.3 746
25 684.0 681.6 690.7 648
30 613.3 611.3 618.4 582
40 522.9 521.5 526.1 496
50 462.5 461.5 464.7 442

and 84 keV is very small. The maximum deviation between
the MACS derived from the cross section obtained in this
work and the one in JEFF-3.2, which includes the one of
Carlson et al. [2], is 1.5%. The MACS derived in this work
are systematically about 5% higher compared to those in
the KADoNiS v03 [54] library.

5 Conclusions

Measurements have been performed at the GELINA fa-
cility to determine the average cross section for the
197 Au(n, ) reaction in the 3.5keV to 84keV energy re-
gion. Using an internal normalization procedure, the sys-
tematic uncertainty related to the normalization and
weighting function is less than 1%. The uncertainty due
to self-shielding and multiple scattering corrections is less
than 0.5%. A full covariance matrix has been produced by
propagating both uncorrelated and correlated uncertain-
ties. Fluctuations due to resonance structure were verified
by measurements at different flight path lengths.
Average resonance parameters, i.e. an orbital indepen-
dent scattering radius R, strength functions Sy—o; and

.. . +
capture transmission coefficients for s-waves T,fo and p-
;

waves 1. 3,6, together with their covariance matrix have
been derived in a simultaneous least squares fit to the
average capture cross section obtained in this work and
experimental average total cross sections reported in the
literature.

The data reported in this work are on average 6%
higher than the cross sections adopted for astrophysical
applications. However, they are about 1.5% lower com-
pared to a recommended cross section which resulted from
a least squares analysis of experimental data that was
available in the literature prior to this work. Given the
uncertainty reached in the present experiment, the results
in this work confirm the bias in the cross sections used for
astrophysical applications.
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