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Identification of outliers in simultaneous time

series using Wavelets and Forward Search

C. Damerval

Abstract

In this paper we present an original methodology for the process-
ing of simultaneous time series. It allows to identify times at which
two time series present different patterns – these being outliers in a
certain sense. We first apply wavelet techniques to transform data into
representations focusing on singular locations. Several approaches are
proposed to obtain such representations of the data. Then we explore
these with a modern tool in robust statistics, the Forward Search,
which allows in particular to evidence outliers.
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1 Introduction

The processing of time series is a wide topic of interest for a large scientific
community (researchers, engineers, practionners). Many issues are raised
by the variety of applications (sensored data, manually-entered) and the
different settings (sampling regularity, stationarity, observed variables). Here
we are interested in the detection of anomalies in simultaneous time series,
for which several variables can be observed at each time

xjt ∈ R t ≥ 0, j = 1..J (1)

This problem is motivated by a particular application: the monitoring of
trade data, with an emphasis on the identification of abnormal behavior.
First let us precise that trade data report exchanges of products between two
countries, in terms of quantity and value at different times (for instance: tons
and euros, monthly). Such data are available from several sources, let us cite
in particular the databases Eurostat COMEXT and UN COMTRADE. Now,
let us point out that the identification of abnormal behavior in such data is
related to an important EU policy issue to which the Joint Research Centre
contributes: the fight against fraud and money-laundering. The challenges
associated to this anomaly detection lie in the quality of the reported trade
data, its heterogeneity,the proper definition of the anomalies one is looking
for, and also the possible interpretation of the detected anomalies in terms
of fraud. In this regard, let us mention concrete examples of such fraudulent
behavior. A first example is an artificially low-priced product, so as to avoid
customs tax. This results in discrepancies in a scatterplot representing V
versus Q. A second example is the systematic underpricing of a product,
which is a generalization of low-price outliers, with the difference it bears on
a greater area (one country for example). This results in A third example
is the deflection of trade: the trade of one product on a give destination
changes origin, so as to avoid country-specific rules. This corresponds to a
downward level-shift of quantity for one country and an upward level-shift of
quantity for one country (the latter occurring slightly after the former).

Let us now present different points of view for detecting anomalies in trade
data. A first approach for this task consists in considering data as records
of quantity and value (thus ignoring the temporal aspect), and then apply
robust regression techniques. The validity of this approach comes from the
proportionality between quantity and value: a value divided by a quantity
corresponds to a price, which should be stable under certain assumptions.
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A second approach consists in considering data as time series (associated to
quantity for instance), and then apply specific algorithms to detect singular-
ities (spikes, level-shifts). This approach turns out as interesting for trade
subject to a certain stability (seasonality, steady trend). In this case the
occurrence of unexpected patterns can be efficiently detected. As a novel
approach, we propose to use both aspects. We first extract features from
time series (several approaches being possible), and then explore the space
of features to identify anomalies.

2 Tools and algorithms

We present here the tools we use in our approach: Wavelets (WL) and For-
ward Search (FS). The data we consider are uniformly sampled time series

(xi)i=1..n , xi value associated to instant i (2)

2.1 Wavelet analysis (WL)

Wavelets are a powerful tool for time-frequency analysis. The wavelet frame-
work includes mathematical properties and efficient algorithms. Here we
focus on wavelet analysis to extract features from time series. In particular
we use a measure of regularity, which can characterize sharp changes such as
spikes or clear level-shifts. We will use these tools to obtain other represen-
tations of simultaneous time series. Their relevance come from the fact they
quantify how regular or irregular are time series. Later we first use wavelet
analysis to extract features from time series, and then apply the Forward
Search to evidence outliers in the space of features.
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Wavelet transform

The Continuous Wavelet Transform (CWT) of a real function f : R → R

using a wavelet function ψ : R → R is defined as

∀u ∈ R, ∀s > 0 Wf(u, s) =
1√
s

∫

R

f(t)ψ

(

t− u

s

)

dt (3)

While f is the analyzed function (the data), the wavelet ψ is an analyzing
function whose choice mainly depends on the application. The CWT defined
on R × R

∗
+ consists in a scale-space representation, which gives multi-scale

information on the analyzed function – see [7, 8] for details. When dealing
with numerical data (xi)i=1..n, algorithms based on Fast Fourier Transforms
(FFT) provide efficient computations of the CWT at any chosen scale s > 0,
see [10]. Let us denote (ci)i=1..n the computed values of the CWT (wavelet
coefficients) of the data (xi)t=i..n at locations i = 1..n and scale s = 1. We
denote wi = |ci| their absolute value.

The CWT can be used to detect singularities, thanks to its modulus
maxima (MM). These MM are defined as locations at which the response
u 7→ |W (u, s)| attains a local maximum (in time, at fixed scale s > 0):

MM(s) = {t ∈ R, |Wf(., s)| locally maximum at t} (4)

To precisely identify the singularities, we focus on the finest scale s = 1.
Concerning numerical data, let us define the set of MM as

MM = {i ∈ 1..n, (wi−1 ≤ wi > wi+1) or (wi−1 < wi ≥ wi+1)} (5)

(using the convention w0 = 0 and wn+1 = 0). Wavelet theory shows these
locations correspond to singularities such as a spike or a clear level-shift. We
note that in practice (real or simulated data), this set contains roughly n/3
elements (for a time series having n observations). This set is rarely empty:
when using an appropriate wavelet (such as the Sombrero wavelet we use)
such a case occurs only for constant time series – see annex for details. In
conclusion this set contains relevant information on time series.
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Regularity estimation

An appealing aspect of wavelet analysis lies in its ability to measure how
regular or irregular is a a time series. This is performed through numerical
estimation of the Lipschitz regularity exponent at certain instants [6, 4]. First
let us recall this exponent of regularity is the value α ∈ R appearing in the
expression

|f(t)− f(t0)| ≤ C|t− t0|α (6)

where f : R → R, t0 ∈ R and C > 0, for all t in a neighborhood of t0.
Wavelet methods allow to compute numerically this regularity, performing a
linear regression at fine scales using the formula

logW (u, s) = α log s+D (D ∈ R) (7)

In practice the estimated value of regularity allows to quantify how regu-
lar or singular a pattern is: this value indicates the sharpness of a spike.
This comes from the fact the regularity α is a robust characteristic value
[1, 5]. A positive value denotes a regular pattern (like a smooth evolution),
a value close to zero a level-shift (like a Heaviside step) and a value close
to −1 a spike (like a Dirac impulse). In practice this value of regularity is
generally comprised between -2 and 2 (large positive or negative values are
uncommon). The estimation through eq.(7) is possible at any instant. Fur-
thermore it turns as very precise and also robust to noise when computed at
modulus maxima (MM) seen in the preceding section. Since MM correspond
to singularities, the computed values of regularity are often negative. In the
following we focus on regularity estimated at MM.
Illustration. We represent on Figure 1 one time series, the Sombrero wavelet
ψ(t) = (1− t2) exp (t2/2) (used in all our experiments), the CWT associated
to this time series, and the corresponding singularities (MM) with their es-
timated regularity α.
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Figure 1: Wavelet analysis of time series: (a) Time series; (b) Som-
brero wavelet; (c) CWT u 7→ Wf(u, s) at different fixed scales (d) CWT
(u, s) 7→ W (u, s) in 3D representation; (e) Wavelet response at fine scale
u 7→ |W (u, s = 1)|; (f) Estimated regularity α.
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2.2 Forward Search (FS)

The Forward Search (FS) is an adaptive approach allowing to perform im-
portant tasks in robust statistics [2, 3, 9]. The FS allows to perform robust
regression and to evidence outliers. Besides, a measure of outlyingness can
be computed for every outlier, thus indicating its strength. Here we focus on
the univariate case, considering data

(xi, yi)i=1..N , xi, yi ∈ R (8)

and a linear model
yi = axi + εi εi : N (0, σ2) (9)

Let us recall in a general context the main steps of the Forward Search [2].

1. Initialization: choose an initial subset, ideally free of outliers. This
can be done using methods such as least median of squares (LMS) or
least trimmed squares (LTS).

2. Iteration: starting from the initial subset, increase its size by adding
progressively observations (and sometimes removing some). This is
performed by selecting those corresponding to the smallest squared
residuals.

3. Monitoring: during the search, compute the evolution curve of stan-
dardized residuals with respect to subset size. This curve should be
inside two known envelopes when the subset contains normal units,
and outside when outliers enter the subset (the envelopes depending
on the nominal test size of FS, typically 0.01).

Identifying outliers. The FS allows to divide data into two subsets: normal
units on which a classical linear regression can be fitted, and outliers. A
strong point of the FS lies in its ability to order the data, from the most
normal units until the most salient outliers. The degree of sensitivity of FS
concerning outlier detection depends on a parameter chosen by the user: the
nominal test size ts ∈ [0, 1] (typical value ts = 0.01). Let us recall this
notion: considering a large number of datasets free of outliers, the FS will
identify outliers in a fraction of them, on average equal to ts. For instance
if we choose ts = 0.01, on average 1% of these datasets will be identified
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Figure 2: Forward Search applied to univariate data: (a) Data made of
17 observations, containing one clear outlier. The FS evidences 16 normal
units and one outlier. A linear regression (b) Monitoring of the Forward
Search: evolution of the studentized residuals with respect to subset size.
The dotted curves are envelopes associated to different test sizes. When a
residual surpasses the 99% curve, the corresponding observation is detected
as an outlier.

as containing at least one outlier. Let us denote the set of outliers (in one
dataset (xi, yi)i=1..N ) as

O = {(xk, yk) identified as outliers by FS using a test size ts ∈ [0, 1]} (10)

Computing a measure of outlyingness. Note the parameter ts influ-
ences the number of detected outliers, but does not quantify their strength.
Given one outlier identified by FS, let us carry out the following operations:
first fit a linear regression using normal units; second compute the deletion
residual on this outlier (see [2] for details); third perform a statistical test
(Student’s t-test), leading to a p-value in [0, 1]. This value measures the
outlier strength, a value close to zero indicating a strong outlier.
Illustration. We represent on Figure 2 results of the Forward Search on an
univariate case. We mention the Forward Search algorithm is efficiently im-
plemented in the Matlab toolbox Forward Search and Data Analysis (FSDA).
This toolbox provides many function in robust statistics, along with dynamic
visualization tools. It is available at the url http://fsda.jrc.ec.europa.eu.
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3 Extracting features from simultaneous time

series

Here we present several approaches that represent the data in a space made
of features extracted from time series – these features will be further analyzed
with the Forward Search. These approaches can be applied to simultaneous
time series: when data consists of entities associated to at least two time
series. Here we focus on the case of two simultaneous time series. This is
especially relevant for the analysis of EU trade data, for which we observe
the evolution over time of quantity Qk

t ≥ 0 and value V k
t ≥ 0 (k=1..N, N:

number of POD, and t=1..n, n: number of observations per POD) given for
a great number of entities called POD (see section 1)

(Qk
t , V

k
t )k=1..N , Qk

t ∈ R, V k
t ∈ R (11)

These approaches rely on wavelet analysis and regularity estimation, focusing
on the significant singularities of the time series. Let us define the set of
singularities as

S =

{

i ∈ MM and wi > 3
MAD

0.6745

}

(12)

where MM are the modulus maxima as seen in eq.(5) and MAD is the median
absolute value of (wi)i=1..N . This means we focus on the singularities that
surpass the noise level. The main idea lies in identifying all time instants at
which there is a significant singularity in either Qk

. or V k
. , and then compute

the same quantity on both time series. Let us explore now different possi-
bilities for extracting features of one entity (one POD in the case of trade
data). In this regard, let us consider the wavelet coefficients and values of
regularity computed at each time instant

wi(Q), wi(V ) ∈ R (i = 1..n) (13)

αi(Q), αi(V ) ∈ R (i = 1..n) (14)

and the set of singularities

SQ, SV ⊂ {1..n} (15)

associated to time series representing Q and V respectively.
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3.1 Approach using wavelet coefficients

A first approach consists in using wavelet coefficients, so that for each entity
(POD) we extract

(wi(Q), wi(V )) i ∈ SQ ∪ SV (16)

In this representation, singularities of equal (or similar) strengths and same
direction (upward or downward) will lead to equal (or similar) wavelet co-
efficients. On the contrary, an upward spike in Q and a downward spike in
V will result in positive and negative wavelet coefficients. Note also that for
one spike in Q and one level shift in V (in the same direction) the features
extracted wi(Q) and wi(V ) will be similar. In the case of a significant sin-
gularity in V and a regular pattern in Q (at the same time instant), this
leads to a high value of |wi(Q)| and a low value of |wi(V )|. In summary this
approach focuses on the strength of singularities present in Q and V.

3.2 Approach using normalized wavelet coefficients

A variant of the preceding approach consists in normalizing wavelet coeffi-
cients, defining features of one entity (POD) as

(

wi(Q)
∑

i |wi(Q)|
,

wi(V )
∑

i |wi(V )|

)

i ∈ SQ ∪ SV (17)

Naturally these features bear similar properties compared to the preceding
ones: it focuses on singularities present in the time series representing Q and
V. A consequence of this normalization

Another consequence of this is that if Q and V present the same patterns
but at different scales, these features are equal. On the contrary, if Q presents
one strong singularity while V present only weak ones, then we will obtain
a high value for | wi(Q)∑

i
|wi(Q)|

and a low value for wi(V )∑
i
|wi(V )|

. As opposed to the

previously defined features, all entities (POD) are treated equally: should
the time series associated to Q and V be multiplied by a constant factor,
these features will remain the same. In summary this approach focuses on
the relative strength of singular patterns compared to the other singularities
present in the same time series (either Q and V).
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3.3 Approach using regularity at singular locations

Here we use the regularity α seen in section 2.1. While wavelet coefficients
quantify the strength of singularities, the regularity α quantifies their sharp-
ness. We define the following features

(αi(Q), αi(V )) i ∈ SQ ∪ SV (18)

This representation focuses on the regularity computed only at singular lo-
cations. We mention that the regularity estimation is more precise at these
singular locations (compared to regular locations).

3.4 Approach using one feature per time series

Here we define a novel feature based on wavelets, allowing to summarize
one time series into a real number. Having identified the set of wavelet
modulus maxima MM, we compute values of regularity (αi)i∈MM and wavelet
coefficients (wi)i∈MM . Let us define the feature Mα ∈ R as

Mα =
1

∑

i∈S

|wi|
∑

i∈S

|wi|(1− αi) (19)

when the set MM is non-empty and Mα = 0 otherwise. The relevance of
this feature lies in the fact that it measures the irregularities within a time
series, weighed by their relative strength: typically Mα > 1 for a time series
with clear singularities, Mα < 1 for a time series with smooth variations.
Considering data as in eq.(11), let us denote Mα(X, k) and Mα(Y, k) the
features corresponding to the time series (Qk

t ) and (V k
t ) respectively (k ∈

1..N) – computed using eq.(19). This allows to transform the data in eq.(11)
into new data made of wavelet features

(Mα(Q),Mα(V )) (20)

Important note. In the context of EU trade data, if quantity and value
over time vary in a similar way, then the associated features will be similar.
However, a discrepancy between the two time series can be considered as a
signal of abnormal behavior. This motivates the use of regression techniques
and outlier detection methods such as the Forward Search.

11
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Figure 3: Illustration on real data. (a) Time series representing quantity
Q (left) and value V (right) for two real POD (top/bottom); scatterplots
representing: (b) V vs Q; (c) wavelet coefficients of Q vs those of V; (d)
normalized wavelet coefficients of Q vs those of V; (e) composite measure of
Q vs the one of V; (f) values of regularity α corresponding to t 7→ Qt vs those
corresponding to t 7→ Vt, computed at locations associated to a singularity
either of t 7→ Qt or of t 7→ Vt.
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Figure 4: Illustration on simulated data. (a) Time series representing quan-
tity Q (left) and value V (right) for two simulated POD (top/bottom); scat-
terplots representing: (b) V vs Q; (c) wavelet coefficients of Q vs those of V;
(d) normalized wavelet coefficients of Q vs those of V; (e) composite measure
of Q vs the one of V; (f) values of regularity α corresponding to t 7→ Qt

vs those corresponding to t 7→ Vt, computed at locations associated to a
singularity either of t 7→ Qt or of t 7→ Vt.
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4 Identifying outliers with Forward Search

The Forward Search (FS) proved its efficiency to identify outliers in complex
data, especially when there are different groups of outliers. Let us present
how we apply the FS to the features extracted with wavelets.

1. Extract features (ai, bi)i=1..N with wavelets from two time series (xi, yi)i=1..n

2. Perform FS on the set F = (ai, bi)i=1..N using a nominal test size ts
(ts ∈ [0, 1], typically ts = 0.01). This evidences two distinct subsets:
one of normal units, denoted N ; another made of outliers, denoted O.

F = N ∪O N ∩O = ∅ (21)

3. Concerning the set of normal units N , perform a linear regression (or-
dinary least squares). This allows to assess the homogeneity of the
whole dataset.

4. Concerning the set of outliers O, compute for each detected outlier the
normalized residual and corresponding p-value of a t-test. This allows
to quantify the outlyingness of each outlier.















Outlier : (xk, yk) (k ∈ 1..N)

Fitted value : (xfitk , yfitk )

Residual : rk = xk − xfitk

p-value : pk ∈ [0, 1]

(22)

Note 1: an alternative approach consists in applying the FS directly on
the data seen in eq.(11), considering them as univariate data observations
of size n × N (n: number of observations per time series, N : number of
entities associated with two time series). Although this allows to correctly
detect outliers in scatterplot representations, it does not take into account
the temporal aspect – whereas our approach does. We mention another
advantage of our approach concerning the processing of massive datasets:
while the FS can be computationally expensive, the WL computations are
extremely fast in practice. As a consequence, the computational time of our
approach is clearly reduced compared to the alternative one.
Note 2: this approach presented for two simultaneous time series can be
generalized to the case of several simultaneous time series (using FS in the
multivariate case).
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5 Conclusion

In this paper we presented an overview concerning the extraction of features
from time series. We presented several approaches based on wavelet analysis.
These provide an alternative representation of data consisting in simultane-
ous time series. Considering the case of two simultaneous time series, we
presented the obtained features from simulated and real data. In this case,
these are univariate data, which can be further processed by regression tech-
niques. Finally we described a methodology based on the Forward Search,
allowing to evidence outliers in simultaneaous time series. Future works will
allow to better understand how robust regression techniques can highlight
specific outliers in simultanenous time series.
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representations of the data. Then we explore these with a modern tool in robust statistics, the Forward Search, which allows in 

particular to evidence outliers. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

As the Commission’s in-house science service, the Joint Research Centre’s mission is to provide EU 
policies with independent, evidence-based scientific and technical support throughout the whole policy 
cycle. 
 
Working in close cooperation with policy Directorates-General, the JRC addresses key societal 
challenges while stimulating innovation through developing new standards, methods and tools, and 
sharing and transferring its know-how to the Member States and international community. 
 
Key policy areas include: environment and climate change; energy and transport; agriculture and food 
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