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Introduction

Introduction We live today in the Information Society. Every second, millions
of information are stored in some “Information Repository” located everywhere
in the world. Every second, millions of information are retrieved, shared and
analyzed by someone. On the basis of the information stored in a database,
people develops economical strategies, makes decision having an important ef-
fect on the life of other people. Moreover, this information is used in critical
applications, in order to manage and to maintain for example nuclear plants,
defense sites, energy and water grids and so on. In few words, “Information is
a precious asset for the life of our society”. In such a scenario, the information
protection assumes a relevant role.

A relevant amount of information stored in a database is related to personal
data or, more in general, to information accessible only by a restricted number
of users (we call this information “Sensitive Information”). The concept of
Information Privacy is then relevant in this context.
In the scientific literature several definitions exist for privacy (we describe in
depth this concept in the following chapters). At this moment, in order to
introduce the context, we briefly define the privacy as a:

“Limited access to a person and to all the features related to the person”.

In the database context, the information privacy is usually guaranteed by
the use of access control techniques. This approach guarantees an high level of
privacy protection against attacks having as final goal the direct access to the
information stored in a database.

Access control methods, however, result nowadays prone to a more sophis-
ticated family of privacy attacks based on the use of data mining techniques.

Data Mining techniques has been defined as “The nontrivial extraction of
implicit, previously unknown, and potentially useful information from data”
[41]. In other words, by using DM techniques, it is possible to extract new and
implicit information from known information.

As a general principle, the data mining technology is neutral with regard to
privacy. However the goal for which it is used can be either good or malicious.
Roughly speaking, even if data mining has expanded scientific (and not only)
investigation possibilities by automating data reduction procedures to enable
scientists to effectively exploit immense datasets, on the other hand the mali-
cious use of such techniques is a serious threat against the privacy protection.

5
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In a typical database, a large number of relationships (both explicit and
implicit) exist between the different information. These relationships constitute
a potential privacy breach. In fact, by applying some access control methods,
one can avoid the direct access to sensitive information. However, a sensitive
information, by the presence of these relationships, influences in some way other
information. It is then possible, by applying DM techniques to the accessible
information, to reconstruct indirectly the sensitive information, violating in such
a way the privacy property.
These considerations have an important consequence:

Even if I protect a sensitive information using a control access method, I
cannot guarantee that a malicious agent, by the use of some Data Mining

technique will be able to guess the same information for which he has not the
right to have access, analyzing apparently not related and accessible

information.

Recently, a new class of data mining methods, known as privacy preserving
data mining (PPDM) algorithms, has been developed by the research commu-
nity working on security and knowledge discovery. The aim of these algorithms
is the extraction of relevant knowledge from large amount of data, while pro-
tecting at the same time sensitive information. Several data mining techniques,
incorporating privacy protection mechanisms, have been developed that allow
one to hide sensitive itemsets or patterns, before the data mining process is ex-
ecuted. For example privacy preserving classification methods, prevent a miner
from building a classifier which is able to predict sensitive data.

All the PPDM techniques actually presented in literature prevent data dis-
closure by modifying some characteristics of the database. A database can be
identified as a model of the real world. Every time one modifies the data con-
tained in a database, the world described by the database is modified. If this
modification downgrades the quality of the model, its effects can be potentially
dangerous. We describe in the next chapters some tests we have performed.
These tests show that the impact of PPDM algorithms on the database data
quality are relevant. For this reason, we believe that it is mandatory, especially
for the databases containing critical data, to take in consideration this aspect.

In other words, the question can be the following: “Which is the trade-off
between privacy e data quality?” or, more specifically, “Is it possible to hide
sensitive information without damaging the other information contained in the
database?”.

The presented problem is an open question. In this report, we explore the
aspects related to the database sanitization (i.e. the process by which data
is modified in order to hide sensitive information), using as main criteria the
Quality of the Data. In order to achieve this goal, it is necessary to understand
what is data quality. DQ is a very complex concept, incorporating both objective
and subjective parameters. In the context of PPDM, this implies that, in order
to preserve the DQ, a sanitization algorithm needs to understand the meaning
of the information, or, more simply, it needs to know what is relevant, and then
which information must be preserved, in the particular context of the target
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database. More specifically, in order to preserve the data quality during the
sanitization phase, we introduce a schema allowing to represent relevance and
meaning of the information contained in a target database and the relationships
between these data. Moreover, we present a new data hiding approach based
on the use of this type of information.

As explained before, the privacy problem is today very relevant. The PPDM
techniques represent actually the “State of the Art” against the privacy attacks
in the database context. Due to their particular nature, however, every PPDM
technique gives good results only under certain constraints. Such constraints
are mainly related to the database structure, the type of data, the type of infor-
mation mined and so on. For this reason, different PPDM techniques guarantee
a different level of “Privacy Service” on the same database. Therefore, in a
context in which the people responsible for the sensitive information contained
in a database must, by low 1, guarantee the highest level of security against the
risk of privacy breaches, it is important to have a methodology allowing one to
identify the most suitable PPDM algorithm for a target database.

In the scientific literature, a common and generally accepted set of evaluation
parameters does not exist. There are in fact some open questions:

• Which set of evaluation criteria must be considered?

• Which one must be considered the most relevant in a set of evaluation
criteria?

• How can we compare algorithms based on completely different approaches?

In this work we present our results in the identification of a set of general
evaluation parameters for privacy preserving data mining algorithms. Moreover,
in this context we introduce some new concepts like the Privacy Level. We
present the Information Schema, allowing to represent the meaning and the
relevance of the information contained in a database and we show how to use
this schema in assessing the sanitization impact on the database data quality.
Finally we present a complete three-step PPDM Evaluation Framework.

1Several national government recently have introduced new laws in order guarantee the

citizen’s right of privacy
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Chapter 1

Data Mining

Data Mining can be assumed as a particular type of Knowledge discovery
process. It can be defined as the analysis of observational data sets to find
unsuspected relationships and to summarize the data in novel ways, under-
standable and useful to the owner.

Historically, data mining can be viewed as a result of the natural evolution
of information technology. In fact, an evolutionary path has been witnessed in
the database industry in the development of the following functionalities:

• Data collection and database creation.

• Data management.

• Data analysis and understanding.

Figure 1.1 shows such an evolution. As it is possible to see, starting from
the initial principle of data collection, the evolution of database systems is com-
pletely oriented to enforce the data manipulation and representation capabili-
ties. The last frontier in this type of evolution is represented by the possibility
to extract from simple data, knowledge not immediately evident.

1.1 A definition of Knowledge

The concept of information, or better, the concept of‘knowledge, is the basis of
the work presented in this work. It is thus necessary to define this important
concept. Several definitions of Knowledge have been proposed. However, in
order to introduce at least such a definition, it is necessary to introduce before
the bricks by which knowledge is built:

• Data: it is a set of discrete, objective facts about events. In an organi-
zational context, data is most usefully described as structured records of
transactions. When a customer at the supermarket buys fish and onions,

9
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Data Collection
(1960 and earlier)

- primitive file processing

Database Management Systems
(1970 -1980)
• Hierarchical DB
• Relational DB
• Data Modeling tools
• Indexing and data Organization Tech.
• Query languages
• Transaction Management
• On - line transaction processingAdvanced Database Systems

(mid - 1980 -present)
• Advanced data models (object, deductive..)
• Application Oriented (spatial, temporal, 

multimedia, knowledge based) Web Based DB Sys.
(1990s -present)
• XML - based DB systems
• Web miningData Warehousing and Data Mining

(late 1980s -present)
• Data warehouse and OLAP Tech.
• Data Mining and Knowledge discovery

New Generation of Integrated Information Systems
(2000 -….)

Figure 1.1: The evolution of database technology

this transaction can be partly described by data: when he made the pur-
chase, how many onions he bought, etc. The data tells nothing about why
the customer bought onion with fish or way the customer paid using a
credit card or a debit card. P. Drucker [29] said that information is ”data
endowed with relevance and purpose,” which of course suggests that data
by itself has little relevance or purpose.

• Information: in the scientific literature, some people equates information
with meaning [65]. Hearing a statement is not enough to make an event
an informative act; its meaning must be perceived to make the statement
informative. Arguing against this approach, Bar Hillel points out that “it
is psychologically almost impossible not to make the shift from the one
sense of information, ... i.e. information = signal sequence, to the other
sense, information = what is expressed by the signal sequences” [9]. In
another approach, information is often understood in terms of knowledge
that is transmitted to a sentient being. For example, information may be
understood as “that which occurs within the mind upon the absorption of
a message” [75]. Another useful analogy is with the structure of systems
that is viewed by some as being equivalent to information. Thus, “in-
formation is what remains after one abstracts from the material aspects
of physical reality” [80]. However, a good general definition of informa-
tion is given by Losee in [61]: information is produced by all processes
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(in every context)and the values associated to the processes output is the
information.

• Knowledge: the difference between knowledge and information, may be
extremely thin. Epistemologists spend their lives trying to understand
what it means to know something; obviously, it is not the scope of this
chapter to cover such question. In any case, we can think of knowledge
as a set of information explicitly and implicitly correlated. Knowledge
is a fluid mix of framed experience, values, contextual information, and
expert insight that provides a framework for evaluating and incorporating
new experiences and information. From a formal point of view, Frawley,
Shapiro and Matheus in [41] give an interesting definition of Knowledge:

Definition 1 Let F a set of facts, L a language, and C a measure of cer-
tainty, a pattern is a statement S ∈ L that describes relationships among a
subset FS of F with a certainty c, such that S is simpler (in some sense)
than the enumeration of all facts in FS. A pattern that is interesting and
certain enough is called knowledge.

Referring to Definition 1, it is now possible to provide a definition of the notion
of knowledge discovery process.

Definition 2 A process that monitors the set of facts described in a database
and produces patterns according to Definition 1 is a Knowledge discovery

process.

As we will see in the next section, the data mining process, takes a set of data
contained in a database and deduces a set of patterns similar to the patterns
described in the Definition 1. Therefore, we can deduce that the data mining
process is a particular type of knowledge discovery process.

1.2 Data Mining Concepts

From a logical point of view the Data Mining process generally provides four
main logical functionalities:

• Data Characterization: Summarization of the general characteristics
or features of a target class of data.

• Data Discrimination: Comparison of the general features of target class
of data with respect to the general features of a contrasting class.

• Association Analysis: Identification of association rules showing certain
attribute value condition.

• Classification: Identification of a set of data models that describe and
distinguish data classes and concepts.
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These functionalities even correspond to the type of patterns that can be mined
from a database. It is not fully correct to speak of Data Mining as a homoge-
neous field of research. Data Mining can be assumed to be a combination of
techniques and theories from other research fields (Machine Learning, Statistic,
database systems). For this reason, different classification schemes can be used
to categorize data mining methods. As explained in [17], it is possible to classify
Data Mining techniques by adopting different metrics:

• What kinds of target databases: relational databases, transaction
databases, object-oriented databases, deductive databases, spatial data-
bases, temporal databases, multimedia databases, heterogeneous data-
bases, active databases, legacy databases.

• What kind of knowledge to be mined: as we have mentioned, dif-
ferent kinds of knowledge (or patterns) exist that it is possible to extract
from a database: association rules, classification rules, clusters.

• What kind of techniques to be utilized: Data mining algorithms
can also be categorized according to the driven method into autonomous
knowledge miner, data-driven miner, query-driven miner and interactive
data miner.

In this brief overview of data mining techniques we will follow the “Kind of
Knowledge” classification.

1.3 Association Rule Mining

The main goal of Association Rule Mining is to discover frequent patterns, as-
sociations, correlations, or causal structures among sets of items or objects in
transaction databases, relational databases, and other information repositories.
An association rule is an expression X → Y , where X and Y are sets of items.
The idea of mining association rules originates from the analysis of market-
basket data where rules like “A customer that buys products x1 and x2 will also
buys product y with probability c%” can be found. More formally:

Definition 3 Let J = {i1, i2, i3, in} be a set of items. Let D a set of data-
base transactions where each transaction T is a set of items such that T ⊆ J .
Let A be a set of items. A transaction T contains an itemset A if and only
if A ⊂ T . An association rule is an implication of the form A → B where
A ⊂ J , B ⊂ J and A ∩B = φ.

Definition 4 The rule A → B holds in the transaction set D with a sup-

port s where s is the percentage of transactions in D that contains A ∪B.

Definition 5 The rule A → B has a confidence c in the transaction set D if
c is the percentage of transaction in D containing A that also contain B
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From a mathematical point of view, the support and the confidence can be
assumed equal to:

Supp(A → B) =
|A ∪B|

|D|
(1.1)

Conf(A → B) =
supp(A ∪B)

supp(A)
(1.2)

TID Items
T100 I1, I2, I5, I9

T101 I4, I6

T102 I3, I4, I8

T103 I1

T104 I1, I3, I9

Table 1.1: Example of Transactional Database

Roughly speaking, confidence denotes the strength of implication and sup-
port indicates the frequencies of the occurring patterns in the rule. Usually,
especially in sparse database, it is possible to extract a wide number of rules.
Intuitively not all these rules can be identified as “Of Interest”. Piaterstky-
Shapiro [74] and Agrawal [3] therefore introduced the concept of strong rule,
that is, a rule with a reasonable (under such criteria) level of support and con-
fidence. Traditionally, the association rule mining task consists in identifying a
set of strong association rules. Srikant and Agrawal in [93], explore and expand
the idea of interesting rule. More in deep, Agrawal et al. [3] and Park et al. [72]
decompose the challenge of Association Mining into two main steps:

1. Identify the large itemsets, that is the sets of itemsets with transaction
support above a apriori determined minimum support s

2. Use the large itemsets to magnify the association rules contained in the
database

As it is evident, the more time consuming task is the first one. In fact, a linearly
growing number of items implies an exponential growing number of itemsets that
need to be considered. Figure 1.2 shows an example in which we have I=1,2,3,4
where I is the set of items.

The frequent itemsets are located on the top of the figure whereas the infre-
quent ones are located in the lower part. The bold line separates the frequent
itemsets (that will constitute the strong rules) from the not frequent itemsets.
Usually, algorithms that execute the previously described step one, try to iden-
tify this border line in order to reduce the space of possible itemsets. The two
main exploration strategies used to identify this border (breadth-first search
(BFS) or depth-first search (DFS)) are used to classify the Association rule
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()

(1) (4)(3)(2)

(1,2) (3,4)(2,4)(2,3)(1,4)(1,3)

(1,2,3) (2,3,4)(1,3,4)(1,2,4)

(1,2,3,4)

Figure 1.2: A Lattice for I=1,2,3,4

Mining Algorithms with respect to the strategy used for the support evalua-
tion. In detail, there are two main strategies: a common and simple approach
to determine the support value of an itemset is to directly count its occur-
rences in the database. Another approach is to determine the support values
of candidates by set intersections. In this case, assuming that each transaction
is uniquely identified by a code TID (Transaction Identifier), it is possible to
associate, to each item, the list of the TID (TIDlist) of the transactions con-
taining the item. Assuming to have an itemset I = (a, b), the support is equal
to

Sup =
|TIDlist(a) ∩ TIDlist(b)|

|database|
(1.3)

Figure 1.3 shows a simple classification of the algorithms for association rule
mining. In what follows we give a brief description of these methodologies.

• BFS/Counting: The Apriori [5] algorithm is a good representative of
this category of algorithms. Apriori counts all candidates of a cardinality
k together in one scan over the database. The most important operation
is looking up for the candidates in every transactions. In order to perform
this task, in [5] Agrawal Srikant introduced an hashtree structure. The
items in each transaction are used to descend in the hashtree. Every time
a leaf is found, a set of candidates if found. Then these candidates are
searched in the transaction that has been encoded as a bitmap before. In
the case of success, the counter of the candidate in the tree is incremented.
DIC (Dynamic Itemset Counting) [14] is a variation of Apriori Algorithm
that softens the strict separation between counting and generating candi-
dates, trying to optimize such operations.

• BFS/Intersecting: The Partition Algorithm [85] is a derivation of the
Apriori algorithm that uses set intersections to determine support values.
The Partition Algorithm divides the database into several mini-database
that are independently analyzed. After determining the frequent itemsets
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Figure 1.3: An association rule algorithm classification

for each mini-databases, a global scan is made to identify the globally
frequent itemsets.

• DFS/Counting: Under DFS the candidate sets consist only of the item-
sets of a single node as the ones described in the lattice in Figure 1.2.
That implies that a scan on the database will be executed for each node.
This is obviously a very time consuming operation. In order to solve this
problem, the FP-growth algorithm was proposed in [47]. In a pre-analysis
phase, the FP-growth algorithm builds highly condensed representation of
the transaction data called FP-tree. This new tree is then used to count
the support of the interesting itemset.

• DFS/Intersecting: such an approach, combines the DFS with the inter-
secting methodology. Eclat [108] keeps the Tidlists (described before) on
the path from the root down to the class currently investigated in memory.
The partition algorithm is then applied to these Tidlists.

1.4 Clustering Techniques

The main goal of a clustering operator, as showed in Figure 1.4, is to find a
reasonable segmentation of the records (data) according to some criteria [46].
Each segment (cluster), consists of objects that are similar among themselves
and dissimilar from objects of other groups. From a machine learning per-
spective clusters correspond to hidden patterns, the search for clusters can be
assumed as a unsupervised learning and the resulting system represents a data
concept.
It is possible to give here a very short categorization of clustering algorithms:
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Figure 1.4: An example of cluster grouping

• Hierarchical Methods:Hierarchical clustering builds a cluster hierarchy
or, in other words, a tree of clusters, also known as a dendrogram. In par-
ticular such an algorithm initializes a cluster system as a set of singleton
clusters (agglomerative case) or a single cluster of all points (divisive case)
and proceeds iteratively with merging or splitting of the most appropri-
ate cluster(s). Some interesting algorithms based on such approach are
the SLINK algorithm [90], the CLINK algorithm [22] and the AGlomera-
tive NESting (AGNES) algorithm [55]. These algorithms can be identified
as Linkage metrics-based hierarchical clustering methods. More recently,
Guha et al. [44] introduced the hierarchical agglomerative clustering al-
gorithm CURE (Clustering Using REpresentatives). This algorithm can
be identified as a good example of the “Hierarchical Clusters of Arbitrary
Shapes” clustering subclass. In such a context, the CHAMELEON algo-
rithm [54] introduce the use of dynamic modeling in cluster aggregation

• Partitioning Relocation Methods: they divide data into several sub-
sets. Because checking all possible subsets is computationally infeasible,
some greedy heuristics are used in order to obtain an iterative optimiza-
tion. This introduce the concept of Relocation Schema, that reassigns the
points in the different clusters during this process. Some of these methods
can be classified as probabilistic models [63]. In such a context, the SNOB
algorithm [101] and the AUTOCLASS algorithm [16] have a significant po-
sition in the scientific literature. The algorithms PAM and CLARA [55]
are two examples of the subclass of k-medoids methods in which a cluster
is represented by one of its points. Finally, the most well known algorithm
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in this class is the k-means algorithm [49]. Such an algorithm represent
each of k clusters by the mean (or weighted average) c of its points, the
so-called centroid.

• Density-based Partitioning: such a class of algorithms represents the
implementation of the idea that an open set in a Euclidean space can be
divided into a set of its connected components. The discriminant is then
the density; in this way, a cluster grows in any direction allowing to have
clusters with not well defined or pre-fixed shape. The algorithm DBSCAN
(Density Based Spatial Clustering of Applications with Noise) [35] and
the DENCLUE (DENsity-based CLUstEring) algorithm [50] represent the
reference point in this context.

• Methods Based on Co-Occurrence of Categorical Data: these
methods are developed in order to identify clusters in the context of cate-
gorical database. We recall here that a categorical database is one in which
the values of the items can assume a limited range of fixed values. A typi-
cal example is the Market Basket database, in which each record contains
sequences of 0 and 1 representing what the customer has in his basket.
In this context cluster must be created searching for the co-occurrence
between the different records. The Rock algorithm [45] and more recently
the SNN (Shared Nearest Neighbors) algorithm [34] are representative of
this class of methods

1.5 Classification Techniques

Data classification is the process which finds the common properties among a set
of objects in a database and classifies them into different classes, according to
a classification model. As showed in Figure 1.5, the basic idea of Classification
Techniques is to use some limited set of records, named Sample or Training set,
in which every object has the same number of items of the real database, and in
which every object has already associated a label identifying its classification.
The objective of the classification methodologies can be summarized as follow:

• Sample set analysis: the sample set is analyzed in order to produce a
description or a model for each class using the features available in the
data.

• Accuracy Evaluation: the accuracy of the model is evaluated. Only
if the accuracy is over a certain threshold, the model will be used in the
following step.

• Test data Analysis: using the model previously obtained a classification
of new test data is executed. Moreover the model can be used to improve
an already existing data description
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Figure 1.5: An example of classification

The possible approaches to classification, are, traditionally divided into four
main classes: Decision Tree Induction, Bayesian Classification, Backpropaga-
tion and Classification based on Association Rule Mining. In what follows, we
give a brief description of these techniques.

• Decision Three Induction: It is a supervised learning method that
constructs decision trees from a set of examples [76]. ID-3 [76] is a good
example of Decision Three Induction based method for categorical data.
It adopts an information-theoretic approach aimed at minimizing the ex-
pected number of tests to classify an object. C4.5 [77] is an evolution of
ID-3 that allows classification even on numerical data. Another example
of such type of algorithms is PUBLIC [78]. From the evaluation point of
view, several approaches exist. For example, ID-3 adopts the following
function:

i =
∑

(piln(pi)) (1.4)

where pi represents the probability that an object is in class i. Another
example is the gini index [13] measured as:

Gini(T ) =
∑

1− p2

i (1.5)

where pi is the relative frequency of class i in T . In Decision tree method-
ologies the pruning strategy is fundamental in order to eliminate anomalies
due to noise or outliers. Some examples of decision tree pruning algorithms
are in Mehta, Agrawal and Rissanen [64] and Rastogi and Shim [79].

• Bayesian Classification: Bayesian decision theory is the basis of these
classification methods. Consider the following simple example: Let CP
be a group classification problem, in which each object has an associated
attribute vector x of dimensions z. We say that if the object is member of
a group, a membership variable w, takes as value wj . If we define P (wj)
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as the prior probability of group j and f(x|wj) the probability density
function, according to the Bayes rule :

P (wj |x) =
f(x|wj)P (wj)

f(x)
(1.6)

If the size of the group is K, the density function is then equal to:

j=1∑

j=K

f(x|wj)P (wj) (1.7)

From this equation it is possible to derive the classification error proba-
bility if we choose wj , that is equal to:

P (error|X) = 1− P (wj |X) (1.8)

Such a definition is on the basis of the Bayes classification methods [30].
However, the world of bayesian classificators is extremely diversified and it
is not possible to present here all the algorithms developed nor a complete
survey on the state of the art (we recall here that this report work has
as target PPDM algorithms and not Data Mining algorithms). In any
case, for the sake of completeness we report here the most interesting
approaches. Domingos and Pazzani [28] have presented an interesting
study on the power of naive baysian classifier. Algorithms using belief
networks are presented by Russel, Binder, Koller and Kanazawa [82]. Also
the approach of Lauritzen [57]is very interesting. Such an approach is
based on the use of learning belief network with hidden variables

• Backpropagation: the backpropagation is a neural network algorithm.
It performs learning on a multilayer feed-forward network layer. The
inputs of this network are the attributes measured for a training set.
Roughly speaking the backpropagation technique works as follow:

1. It Initializes the network weights.

2. It takes as input the sample set.

3. It makes a prediction.

4. It compares prediction with the actual class.

5. It modify iteratively the weight in order to obtain a better prediction.

The backpropagation algorithm was presented originally by Rumelhart
et al. [83]. Starting from this algorithm some variations has been pro-
posed, introducing for example alternative error functions [48], dynamic
adjustment of the network topology [38].
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Chapter 2

Privacy Preserving Data

Mining

The rapid evolution of Data Mining has given a lot of benefits in data analysis
and Knowledge discovery. Such technology has been applied to a wide range of
fields from financial data analysis [26] to intrusion detection systems [58,107] and
so on. However, as every technology, it is not good or malicious by definition.
That is obviously even for Data Mining. Consider a database that has to be
shared among several users. Some data contained in the database are protected
using access control methods in order to guarantee that only authorized people
are allowed to have access to these sensible information. The use of data mining
techniques by people with a limited access to the database can easily circumvent
the access control system. This type of “attack” cannot easily be detected,
because, usually, the data used to guess the protected information, is freely
accessible. To address this problem is the main goal of a relatively new field of
research named Privacy Preserving Data Mining

2.1 The problem of “Preserving Privacy”

As described in [60], to define correctly the privacy preserving problem, it is
necessary first define a data representation. One of the most popular data
representation is by data tables [73]. Adopting such a representation, it is easy
to think about a relational database as a collection of data tables linked by some
“relations”. Starting from the data representation suggested by Pawlak [73], a
data table can be defined as follow:
Definition 6 Data Table
A data table is a pair T = (U,A) such that

• U is a nonempty finite set, called the universe

• A is a nonempty finite set of primitive attributes

21
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• Every primitive attribute a ∈ A is a total function a : U → Va, where Va

is the set of values of a, called the domain of a.

The attributes associated with a data table can be generally divided into
three sets [51]:

• Key Attributes: They are used to identify a data record. They directly
identify individuals (directly associated to elements in the universe U), so
we can assume that in a big number of situations they are always masked
off in response to queries.

• Public attributes: Their values are normally accessible to the authorized
people. These attributes, if not appropriately generalized or protected,
may be used to break the privacy of an individual record.

• Confidential attributes: The values that are considered sensible and
that we want to absolutely protect.

Wang et. all, in [51], in order to well identify the privacy problem, suggest to
reorganize a data table as a data matrix mapping the universe U to the rows
of the matrix taking into account the previously given attributes classification.
More specifically, a data matrix T is a n × m matrix [tij ]n×m such that for
each 1 ≤ j ≤ m, tij ∈ Vj , where Vj is the domain of attribute j. We can
assume now that the attributes are ordered in the matrix T in such a way the
attributes at positions 1..m1 are public attributes and the attributes at posi-
tions m1 + 1..m2 are the confidential ones. In such a way, we can identify two
sub-matrix pub(T) and conf(T) containing the two different type of attributes.
Ideally, as introduced in [51], database manager or people with full access rights
are in possession of a triple (U,T,J) where U is the universe of individuals, T
is the data matrix and J is a function J : U → t1...tn that assigns to each
individual a data record. On the other hand, a user who accesses the data-
base, also has another triple (U,pub(T),J ′), where J ′ is a function defined as
J ′ : U → pub(t1), pub(t2)..., pub(tn). Given this formal definition, it is possible
now to characterize the Privacy Preserving Problem as follow:

How can T be modified in such a way the user would not know any

individual’s confidential attribute values and the modified matrix is

kept as informative as possible?

Mapping this problem on the specific case of Data Mining, it can be rewritten
as follows:

How can T be modified in such a way the use of data mining

techniques do not give as result any individual’s confidential

attribute or confidential “information”, while preserving at the

same time the utility of such data for authorized uses?

The previous characterization introduces some interesting and open issues that
represent the core of PPDM research field:
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Figure 2.1: A taxonomy of the developed PPDM algorithms

• Which are the appropriate modification techniques to adopt in order to
protect data?

• What is the meaning of “Data Utility”?

• How to evaluate the quality of such methods?

Some of these questions will be the topic of this report. In the next part of this
section we introduce some answers to the first sentence by giving a brief overview
of the different methods actually used to protect data by malicious data mining.
In the next chapters we give, by the definition of a new data quality approach
to the PPDM problem, some answers to the other two questions.

2.2 Methods Taxonomy

Several methods have been developed to solve the PPDM problem. These meth-
ods are usually based on very different concepts and technologies and have been
originally developed to solve different aspects of the PPDM problem. In this
section, we try to give a first complete taxonomy and classification of the PPDM
algorithms, based on the analysis by Verykios et al. [99].

In such analysis various PPDM techniques are classified according to five
different dimensions:

1. Data distribution (centralized or distributed).



24 CHAPTER 2. PRIVACY PRESERVING DATA MINING

2. The modification applied to the data (encryption, perturbation, general-
ization, and so on) in order to sanitize them.

3. The data mining algorithm which the privacy preservation technique is
designed for.

4. The data type (single data items or complex data correlations) that needs
to be protected from disclosure.

5. The approach adopted for preserving privacy (heuristic, reconstruction or
cryptography-based approaches).

The first dimension refers to the distribution of data. Some of the approaches
have been developed for centralized data, while others refer to a distributed
data scenario. Distributed data scenarios can also be classified as horizontal
data distribution and vertical data distribution. Horizontal distribution refers
to the cases where different database records reside in different sites (as in
a distributed system), while vertical data distribution, refers to the cases in
which all the values for different attributes reside at different sites. The second
dimension refers to the data modification scheme. In general, data modification
is used in order to modify the original values of a database that needs to be
released. Possible modifications include:

• Perturbation which is accomplished by altering an attribute value by as-
signing it a new value (i.e., changing a 1-value to a 0-value, or adding
noise).

• Blocking, which is the replacement of an existing attribute value with a
null value denoted usually by “?”.

• Aggregation or merging, which is the combination of several values into a
coarser category.

• Swapping, which refers to interchanging values of individual records.

• Sampling, which refers to releasing only a sample of the data.

The third dimension refers to the data mining algorithm, for which the data
modification is taking place. This is actually something that is not known be-
forehand, but it facilitates the analysis and design of the data hiding algorithm.
We have included the problem of hiding data for a combination of data min-
ing algorithms into our future research agenda. For the time being, various
data mining algorithms have been considered in isolation of each other. Among
them, the most important ideas have been developed for classification data min-
ing algorithms, like decision tree inducers, association rule mining algorithms,
clustering algorithms, rough sets, and Bayesian networks.

The fourth dimension refers to whether raw data or aggregated data should
be hidden. The complexity of hiding aggregated data in the form of rules is of
course higher, and for this reason, heuristics have been developed.
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The last dimension, which is the most important, refers to the privacy preser-
vation technique used for the selective modification of the data. Selective modi-
fication is required in order to achieve higher utility for the modified data given
that the privacy is not jeopardized. The techniques that have been developed
can be classified into:

• Heuristic-based techniques like adaptive modification that modifies only
selected values with the goal of minimizing the utility loss rather than all
available values.

• Cryptography-based techniques, like secure multiparty computation, un-
der which a computation is secure if at the end of the computation, no
party knows anything except its own input and the results.

• Reconstruction-based techniques where the original distribution of the
data is reconstructed from the randomized data.

Figure 2.1 shows a taxonomy of the existing PPDM algorithms according to
those dimensions. Obviously, it represents a first organization in this new area
and does not cover all the possible PPDM algorithms. However, it provides
one an overview of the algorithms that have been proposed so far, focusing
on their main features. While heuristics and reconstruction-based techniques
are mainly conceived for centralized datasets, cryptography based algorithms
are designed for protecting privacy in a distributed scenario. Reconstruction-
based algorithms recently proposed aim at hiding sensitive raw data by applying
perturbation techniques based on probability distributions. Moreover, several
heuristic-based approaches for hiding both raw and aggregated data through a
hiding technique (perturbation, blocking, data swapping, aggregation, general-
ization and sampling) have been developed, first, in the context of association
rule mining and classification and, more recently, for clustering techniques. We
now briefly describe some of the algorithms proposed in the PPDM area.

Atallah et al. [7], propose an heuristic for the modification of the data based
on data perturbation. More specifically the procedure was to change a selected
set of 1-values to 0-values, so that the support of sensitive rules is lowered in such
a way that the utility of the released database is kept to some maximum value. A
subsequent approach reported in [21] extends the sanitization of sensitive large
itemsets to the sanitization of sensitive rules. The technique adopted in this
approach is either to prevent the sensitive rules from being generated by hiding
the frequent itemsets from which they are derived, or to reduce the confidence of
the sensitive rules by decreasing it below a user-specified threshold. These two
approaches led to the generation of three strategies for hiding sensitive rules.
The important aspect to mention with respect to these three strategies is the
possibility for both a 1-value in the binary database turned into a 0-value and
a 0-value turned into a 1-value. This flexibility in data modification has the
side-effect that, apart from non-sensitive association rules that were becoming
hidden, a non-frequent rule could become a frequent one. We refer to these rules
as ghost rules. Given that sensitive rules are hidden, both non-sensitive rules
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which were hidden and non-frequent rules that became frequent (ghost rules)
count towards the reduced utility of the released database. For this reason, the
heuristics in this approach must be more sensitive to the utility issues, given
that the security is not compromised. A complete approach which was based
on this idea, can be found in [100].

Oliveira and Zaiane [68] propose a heuristic-based framework for preserving
privacy in mining frequent itemsets. They focus on hiding a set of frequent
patterns, containing highly sensitive knowledge. They propose a set of sanitized
algorithms, that only remove information from a transactional database, also
known in the Statistical Diclosure Control area as non-perturbative algorithms,
unlike those algorithms, that modify the existing information by inserting noise
into the data, referred to as perturbative algorithms. The algorithms proposed
by Oliveira and Zaiane rely on a item-restriction approach, in order to avoid
the addition of noise to the data and limit the removal of real data. In the
evaluation of the proposed algorithms they introduce some measures quantifying
the effectiveness and the efficiency of their algorithms.

In [92], instead, Sweeney proposes a heuristic-based approach for protecting
raw data through generalization and suppression techniques. The methods she
proposes provide K-Anonymity. Roughly speaking a database is K-anonymous
with respect to some attributes if there exist at least k transactions in the
database for each combination of the attribute values. A database A can be
converted into a new database A1 that guarantees the K-Anonymity property
for a sensible attribute by performing some generalizations on the values of the
target attributes. As result, such attributes are susceptible to cell distortion due
to the different level of generalization applied in order to achieve K-Anonymity.
Sweeney measures the cell distortion as the ratio of the domain of the attribute
to the height of the attribute generalization which is a hierarchy. In the same
article the concept of precision is also introduced. Given a table T , the precision
represents the information loss incurred by the conversion process from a table
T to a K-Anonymous Table T k. More in detail the precision of a table T k is
measured as one minus the sum of all cell distortions, normalized by the total
number of cells. In some way, the precision is a measure of the data quality or
the data utility of the released table, specifically conceived for PPDM algorithms
adopting generalization techniques for hiding sensitive information.

A reconstruction-based technique is proposed by Agrawal and Srikant [4] for
estimating the probability distribution of original numeric data values, in order
to build a decision tree classifier from perturbed training data. More in detail,
the question they addressed was whether, given a large number of user who want
to make this perturbation, it is still possible to construct a sufficiently accurate
predictive model. They suggest two algorithms for the case of classification.
The algorithms were based on a Baesyan procedure for correcting perturbed
distribution. This approach obviously preserve the individual privacy, in fact,
reconstructing the distribution do not release any type of information related
to a target individuals. They propose some measures in order to evaluate the
privacy introduced by the application of these algorithms that will be presented
in Chapter 4.
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The reconstruction-based approach proposed by Agrawal and Aggarwal [2] is
based on an Expectation Maximization (EM) algorithm for distribution recon-
struction, which converges to the maximum likelihood estimate of the original
distribution on the perturbed data. The basic idea of this class of algorithm
is the following: by perturbing the data and reconstructing distributions at an
aggregate level in order to perform the mining it is possible to retain privacy
while accessing the information implicit in the original attributes. However,
the problem of this technique is related with the reconstruction of the data. In
fact, depending on the approach adopted, the data reconstruction may cause an
information loss. Even if in some situation this information loss can be ignored,
it is important to pay attention to the reconstruction process. Agrawal and
Aggarwal propose the use of the EM algorithm to make the reconstruction in
order to mitigate this problem

Evfimievski et al. [37] propose a framework for mining association rules from
transactions consisting of categorical items, where the data has been random-
ized to preserve privacy of individual transactions, while ensuring at the same
time that only true associations are mined. They also provide a formal defini-
tion of privacy breaches and a class of randomization operators that are much
more effective in limiting breaches than uniform randomization. According to
Definition 4 from [37], an itemset A results in a privacy breach of level ρ if the
probability that an item in A belongs to a non randomized transaction, given
that A is included in a randomized transaction, is greater or equal ρ. In some
scenarios, being confident that an item be not present in the original transac-
tion may also be considered a privacy breach. In order to evaluate the privacy
breaches, Evfimievski et al. introduce some metrics that will be presented in
Chapter 4.

Another reconstruction-based technique is proposed by Rivzi and Haritsa
[81]. They propose a distortion method to pre-process the data before executing
the mining process. Their goal is to ensure privacy at the level of individual
entries in each customer tuple.

A cryptography-based technique is proposed by Kantarcioglu and Clifton
[53]. They specifically address the problem of secure mining of association rules
over horizontally partitioned data, using cryptographic techniques to minimize
the information shared. Their solution is based on the assumption that each
party first encrypts its own itemsets using commutative encryption, then the
already encrypted itemsets of every other party. Later on, an initiating party
transmits its frequency count, plus a random value, to its neighbor, which adds
its frequency count and passes it on to other parties. Finally, a secure compari-
son takes place between the final and initiating parties to determine if the final
result is greater than the threshold plus the random value.

Another cryptography-based approach is described in [98]. Such approach
addresses the problem of association rule mining in vertically partitioned data.
In other words, its aim is to determine the item frequency when transactions are
split across different sites, without revealing the contents of individual transac-
tions. A security and communication analysis is also presented. In particular,
the security of the protocol for computing the scalar product is analyzed. The
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total communication cost depends on the number of candidate itemsets and can
best be expressed as a constant multiple of the I/O cost of the apriori algorithm.

Recently, the problem of privacy preservation in data mining has been also
addressed in the context of clustering techniques. Oliveira and Zaiane [69] have
introduced a family of geometric data transformation methods for performing a
clustering analysis while ensuring at the same time privacy preservation. Con-
ventional perturbation methods proposed in the context of statistical databases
do not apply well to data clustering leading to very different results in clustering
analysis. Therefore, they adopt some techniques proposed for image processing
in order to distort data before the mining process. More in detail, they con-
sider the case in which confidential numerical attributes are distorted in order
to meet privacy protection in clustering analysis, notably on partition-based
and hierarchical methods. In this specific situation, they introduce a particu-
lar transformation (GDTM), in which the inputs are a vector V composed of
confidential numerical attributes and a vector N representing the uniform noise,
while the output is the transformed vector subspace VO. In their work, Oliveira
and Zaiane provide some measures (see chapter 4) proving the effectiveness of
their algorithm.



Chapter 3

Statistical Disclosure

Control

The Statistical Disclosure Control is a discipline that seeks to modify statisti-
cal data so that they can be published without giving any information on the
individual owner of these data. A Statistical Database system is a DB system
that releases to the users only aggregate statistics for a subset of the entities
stored in the database (for a detailed description of such type of database see for
example [42, 43]). It is the policy of the system as set by the DBA that deter-
mines the criterion for defining confidential information [23]. As explained even
in the context of PPDM, threats to data security are related to the risk that
some previously unknown confidential data about a given entity be disclosed.
A disclosure (either partial or complete) occurs [1] if through the answer to
one or more queries a snooper is able to infer the exact value of a confidential
information (in this case we refer to “complete” disclosure) or is able to guess
a more accurate estimation of the real confidential value (“partial” disclusure)

Shoshani [89] categorizes existing statistical database confidentiality preser-
vation strategies into five classes:

1. Limiting the response set size: according to this strategy, a statistical
database refuses to answer queries when the response set size is too small.
A well known problem related to this approach is that it can be attacked
adopting a strategy referred to as tracker [24].

2. Limiting the intersection of response sets: it requires a query logging
facility in order to identify intersecting queries. For many application this
solution is not really feasible. In fact, to make log analysis on the fly every
time a new query is issued is resource consuming.

3. Random sample queries: the DBMS calculates the result on the basis of
a random subset of the response set. In order to avoid some filtering
operation, it is necessary to log the subset composition in order to give
the same result for the same query [24].

29
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4. Partitioning the database: such an approach is based on the idea to cluster
the different entities stored, in a number of mutually exclusive subsets,
usually called atomic population. In such a way, in the case in which
clusters are populated by more than one individual, it is possible to obtain
a good level of security against some attacks. Schlorer [86] has showed that
such solution in real database has some problems due to the presence of
a big number of single unit clusters. In [19] Chin and Ozsoyoglu propose
a solution consisting in the addition of dummy entities to the database.
Even if this solution solves the problem of single unit cluster, there is the
open question related on the data quality impact of this method.

5. Perturbation of data values: this strategy consists in modifying the values
stored by adding some noise. In such a way, even if some data are modified,
the aggregate statistics maintain their significance for a sufficiently sized
response set. As showed in figure 3.1 this distortion can be applied to
the entire database (like the sanitization process of PPDM) or on the fly
during query execution(in the second case however issues arise related to
the performance and correlation between new and past query introducing
then the problem of incremental knowledge)

Palley and Simonoff [71] add to these strategies an additional one based on mul-
tidimensional transformation, known as data swapping. This strategy switches
subsets of attributes between randomly selected pairs of records. In [1], Adam
and Wortman identify other two approaches they define as “Conceptual”. Re-
calling the work of Chin and Ozsoyoglu [18] and the work of Denning and
Schlorer [23] these two approaches can be summarized as follow:

• Conceptual modeling approach: no operations are allowed to combine and
intersect populations.

• Lattice approach: the information is represented at different levels of ag-
gregation due to different levels of confidentiality.

These two model are however too restrictive and prone to attacks (see for ex-
ample [1]) to be considered something more than a past history.

Cox and Sande [20, 84] propose a cell suppression technique. The idea is
to suppress from the released database all the attributes considered confiden-
tial and the attributes that can be used to infer some confidential information
(complementary suppression). Denning [25] shows that such an approach is
unfeasible in case of complex queries. However, the identification of the set
of cells to be suppressed is a not negligible problem especially in the case of
complementary suppression. The problem was deeply investigated by Cox [20].

Recently, in the context of statistical disclosure control, a large number of
methods, called masking methods in the SDC jargon, have been developed to
preserve individual privacy when releasing aggregated statistics on data, and
more specifically to anonymize the released statistics from those data items
that can identify one among the individual entities (person, household, busi-
ness, etc.) whose features are described by the statistics, also taking into ac-
count related information publicly available [106]. In [27] a description of the
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Figure 3.1: Three traditional strategies of SDC: (a) Query set restriction, (b)
Data Perturbation, (c) Output Perturbation

most relevant masking methods proposed so far is presented. Among the pertur-
bative methods specifically designed for continuous data, the following masking
techniques are proposed: additive noise, data distortion by probability distrib-
ution, resampling, microaggregation, rank swapping. For categorical data both
perturbative and non-perturbative methods are presented. The top-coding and
bottom-coding techniques are both applied to ordinal categorical variables; they
recode, respectively, the first/last p values of a variable into a new category. The
global-recoding technique, instead, recodes the p lowest frequency categories into
a single one. All these masking methods are assessed according to the two main
parameters: the information loss and the disclosure risk, that is, the risk that
a piece of information be linked to a specific individual. Several methods are
presented in the paper for assessing the information loss and the disclosure risk
given by a SDC method. Additionally, in order to provide a trade-off level be-
tween these two metrics, a score is defined that gives the same importance to
disclosure risk and information loss.
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