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We consider attractive and repulsive condensates in a ring trap stirred by a weak link, and analyze the spectrum
of solitonic trains dragged by the link, by means of analytical expressions for the wave functions, energies, and
currents. The precise evolution of current production and destruction in terms of defect formation in the ring
and in terms of stirring is studied. We find that any excited state can be coupled to the ground state through
two proposed methods: either by adiabatically tuning the link’s strength and velocity through precise cycles
which avoid the critical velocities and thus unstable regions or by keeping the link still while setting an auxiliary
potential and imprinting a nonlinear phase as the potential is turned off. We also analyze hysteresis cycles through
the spectrum of energies and currents.
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I. INTRODUCTION

Condensates in ring geometries present a wealth of su-
perfluid and nonlinear effects and yield the potential for the
development of atomtronic devices [1]. Production and decay
of supercurrents, supersonic flow, hysteresis cycles, and the
ability to sustain solitonic solutions have been widely stud-
ied theoretically and experimentally [2–12]. The production
and control of supercurrents is a crucial step towards future
quantum devices. For instance, the atomic analog of the super-
conducting quantum interference device, which was realized
experimentally in Ref. [13], is based on the stirring of a weak
link across a condensate trapped in a ring geometry. This pro-
cess has been extensively investigated and it has been shown
capable to produce superposition of current states [10,14].

One dimensional rings offer the opportunity to analyze
the spectrum much more precisely, and to tackle new effects
which are in general masked by higher dimensional dynamics,
such as non-vortex-antivortex phase slips [15]. Experimen-
tally, the production of currents can be induced by a rotating
weak link. The link produces a low density region and can be
rotated to stir the condensate and produce superfluid currents
[13,15–17]. Alternatively, a phase can be directly imprinted
on the condensate [18,19]. In the latter case, however, Bose-
Josephson Junction (BJJ) oscillations are found in the case of
a large enough defect or a small enough nonlinearity [20].

With the aim to better understand the behavior of currents
in ring condensates, various works have analyzed these sys-
tems in the mean field limit and at zero temperature. Current
dynamics have been studied through either a rotational drive
[21], through the interaction between symmetry breaking po-
tentials and rotation such as in lattice rings [22–24], or through
rotating defects [25–27]. Solutions of the Gross-Pitevskii
equation (GPE) for a 1D ring, in the free case and with vari-
ous sets of potentials, have been established by analyzing its
spectrum either numerically and/or through the use of Jacobi

elliptic functions [28–34]. The spectrum for a moving link
and repulsive interactions was analyzed thoroughly in [35].
Studying how current states are coupled to either the ground
state or dark solitonic states, which are found to trigger phase
slips, has proven essential to understand production and decay
of currents, and how to build more robust states.

In this paper, we complement previous studies by deter-
mining and describing the spectrum and critical velocities
for both attractive and repulsive stirred condensates. The
use of analytical solutions releases us from the limitation
to study the ground state, and also allows us to explore the
current dynamics of stirred excited states. We focus on three
main mechanisms for current production: adiabatic excitation,
hysteresis, and phase imprinting. In the case of adiabatic
excitation, we distinguish two types of stirrings, one which
starts at zero velocity, and another in which the link is set
while rotating, allowing for production of larger currents.
Each mechanism is thoroughly analyzed through the spectrum
of energies and currents. We provide explicit protocols to
produce the first excited states, and compare the cases for
repulsive and attractive interactions; to the best of our knowl-
edge, this is the first time this analysis has been performed for
attractive interactions.

This article is organized as follows. The main features of
the spectrum are laid out in Sec. II, and details are given in
Appendix. In Sec. III, we analyze how currents depend on
the link’s velocity and strength, through regular stirring, in
Sec. III A, and through a set of adiabatic cycles which are
able to couple any stationary current to the ground state, in
Sec. III B. We also connect the energy and current spectra
to a set of hysteresis cycles in Sec. III C. In Sec. III D, we
present an alternative method for stable current production
in rings with weak links. This protocol does not involve the
movement of the link, but setting an auxiliary potential and
phase imprinting a nonlinear slope, so that no BJJ oscillations
are found. We conclude in Sec. IV.
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II. EXACT SPECTRUM OF A STIRRED BEC

Within the mean field limit, and at zero temperature, the
condensate wave function on a ring ψ (θ, t ) is determined by
the Gross-Pitaevskii equation (GPE),

ih̄ ∂tψ (θ, t ) = − h̄2

2MR2
∂2
θ ψ (θ, t ) + g|ψ (θ, t )|2ψ (θ, t )

+ V (θ, t )ψ (θ, t ), (1)

with θ ∈ [0, 2π ), g the reduced 1D coupling, and V (θ ) an
external potential. From here onwards we work in natural
units, where the ring’s radius R, the atomic mass M, and h̄ are
R = M = h̄ = 1, and in the frame of reference comoving with
the link. In this frame of reference, where the link is modeled
by a static Dirac delta, the stationary wave function φ(θ ) and
chemical potential μ are fully determined by

− 1
2φ′′(θ ) + g|φ(θ )|2φ(θ ) = μφ(θ ), (2)

φ(0) − ei2π�φ(2π ) = 0, (3)

φ′(0) − ei2π�φ′(2π ) = 2α φ(0), (4)

where α and � are the link’s strength and velocity, and where
the wave function is normalized to

∫ 2π

0 dθ |φ(θ )|2 = 1. This
framework allows us to use analytical expressions for the
wave functions, chemical potentials, and currents. It takes
advantage of the elliptic functions, which appear as solutions
of the nonlinear Schrödinger equation. These functions are in
general useful in 1D GPE models with point interactions, see,
for example, Refs. [29,36], or in developing solvable models
which either generalize the GPE to a higher-order nonlinear
Schrödinger equation [37], or apply Darboux transformations
to find solvable potentials [38]. In our case, the solutions are
those of the free GPE and the moving potential is relegated to
applying in them boundary conditions (3) and (4). In particu-
lar, the chemical potential is given by

μ(k, m) = 1

4π
(3g + 2k2(m − 2) + 3k η), (5)

with k � 0 and m ∈ [0, 1] the frequency and elliptic modulus
of the Jacobi solution, and η = E [JA(k(2π − θ0), m), m] +
E [JA(k θ0, m), m]. θ0 is a shift depending on k and m such
that the wave is continuous at θ = 0, 2π , E is the elliptic
integral of the second kind, and JA the Jacobi amplitude.
Equations (3)–(5) then provide α(k, m), �(k, m), and μ(k, m),
from which we compute μ(α,�). The precise relationship
between the frequency and the elliptic modulus, k and m, and
the weak link strength and velocity, α and �, is somewhat
convoluted and not shown here. For more details, we refer to
Appendix and Ref. [35].

The full energy spectrum of dragged solitons in the link’s
frame of reference is plotted in Fig. 1 for reduced 1D
couplings g = −1, 0, 1 and delta strengths α = 0, 1

8 , 1
4 . The

general solution has the form of a moving gray solitonic train,
which may become a dark solitonic train at � = n, n

2 , with n
integer (black dots in Fig. 1), or plane waves in the absence of
a link, at α = 0 [parabolas in Figs. 1(a), 1(d) and 1(g)]. This
spectrum is characterized, for either attractive or repulsive
condensates, by a set of concatenated swallowtail diagrams,
each forming an energy band corresponding to solutions with
a different number of solitons, indicated by different colors

FIG. 1. Spectrum of energies μ of solitonic solutions moving at
constant velocity �, in the frame of reference of the moving waves
and/or link. Left-hand side plots correspond to free solutions on a
ring. The parabolas centered at � = 0 in (a), (d), and (g) correspond
to the energy of the ground state as observed in the frame of reference
moving at �. The other parabolas are the energies of vortex states in
the same frame of reference. The flat lines crossing among parabolas
in each of these plots correspond to gray solitonic trains, where the
bottom ones correspond to densities with a single dip, and each upper
line to a solitonic train with one more dip in the density. Middle and
right-hand side columns correspond to energies of solitonic trains
dragged by a link of strengths α = 1

8 and 1
4 . Each set of concatenated

swallowtails is plotted in a different color. Red, blue, and orange
bands (first, second and third from the bottom) correspond to soli-
tonic trains with one, two, and three dips in the density. The plots in
the middle column continuously turn into the left column ones as α

decreases to zero. The colors in the left panels and the velocities �̃1,
�̃2 indicate how solutions are split into separate bands if a weak link
is turned on, i.e. how they are coupled to the middle and right plots
through a variation of α. Solid black dots correspond to dark solitonic
trains, where the density minima are zero. Units are dimensionless,
with R = M = h̄ = 1.

(shades of gray) in Fig. 1. These energy levels only cross for
α = 0. In this case, the parabolas correspond to plane waves,
and represent the energies of vortex states from the point of
view of an observer moving at �. The lines crossing among
these parabolas correspond to gray solitons freely moving
at �.

The spectrum of dragged solutions for attractive and repul-
sive condensates differ qualitatively in two main ways. Firstly,
for g < 0, swallowtails point upward, while for g > 0 they
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point downward. This implies that a given stirring protocol
produces solutions with a different number of solitons in re-
pulsive and attractive condensates. Secondly, the band formed
by the ground states at different � for g < 0 and α > 0,
plotted as the red (bottom, light gray) line in Figs. 1(h) and
1(i), contains no swallowtail structure and forms a continu-
ous set of solutions. Since these solutions correspond to the
ground state of the condensate for each velocity, they are also
stable against Bogoliubov perturbations. This means that, in
attractive condensates, solutions with one gray soliton, i.e., the
dip created by the link, and with largely different currents can
be coupled among them through a simple adiabatic variation
of the velocity of the link, �.

Each set of concatenated swallowtails contains top parts
and bottom parts. Each of these parts defines a set of solutions
which are continuously connected through a variation of �,
and is limited by a pair of velocities which mark the tips of
the tails (loops) in each diagram, and which we call critical
velocities. Note that these critical velocities defined here are
not the same as the critical velocity of the fluid which is
given by its local speed of sound. Beyond these velocities,
stationary solutions for the corresponding band do not exist,
and the condensate is not able to sustain solitons comoving
with the link. Moreover, these velocities mark the point at
which top part and bottom part solutions merge, indicating
also instability with respect to Bogoliubov perturbations [39].
This was explicitly found for repulsive condensates, where
the top parts were found to be unstable through a Bogoliubov
analysis, implying that the stable solutions from the bottom
part also become unstable at the critical velocity, where they
merge with the unstable ones [35]. In the current produc-
tion mechanisms discussed in the following, the Bogoliubov
analysis is not as relevant for attractive condensates. In this
case, hysteresis cycles do not exist, and adiabatic excitation is
possible through paths that include only ground states of the
corresponding Hamiltonians, which are stable by definition,
see Secs. III B and III C.

The critical velocities are computed through Eqs. (2)–(4).
In the limit α → 0 and for g �= 0, where plane wave and
gray solitonic solutions merge, these velocities have a simple
analytical form given by

�c = ±�̃n ± l, (6)

with �̃n =
√

g
2π

+ n2

4 and with two integers n > 0 and l � 0
[35]. As the barrier strength increases, the critical veloci-
ties �c monotonically decrease. In the limit α → ∞, where
gray solitons become fully formed dark solitons with their
corresponding phase jump and zero valued density dip, �c

converge to a value of ± n
2 ± l .

The spectrum plotted in Fig. 1 is then essential to qual-
itatively understand how to avoid critical velocities and
particular states such as dark solitonic trains when stirring the
condensate. This is useful for a better control of the conden-
sate in processes with stirring or moving defects, such as the
proposed atomic superconducting interference device [10]. It
also shows that if an impurity or a link is set at half integer
velocity, pairs of dark solitonic solutions separated by a nar-
row gap appear in the spectrum. Some of these dark solitonic
states are found unstable with respect to perturbations in the

FIG. 2. Current and energy evolution as the ground state in red
(bottom line, light gray), and first excited state with two gray solitons
in blue (top, dark gray), are stirred with a link of α = 1

8 and veloc-
ities up to � � 0.5, and nonlinearities g = −1, 0, 1. Dashed lines
correspond to the bottom and top parts of upward and downward
swallowtail diagrams. The gray (right) lines in top plots are included
to better visualize the swallowtail structure. All units are in terms of
R = M = h̄ = 1.

condensate through a Bogoliubov analysis [35], and are also
shown to trigger phase slips [20]. Finally, Fig. 1 also illustrates
how the different excited states can be coupled among them
and to the ground state by tuning the link strength α and
velocity �, providing a basis to study hysteresis cycles. We
illustrate a sample of such stirring protocols in the following
sections.

III. CURRENT PRODUCTION

The current, J = − i
2

∫
dθ (φ∗φ′ − φφ∗′), for a link mod-

eled by a Dirac delta, is given by

J = ±2πγ + n, (7)

with n an integer, and

γ = 1

g(2π )3/2

√
g + k η

√
g − 2πk2 + k η

×
√

g − 2πk2(1 − m) + k η. (8)

Together with α(k, m) and �(k, m), the current can be found
in terms of α and � by scanning the well defined parame-
ter space given by the frequency k � 0 and elliptic modulus
m ∈ [0, 1], as done with the chemical potential. The analytical
results shown in the following plots are corroborated by sim-
ulations of the time-dependent GPE in the laboratory frame,
where a peaked Gaussian potential explicitly moves around
the ring. Solutions from both methods are found to overlap
for Gaussian amplitude widths σ = 2π/200.
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A. Adiabatic, regular stirring

Figure 2 shows the current evolution for three differ-
ent cases, g = −1, 0, 1, as a link is set on the ground (red
line/bottom one with lighter shade) and first excited (blue
line/second and darker one) state and then stirred by adiabati-
cally increasing the velocity from � = 0 to � � 0.5.

For g < 0, a link can be set in the ground state and its
velocity increased indefinitely. The current can be steadily
increased, and the solutions alternate between a shallow gray
soliton moving at � = n and a dark soliton moving at � =
n + 1

2 . See the red (bottom, light gray) lines in Fig. 2(a) for the
energy and current evolution in the path � = 0 → 0.5. This
current is produced more abruptly for attractive interactions
closer to zero. For weak interactions, g � 0, the first excited
state consists in two dark solitons, with J = 0. When this state
is stirred, a current J � 1 in the stirring direction is produced
at very small velocities, and then is kept roughly constant up
to the critical velocity, �c � 0.5, see the blue (top, dark gray)
line in Fig. 2(a). See also Fig. 6 for the densities of the ground
and first excited states at � = 0, 0.5.

For the repulsive case, stirring the ground state with in-
creasing velocity leaves the current practically constant, and a
critical velocity is found at � � 0.5, � ∈ (0.5, �̃1), as shown
in Fig. 2(c) (red/bottom line). This velocity marks the tip of
the lowest and right swallowtail, and is connected to the solu-
tion with one dark soliton through a set of unstable solutions
[35]. The first excited state corresponds to the first vortex
state and for α � 0 contains two gray solitons. Its energy
is represented by the crossing blue and gray (upper) lines
in Fig. 2(c). In the limit α → 0, it turns into a plane wave
with one unit of angular momentum. If this vortex is stirred,
the current remains roughly constant for small velocities, and
rapidly decreases to J = 0.5 at � � 0.5.

The linear case, g = 0, in panel (b) of Fig. 2, presents
similar current dynamics, except that initial states are all
static (J = 0), and no critical velocities are encountered in
any stirring. In this case, link velocities can be increased and
decreased indefinitely.

The adiabatic paths described above can also be understood
in reverse, that is, in terms of a decreasing stirring veloc-
ity. Moreover, we note that, due to rotational symmetry, the
evolution of the currents of these paths is also valid for the
same states and stirrings but with velocities � → ±� + n and
currents J → ±J + n, with n an integer.

B. Adiabatic, excitation stirring

The stirring procedures of Fig. 2, consisting in a steady
increase of the link’s velocity up to � � 0.5, allow us to
produce currents |�J| � 1. Passed these velocities, critical
velocities are encountered, and the condensate cannot be adi-
abatically excited anymore. However, there are cases where
critical velocities are not a limitation. In particular, the ground
state of attractive condensates, any state for the linear case,
and in general dark solitonic states in the limit α → ∞, where
the tails in the energy spectrum shrink and vanish. These states
can be continuously excited to states with larger currents by
constantly increasing the velocity of the link.

We follow similar procedures in attractive and repulsive
condensates that couple the ground state to excited states so

FIG. 3. Spectrum of energies for g = 1 in the absence of a link
(a) and with a link of α = 1

8 (b), together with the key points in the
adiabatic path to excite the condensate to current J = 1. Points t0 and
t3 correspond to the ground state and first vortex state in the reference
frame of an observer moving at �i ∈ (�̃1, �̃2), and � f = −�i + 1.
Points t1 and t2, and the path uniting them, consist of solutions
with two gray solitons being dragged by the link. On the right-hand
side plots we show in blue the evolution of the current (c) and link
velocity (d), and in black the link strength (e) between times t0 and t3.
Exciting attractive condensates from the ground state also involves
setting and unsetting a link as in plot (e). In this case, the link is
set at zero velocity and then increased [red/light-gray line in plot
(d)], the current evolving similarly as for the repulsive condensate
[red/light-gray line in plot (c)]. All quantities are in natural units.

that |�J| � 1. For repulsive condensates, a link is set in the
ground state while rotating at a velocity �i. Initial velocities
�i ∈ (�̃n, �̃n+1) access the nth excited state, i.e., the one
with n + 1 solitons. The velocity is then decreased down to
the other side of the swallowtail diagram, and then the weak
link is turned off. These cycles include an intermediate dark
solitonic solution (with n + 1 dark solitons), and the current
increases more abruptly in the middle points of the paths. An
example of such cycles that excites the repulsive condensate
to J = 1 is shown in Fig. 3. At time t0, an observer is rotating
at �i ∈ (�̃1, �̃2) around the ground state. As this observer
sets a link while moving at �, at point t1, two dips in the
density are created moving at the same velocity, one at the
link’s position and another in the opposite site. As the velocity
is decreased, the dips become deeper, forming a dark solitonic
train at � = 0.5, and returning to the original gray solitonic
train at t2. At this point, however, the link and gray solitons
are moving much slower and the condensate current is close to
J = 1. By removing the slowly moving weak link, we recover
the free and flat condensate, now with a current J = 1, at
point t3.
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Attractive states with g � 0 allow for two possible ex-
citation processes. Firstly, and analogously to the repulsive
case, a link can be set at a finite velocity �i. Initial rotations
�i ∈ (�̃n, �̃n+1) produce solutions corresponding to the nth

excited state. In this case, the velocity must be increased up to
the following swallowtail diagram, such that critical velocities
are avoided, see Fig. 1. Secondly, and perhaps more naturally,
we can stir by setting a link at zero velocity, and then speed
up the stirring. This process takes advantage that no critical
velocities are encountered when stirring the ground state of
attractive condensates. Removing the link at � = n will then
produce vortex states with n quanta of angular momentum.
The evolution of the current up to J = 1, and of the link’s ve-
locity and strength corresponding to this protocol, are plotted
in Figs. 3(c)–3(e).

We have focused our attention to |g| small enough such that
for attractive condensates the ground state is always coupled
through the stirring strength and velocity to all other states.
This is not the case at g 	 0 (see Appendix), where new types
of solutions appear. In this case, the ground state does not
have a flat density. It can be stirred with increasing velocity,
analogously to the above excitation processes, but the final
states are also not flat.

Note that in this section we considered the adiabatic fol-
lowing of particular eigenstates of the system. That is, we
assume that the adiabaticity condition is fulfilled and no other
eigenstates are populated during the stirring [40]. In particular,
if we consider only the closest energy eigenstates of the sys-
tem, the adiabatic condition will depend on the gap opened by
the barrier. This is particularly important around the swallow-
tails where the gap is small. In a simplified two-state model
the adiabaticity condition can be calculated analytically and is
given by 1

2 | dλ
dt �E − λ d�E

dt | 	 (λ2 + �E2)3
/2 [41,42], with

�E being the energy difference between eigenstates and λ the
tunneling amplitude between the two states.

C. Hysteresis cycles

Hysteresis due to a rotating weak link in a Bose gas was
first experimentally observed in [6]. These hysteresis cycles
are understood in terms of (downward) swallowtail diagrams
[39], and their widths were numerically computed in [26].
Here we discuss how for a delta type link the widths and
heights of the hysteresis cycles, �� and �J , can be com-
puted using the exact spectrum presented in this work. Our
simplified 1D GPE model thus yields a minimal expression of
the hysteresis results found in Ref. [6], providing insight into
the fundamental hysteresis mechanism from a more analytical
point of view. In this experimental setup, a blue-detuned laser
beam creates an effective repulsive potential, which is rotated
or stopped around the ring trap to create or destroy currents.
We follow an analogous protocol through cycles which con-
tain adiabatic excitation paths and spontaneous decay. The
adiabaticity condition, discussed previously, is related to the
energy gap between the present state and the closest energy
eigenstate, which in turn depend on the weak link strength.
This condition does not represent a major limiting factor in
these experiments, in which the barrier strength can be tuned
to increase or decrease the energy gaps. Differences between

FIG. 4. Hysteresis cycles in terms of currents and stirring ve-
locities (top plots) and corresponding energy diagrams in form of
swallowtails (bottom plots) for α = 1

8 . (a) Stirring of the ground state
up to �c, A → B, transition to J � 1 through the gray line (vertical
arrow), B → C, and stirring in opposite direction, C → D, where the
condensate decays to the original state, D → A. (b) When a link is set
in a vortex state, two solitons are produced, but the hysteresis paths
are analogous to the ground state case. In this cycle, the paths are cut
short at much smaller critical velocities. μ, J , and � are in natural
units.

1D GPE results and experiments, typically performed in 3D
setups where transverse excitations can play a substantial
role, might still appear. Our model, however, is capable of
describing some of the main qualitative features found in
experiments.

Figure 1 proves useful to illustrate the main features of
hysteresis. On the one hand, it shows that only repulsive
condensates present downward swallowtail structures, and
therefore the associated hysteresis cycles only exist for g > 0.
This is because when the critical velocity is reached at the
tip of an upward swallowtail, the state with lower energy
to which the condensate decays belongs to a lower set of
concatenated swallowtails. This effectively impedes to excite
the condensate back to the upper swallowtail through any
adiabatic variation of �, and therefore to close the cycle. On
the other hand, hysteresis cycles on repulsive condensates are
not characteristic of a stirring of the ground state, where the
condensate undergoes a transition �J � 1. Stirring of excited
states also present hysteresis, each excited state implying a
different width �� and height �J , features not discussed in
previous works. Moreover, these cycles can be analyzed in
terms of the nonlinearity and link’s strength. In general, the
range of velocities limited by �c, and the associated adia-
batic widths of the swallowtails and hysteresis cycles, ��,
become smaller as larger transitions �J are considered, as
g decreases, or as the link’s magnitude α becomes stronger.
This qualitatively agrees with the experimental results found
in Fig. 3 of Ref. [6], where the bottom and top widths of the
cycles, in which the current varies slightly, and the critical
velocities decrease as stronger barriers are considered. On
the other hand, the precise dependence of the current on the
velocity in the nonadiabatic transitions, in which the current
is observed to increase more abruptly, is beyond the scope of
our model. In the limit α → 0, the heights and widths of the
cycles become �J = n, �� = 2 �̃n − n, with integer n.
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In Fig. 4, we present two hysteresis cycles, one corre-
sponding to stirring the ground state, where �J � 1, and
another associated to setting a link in a vortex state, and then
stirring, effectively coupling J � −1 and J � 1 vortex states.
Both cycles involve adiabatic paths in which the condensate
is stirred up to the corresponding critical velocity. Passed
these velocities, the condensate is assumed to decay to the
next vortex state, that is, to the lower branch of the same
swallowtail structure, increasing the current in roughly one
and two units of angular momentum, respectively. Note that
these paths, shown in gray (vertical arrows) in Fig. 4, are
plotted straight and vertically, just to assume the simplest case.
Then the condensate is stirred in the opposite direction, where
the same process is repeated, returning thus to the original
state. The critical velocities limiting the stirring of the ground
state are found to coincide with

√
gρ0, where ρ0 is the density

at the lowest point, as in Ref. [26]. For excited states, however,
these velocities slightly depart from the sound velocity at the
low density region.

In Ref. [35], an extensive discussion on the stability of
swallowtail diagrams was performed, including a precise for-
mula to compute the critical velocities. Solutions constituting
the upper parts of swallowtails were found unstable with
respect to Bogoliubov perturbations, while the lower parts
of the ground and first excited state were fully stable for
repulsive links. This implies that the initial paths of these
hysteresis cycles, corresponding to the lower part of the swal-
lowtails, constitute a set of stable solutions. Once the tip of
the swallowtail is reached through the lower part, and a critical
velocity is encountered, the set of stable solutions merges with
the set of unstable ones. At this point, the condensate under-
goes a nonadiabatic transition towards the other lower branch
of the swallowtail. The precise dynamics of these instabilities
is beyond the capabilities of the current model. However,
knowing the precise values of the critical velocities, and the
corresponding solutions in terms of elliptic functions, might
allow for an easier identification of the physical mechanisms
behind the bifurcation instabilities, with either finite temper-
ature, time-dependent computations [43,44], or through more
general instability criteria such as the enhancement of dynam-
ical density fluctuations [45,46].

D. Auxiliary potential and phase imprinting

The adiabatic paths presented so far involve the movement
of the link or a stirring. An alternative procedure to excite the
condensate is to imprint a phase through an electromagnetic
field [19]. Phase imprinting provides a fast way to excite the
condensate, but when the ring contains a static defect, which
might happen naturally in experiment, the state obtained is not
stationary, and one encounters BJJ oscillations [20], or other
nonlinear effects if g is large enough. These oscillations can
be understood intuitively through simplified hydrodynamics
considerations. If a linear phase is imprinted, all the atoms
throughout the annular trap acquire the same momentum,
which implies a smaller current at the low density region
created by the defect. The condensate thus accumulates at the
side of the defect, slows down, and bounces to the other side
of the barrier. This effect can be partially reduced by imprint-
ing a nonlinear phase such that a larger kick is provided to

the condensate at the low density region, producing thus a
current which is roughly stationary, i.e., J (θ ) = ρ(θ )β ′(θ ) �
constant. This idea can be quantitatively analyzed since the
excited stationary states with current J � n and a delta defect
are well known in terms of Jacobi elliptic functions. One can
in principle imprint the phase of these states on the ground
state, but the unperturbed density would still differ from the
densities of stationary ones, which, apart from the dip pro-
duced by the link, contain other gray solitons. Therefore the
final states would not be stable. To solve this, and taking
advantage of adiabatic processes, we design a protocol to
produce the density of the desired excited state through an
auxiliary potential [47,48], and leaving the link fixed. Once
this condensate’s density is obtained, the phase is imprinted
and the auxiliary potential is turned off.

More explicitly, if the final stationary solution we want
to obtain, in presence of the delta potential, is ψs(θ ) =
rs(θ )eiβs (θ ), we first set an auxiliary potential Vaux such that
the ground state is ψg = rs(θ ), and therefore satisfies

μ̃rs = − 1
2 r′′

s + gr3
s + Vaux rs. (9)

On the other hand, the final excited state we want to build is
determined by

μrs = − 1
2

[
r′′

s − rsβ
′2
s + i(rsβ

′′
s + 2r′

sβ
′
s)

] + gr3
s . (10)

The imaginary part is zero as long as β ′
s = γ

r2
s
, with γ being a

constant representing the current. Subtracting both equations,
and neglecting the constant μ̃ − μ, we find

Vaux(θ ) = 1

2
β ′

s(θ )2 = γ 2

2 rs(θ )4
. (11)

The protocol then consists in gradually turning on Vaux(θ ), for
example by increasing its overall factor from zero to one, and
then turn if off while phase imprinting βs(θ ). The stationary
state rs(θ )eiβs (θ ) with current J � n > 0 is thus accessed.

This protocol is reproduced through simulations in the
time-dependent GPE, as shown in Fig. 5, obtaining a steady
current J � 1. This is in contrast with regular phase im-
printing, which for large enough defects, in our tested case
α = 0.3, produces BJJ oscillations, as also shown in the fig-
ure. Apart from the protocol described above, we study the
evolution of the current when only the auxiliary potential is
used—only the density of the stationary current with a delta is
imitated, and a regular slope is imprinted—and when only the
nonlinear phase imprinting is used on the ground state with a
delta. We observe that in all cases, both the auxiliary potential
and the nonlinear phase imprinting, serve independently to
produce more self-trapping in the final state.

IV. CONCLUSIONS

We have described the spectrum of solitons moving at
constant velocity in a ring condensate, either freely, or being
dragged by a weak link, and with either attractive or repulsive
interactions. Their energies, densities, and currents have been
thoroughly analyzed in terms of the link’s strength α and
velocity �, and found that all states are coupled at α = 0. At
α �= 0, the steady dragged solitonic solutions exist only in cer-
tain ranges of link velocities, periodic in �, and the midpoints
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FIG. 5. Top plots correspond to g = −1 and bottom ones to g = 1. (a) Linear (dashed lines) and nonlinear (βs(θ ), solid lines) phases.
(b) Auxiliary potential V (θ ) = Vaux(θ ) (blue/upper line) and V (θ ) = 0 (red/lower line). (c) Current evolution after regular phase imprinting
(dashed red), and after applying the auxiliary potential and imprinting the nonlinear slope (solid blue). The protocol is carried out on the ground
state of the GPE with a link of strength α = 0.3. (d) Intermediate cases in which only the auxiliary potential (dashed blue) or the nonlinear
phase imprinting (solid red) are used. Units are dimensionless with R = M = h̄ = 1.

of which, at integer and half-integer velocities, correspond to
dark solitonic states.

By studying how the different stationary states are con-
nected through an adiabatic variation of α and �, we have
laid out three different methods to modify the state of the
condensate in a controlled manner. The first, involves a purely
adiabatic variation of the link’s strength and velocity. Setting
a link and then stirring by increasing its velocity, allows to
excite the ground state of attractive condensates, but in all
other cases critical velocities are encountered, and current
variations are limited to |�J| � 1. To access excited states, the
link must be set while rotating at a finite velocity. Secondly,
we have considered processes in which the link moves but its
strength is kept fixed. In this case, the link’s velocity surpasses
the critical one and the condensate is assumed to decay to
the immediate lower state. For repulsive condensates, these
paths, consisting in both an adiabatic excitation part and a
nonadiabatic decay, can be closed by moving the weak link in
both directions, and effectively producing hysteresis cycles.
Here, we have shown that these hysteresis cycles can also
be produced in excited states, although they are limited by
different critical velocities, and that hysteresis cycles cannot
exist for attractive condensates. Finally, we have made use
of an auxiliary potential to adiabatically modify the ground
state density, and to then imprint a nonlinear phase while the
potential is turned off. The auxiliary potential and phase are
precisely designed such that the state produced is an excited
but stationary state, and no BJJ oscillations are found.

This work illustrates, from an analytical point of view, the
physical mechanisms involved in the production of currents in
weakly interacting Bose gases in a ring trap. It also provides a
theoretical description which allows for further exploration of
the system, including ground states as well as excited states.
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APPENDIX: SPECTRUM

The spectrum of normalized solutions is more easily
analyzed in the delta comoving frame, which is deter-
mined by Eqs. (2)–(4). The solutions of these equations are
parametrized through a density ρ and a phase β, φ(θ ) =√

ρ(θ )eiβ(θ ), and are given in analytical form in terms of
Jacobi elliptic functions (F ), ρ(θ ) = A + B F 2(k(θ − θ0), m),
and where ρ(θ )β ′(θ ) = γ is constant. In our case, we set the
Jacobi function F = dn. A, B, and θ0 depend on the frequency
k � 0 and elliptic modulus m ∈ [0, 1]. ρ(θ ) in general oscil-
lates around a finite value, has no zeros, and is smooth except
for the derivative jump due to the delta at θ = 0. In the limits
A → 0 and B → 0, these solutions become dark solitons and
plane waves, respectively. In the following we illustrate the
main features of the spectrum according to Fig. 1.

In the linear and free case, g = 0 and α = 0, the solutions
are plane waves or vortex states, with the chemical potential
quantized by periodic conditions and given by μ = n2

2 . Each
parabola in Fig. 1(d) represents the energy of each of these
states, μ = 1

2 (� + n)2, as measured by an observer moving
around the ring at constant velocity �. In the laboratory frame
each parabola represents the same solution with energy n2

2 .
When atomic interactions are finite, g �= 0, and no link is

present, α = 0, the condensate is governed by the GPE with
periodic boundary conditions, which also has as solutions
plane waves. Their energy includes the same kinetic term
as in the linear case, but also a potential term which shifts
the energy parabolas upward and downward for the repulsive
and attractive cases, μ = g

2π
+ 1

2 (� + n)2. Moreover, there
are new sets of solutions, consisting in gray solitons moving
at constant velocity �. Their energies as a function of �,
in the frame of reference of the moving solitons, are shown
in Figs. 1(a) and 1(g) as the curves crossing between the
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plane wave parabolas. The middle points of these crossing
lines, marked as black dots, correspond to dark solitons. Even
number of dark solitons move at velocities � = n, while
odd number of dark solitons travel at � = n + 1

2 , with n an
integer. These waves are always nonmoving with respect to
the condensate. As the gray solitons become shallower, their
velocities depart from � = n, n + 1

2 , until the densities be-
come completely flat and these solutions merge with the plane
waves. These sets of solutions can be understood as energy
bands in the laboratory frame. Each band consists in solutions
with a fixed number of solitons with velocities ranging from
m to � = m ± n. A more rigorous analysis of the first band of
gray solitonic solutions can be found in Ref. [49].

The energies of the gray solitons increase and decrease
with g, and this implies the appearance of new static solutions
(� = 0) as |g| grows larger [28], in particular of new ground
states for g < 0. In this article we have focused on |g| small
enough so that the ground state for attractive condensates
stays coupled to the rest of the spectrum. To illustrate how
the spectrum qualitatively depends on g, we consider two
particular cases, one for attractive condensates and one for
repulsive ones. First, as g decreases from g = 0, the lowest of
these crossing lines [blue lines in Fig. 1(g)] move downward,
until their left and right limits coincide with the bottom points
of the parabolas, at �̃1 = 0, g = −π

2 . For g < −π
2 , the ground

state as a function of � forms a continuous line uncoupled
from the rest of parabolas. In general, new uncoupled states
appear at g < − n2π

2 , with integer n > 0. Another example
is the appearance of a new second excited state as g grows
and the red solitonic line in Fig. 1(a) crosses the axis � = 0.
More precisely, at g = 3π

2 , such that the left limit coincides
with the vertical axis, 1 − �̃1 = 0, a new solution appears at
� = 0 between the first vortex state and the first dark solitonic
solution.

As a link is turned on, α > 0, the spectrum of plots (a),
(d), and (g) described above splits into a set of diagrams sep-
arated by a gap. For finite g, these diagrams have the shape of
downward (g > 0) and upward (g < 0) swallowtails. The gap
among the swallowtails grows for larger delta strengths and
nonlinearities. Each set of concatenated swallowtail diagrams
represents a set of solutions with a fixed number of solitons.
The densities of the lowest set of swallowtails have only the
downward kink created by the delta. Then, each superior set
has, apart from the dip in the density produced by the link, one
more gray soliton. The middle points of these diagrams still
represent dark solitons, each previous dark solitonic solution
at g = 0 now split into two. In the solution with higher energy,

FIG. 6. Densities for the ground state and first excited states
given a link of strength α = 1

4 and velocities and nonlinearities
g = ±1, � = 0, 0.5. Colors (shades of grey) match the ones of their
respective energies in Fig. 1, and dashed lines correspond to upper
parts of downward swallowtails, or bottom parts of upward ones. In
this figure, the delta is placed at θ = π for visualization purposes. In
the rest of the article the delta conditions are at θ = 0, 2π . All units
are dimensionless and R = M = h̄ = 1.

the dark soliton coinciding with the delta corresponds to a
derivative jump, satisfying delta conditions. The solution with
lower energy consists in a periodic and smooth wave such
that one of the zeros coincides with the position of the link.
Solutions of this type trivially satisfy delta conditions for any
α, since the derivatives and the function at the position of the
delta are zero. In Fig. 1, this means the black dots in the red
lines, the ones in the blue lines at � = n, and the ones at the
orange lines at � = n + 1

2 , have the same μ across the panels
in each row. As a sample, the densities of these pairs of dark
solitonic trains, and the ground and other excited states, are
plotted in Fig. 6 for α = 1

4 , g = −1, 1 and � = 0, 0.5.
We herewith have thoroughly described the set of soli-

tonic solutions in correspondence to Fig. 1. To sum up,
the solutions for α = 0 consist of vortex states with cur-
rent J = n, of m dark solitons moving at � = m

2 + n, and
of m gray solitons traveling at � ∈ ( m

2 + n − |�̃m − m
2 |, m

2 +
n + |�̃m − m

2 |), with integers n, m. For a rotating link, the
dragged solutions comprise trains with m + 1 gray solitons
coupling solutions with m and m + 1 dark solitons moving at
� = m

2 + n and � = m
2 + n + 1

2 , respectively, and limited by
critical velocities �c.
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