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A B S T R A C T

In this work we introduce a finite-volume numerical scheme for solving stochas-
tic gradient flow equations. Such equations are of crucial importance within
the framework of fluctuating hydrodynamics and dynamic density functional
theory. Our proposed scheme deals with general free-energy functionals, in-
cluding, for instance, external fields or interaction potentials. This allows us
to simulate a range of physical phenomena where thermal fluctuations play a
crucial role, such as nucleation and further energy-barrier crossing transitions.
A positivity-preserving algorithm for the density is derived based on a hybrid
space discretization of the deterministic and the stochastic terms and different
implicit and explicit time integrators. We show through numerous applications
that not only our scheme is able to accurately reproduce the statistical prop-
erties (structure factor and correlations) of the physical system, but, because
of the multiplicative noise, it allows us to simulate energy barrier crossing
dynamics, which cannot be captured by mean field approaches.

© 2020 Elsevier Inc. All rights reserved.

1. Introduction

The dynamics of fluids has shown to be a complex subject of study, among other things due to the variety of
time scales involved. This is why the time evolution of such fluids is commonly studied via numerical simulations,
either at molecular scale, by using molecular dynamics (MD) or Monte Carlo (MC) simulation; or at macro scale,
by utilising deterministic models based on the conservation of fundamental quantities, namely mass, momentum and
energy. While atomistic simulations take into account thermal fluctuations, they come with an important drawback,
the enormous computational cost of having to resolve at least three degrees of freedom per particle. Despite drastic
improvements in computational power over the last few decades, atomistic simulations are only applicable for small
fluid volumes. There are also other challenges with such techniques, e.g. the use of a proper thermostat when run-
ning non-equilibrium simulations at constant temperature [1]. On the contrary, the convenience of partial differential
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equations (PDEs), such as continuity and Navier-Stokes, is enormous as they are amenable to both analytical and
numerical scrutiny, with numerical simulations being less computationally expensive than MD-MC. However, contin-
uous models based upon PDEs cannot account for the stochastic nature observed in real systems. Fortunately, there is
still an approach which lives at the crossroad of mesoscale, namely fluctuating hydrodynamics (FH). Firstly proposed
by Landau and Lifshitz [2], FH is formulated in terms of stochastic PDEs which aim at extending Navier-Stokes equa-
tions to include thermal fluctuations. FH can then be used to simulate systems undergoing energy-barrier crossing
transitions, such as nucleation, which are impossible to describe within the mean field approximation.

The first phenomenological description of FH is due to Landau and Lifshitz [2], who included additive stochastic
flux terms in the Navier-Stokes equations – we shall refer to these equations as the Landau-Lifshitz-Navier-Stokes
(LLNS) equations. A remarkable effort has been made ever since trying to connect FH with MD from first princi-
ples [3, 4, 5, 6, 7, 8, 9]. Some of the most widely known attempts to formalise such a connection are the works of
Dean [7] and Kawasaki [6]. Theirs provide a formal derivation of the stochastic time-evolution equation for the ”den-
sity” field of a system of Brownian particles. Nevertheless, their derivation ends up with a time-evolution equation
for the microscopic density field, which is nothing but a re-writing of the Brownian equations by using Itô’s lemma.
For this reason, the Dean-Kawasaki equation has been actively criticised and just seen as a toy model not representing
a proper proof of the overdamped FH equation. However, this model cannot be employed to describe macroscopic
quantities, such as density and momentum fields which are obtained by ensemble averaging the corresponding mi-
croscopic quantities [10], and thus remains disconnected from the original Landau-Lifshitz theory. And it is this
disconnection that has led to the misconception that the so-called “Dean-Kawasaki” model describes the evolution of
macroscopic observables.

In a recent work [11], a bottom-up derivation of the fluctuating hydrodynamics for a system of Brownian parti-
cles has been posed. It provided a new formulation from first principle of the governing equations for macroscopic
observables in the framework of classical dynamic density functional theory (DDFT). It is worth mentioning that the
field of DDFT has gained a lot of traction since the first phenomenological derivations proposed in [12, 13]. Several
rigorous derivations have been put forward including effects such as inertia, hydrodynamic interactions and orienta-
tion of particles. These derivations have been proposed both for the overdamped and inertial regimes, and we refer
the reader to [14, 15, 16, 17, 18] for more details about those derivations.

The formulation proposed in [11] allows for a rigorous and systematic derivation of FH but also fluctuating
DDFT (FDDFT) which includes the effects of thermal fluctuations on the mean-field DDFT. In that work, it is also
shown how the classical DDFT is the most-likely realisation of FDDFT, thus providing closure to a long standing
debate in the classical DFT community about the inclusion of fluctuations in DFT. Also, the derivation by Durán-
Olivencia et al. [11] stays in tune with the original intuitive treatment of Landau and Lifshitz and at the same
time alleviates the misconceptions with the Dean-Kawasaki model. As a remark, it should be noticed that LLNS
equations describe a full system of particles, while FDDFT governs the time-evolution of density and momentum
fields of subcomponents of a system, e.g. of colloidal particles in a bath. Because of the momentum exchange
between colloidal and bath particles, the total momentum in FDDFT for colloidal particles is not conserved, being
affected by thermal fluctuations and friction exerted by the bath. Let us note here that both classical DFT and DDFT,
embedded with either exact or approximated models for the density-dependent Helmholtz free energy functional [19],
has already shown its enhanced capabilities in the study of complex system at the nano- and microscale [20, 14, 21].
Recent advances in classical DFT have extended its applicability to a wide spectrum of applications from nucleation
of colloids and macro-molecules [22, 23, 24] to fluids in confined geometries [25, 26, 27] and wetting phenomena
[28, 29, 30]. But also highly non-uniform systems such as dense liquid droplets and solid clusters [31].

The FDDFT framework in Ref. [11] derived for the general case of arbitrarily shaped and thermalized particles
consists of two stochastic PDEs for the number density ρ (known also as particles state probability function) and
velocity v fields:

∂tρ(r, t) + ∇r · (ρ(r, t)v(r, t)) = 0, (1)

∂t (mρ(r, t)v(r, t)) + ∇r · (mρ(r, t)v(r, t) ⊗ v(r, t)) + ρ(r, t)∇r
δE[ρ]
δρ(r, t)

+ mγρ(r, t)v(r, t) +
√

kBTmγρ(r, t)W(r, t) = 0,

(2)

where m is the mass of the particles, E[ρ] is the density-dependent free-energy functional, γ is a friction parameter
describing the interactions between the particles and the bath, kB is the Boltzmann constant, T is the temperature and
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W is a vector of Gaussian stochastic processes delta-correlated in space and time, i.e.

〈W(r, t)〉 =0, (3)
〈W(r, t),W(r′, t′)〉 =2δ(t − t′)δ(r − r′). (4)

In the strong damping limit (m−1γ → ∞), the high friction between the particles and the bath causes the characteristic
time scale of the momentum dynamics to be much shorter than the density one [15, 11]. Thus, as a first approximation,
the contributions of the terms ∇r · (mρv ⊗ v) and ∂t (mρv) can be neglected. As a result, one obtains the stochastic
time-evolution equation for the density field, referred to as overdamped FDDFT [11, 32]:

∂tρ(r, t) = ∇r ·

(
(mγ)−1 ρ(r, t)∇r

δE[ρ]
δρ(r, t)

)
+ ∇r ·

(√
kBT (mγ)−1 ρ(r, t)W(r, t)

)
. (5)

Equation (5) may be seen as a stochastic version of the gradient flow equation previously studied, for instance, in
Refs [33, 34]. As we later discuss in further detail, Eq. (5) reduces to the stochastic diffusion equation [35] when
considering a system of non-interacting particles (ideal gas), whose free energy would be E[ρ] =

∫
ρ
(
log ρ − 1

)
dr.

However, the presence of a more general functional E[ρ] allows in principle to introduce non-linear diffusion, external
force fields and interparticle interactions. It is also worth mentioning that Eq. (5) is not well-posed due to the high
irregularity originated in the stochastic fluxes and the multiplicity of the noise. This difficulty is typically overcome
by introducing some sort of regularization, such as a finite-volume interpretation as employed here and in previous
works [36]. One also needs to be careful about the cell size choice and possible nonphysical effects such as negative
densities, which may arise from the Gaussian processes. In Sect. 3 we propose a finite-volume interpretation of Eq. (5)
which correctly overcomes these issues.

Previous numerical methodologies for FH have been focused on the LLNS equations for the density and momen-
tum, and the energy equation for the temperature if the systems are non-isothermal. In comparison, the overdamped
FDDFT allows us to obtain the density field solving a single equation with stochastic fluxes for isothermal systems.
One of the first works on this regard is by Garcia et al. [37], where a simple finite-difference scheme to treat the numer-
ical fluxes of the SPDE is constructed. Further works by Bell et al. [38, 39] provide an explicit Eulerian discretization
of the LLNS equations combined with a third-order Runge-Kutta method with the objective of adequately reproduc-
ing the fluctuations in density, energy and momentum. Donev and co-workers [36] exploited the structure factor
(equilibrium fluctuation spectrum) to construct finite-volume schemes to solve the LLNS which then allows one to
study the accuracy for a given discretization at long wavelengths. They also proposed a Petrov-Galerkin finite-element
discretization of non-linear stochastic diffusion equations embedded with prototypical free energy functionals, such
as the Ginzburg-Landau free energy [40]. However, in order to obtain analytical forms of the structure factors used
to assess the performance of the scheme, the study focused on systems at equilibrium (i.e. without density discon-
tinuities), at supercritical temperatures (to avoid phase transition phenomena), and without any external potential.
Similarly, methods to solve FH via staggered grids have been constructed [41]. Other works have proposed numer-
ical schemes based on temporal integrators that are implicit-explicit predictor-corrector [42] or two-level leapfrog
[43]. Additionally, hybrid schemes have been developed to couple LLNS with MD [44, 45, 46] or with MC [47, 48]
simulations of complex fluid systems. Moreover, the LLNS have also been solved to tackle reactive multi-species
fluid mixtures [49]. Further works have developed numerical schemes for particular applications of the overdamped
FDDFT in Eq. (5). Specifically, Refs [35, 50] developed numerical methods for reaction-diffusion equations obtained
by adding appropriate reaction terms to Eq. (5) equipped with the ideal-gas free-energy functional.

The works just mentioned have contributed to a better understanding of the effects of thermal fluctuations in
complex fluid systems. Nevertheless, an efficient and systematic numerical methodology to solve Eq. (5) equipped
with a general free-energy functional has not yet been developed. Such a methodology would allow for the simulation
and scrutiny of a wide range of non-equilibrium phenomena which can be studied within the framework of FDDFT.
Relevant examples of these physical phenomena include dynamic evolution of confined systems and energy-barrier
crossing transitions, such as nucleation.

In this work we introduce a finite-volume method to solve general stochastic gradient flow equations with the
structure of Eq. (5) for FDDFT. The main advantages of finite-volume schemes are the conservation of the total
mass of the system and the flexibility to simulate complex geometries. The main contributions of this work can be
summarized as follows:
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• providing a space discretization scheme able to deal with fluctuations at discontinuous density profiles. We
discretize the deterministic fluxes based on a hybrid approach which takes advantage of both central and upwind
schemes.

• overcoming the commonplace challenge of preserving non-negative densities in the presence of noise, a Brow-
nian bridge technique is adopted. Despite previous approaches employing artificial limiters [35], our technique
ensures density positivity without altering the Gaussian distribution of the stochastic field.

• developing a methodology to simulate a family of free-energy functionals, modelling different physical sys-
tems. First, we study temporal and spatial correlations, and structure factor of ideal gas at equilibrium, com-
paring the results of our finite-volume solver with both MD and theoretical results. Then, we examine the
out-of-equilibrium evolution of an ideal gas in a double-well external potential. Subsequently, we simulate
homogeneous nucleation kinetics of a fluid consisting of particles interacting through a Lennard-Jones (LJ)-
like potential. Providing initial uniform densities corresponding to metastable vapour conditions, we study the
phase-transition of the system and compare the results with the mean-field phase diagram.

• implementing and testing families of implicit-explicit Euler and Milsten time integrators, together with a weak
second-order Runge-Kutta scheme.

• getting insights into the free energy decay for stochastic gradient flow equations (see for instance Figs 8(d) and
10(b)). The decay of free energy is an important feature of deterministic gradient flow equations. However, in
stochastic gradient flow equations, the free energy decay is guaranteed only in the weak noise limit as discussed
at page 4, Eqs (8)-(9).

In Sect. 2, we present the model equation to simulate and outline its main properties. In Sect. 3, we discuss the
numerical methodology of our finite-volume scheme, including flux discretization, time integrators, adaptive time
step to preserve density positivity and boundary conditions. Several applications to illustrate the validity of our
methodology are presented in Sects 4. Finally, a summary and conclusions are offered in Sect. 5.

2. Governing equations and related properties

Our starting point is the following general SPDE based on the overdamped FDDFT in Eq. (5) with γ = 1 and
m = 1, ∂tρ(r; t) = ∇r ·

[
ρ(r; t)∇r

δE[ρ]
δρ(r; t)

]
+ ∇r ·

[ √
ρ(r; t)/βW(r; t)

]
r ∈ Rd, t > 0,

ρ(r; 0) = ρ0(r),
(6)

where E[ρ] denotes the free energy of the system given by

E[ρ] =

∫
Rd

f (ρ)dr +

∫
Rd

V(r)ρ dr +
1
2

∫
Rd

g (K(r) ∗ ρ(r)) ρ(r) dr, (7)

with f (ρ) describing the dependency of the free energy E[ρ] on the local density field ρ, V(r) accounting for the
effects of external potentials, g denoting a function depending on the convolution of ρ(r) with the symmetric kernel
K(r) accounting for the interparticle potential. For simplicity, we introduce the constant β, defined as β = (kBT )−1.

The mean-field limit of Eq. (6) in which no stochastic flux is present has received a great deal of attention in the
context of gradient flows. As discussed in Ref. [11], in the weak noise limit, the most-likely path followed by the
system minimizes the Lagrangian defined as L = ‖∂tρ−∇r ·

(
ρ(r; t)∇r

δE[ρ]
δρ

)
‖(σσ∗)−1 , where σ is the operator acting on

the noiseW(r; t). Thus, the most-likely solution 〈ρ〉(r; t) satisfies

∂t〈ρ〉(r; t) = ∇r ·

(
〈ρ〉∇r

δE[〈ρ〉]
δ〈ρ〉

)
. (8)

Equation (8) is a generalized diffusion equation, which results in the heat equation if an ideal gas free energy is
selected. It has been widely employed not only in the framework of DDFT [14, 15, 25], but also to model thin



/ Journal of Computational Physics (2020) 5

liquid films stochastic dynamics[51]. It has the structure of a gradient flows in the Wasserstein metric [52, 53]
with applications in a variety of contexts such as granular media [34], materials science and biological swarming
[34, 54, 55]. The fundamental property of Eq. (8) is that the free energy (7) is minimized following the decay rate
[34, 56, 57]

d
dt
E[〈ρ〉] = −

∫
Rd
〈ρ〉

∣∣∣∣∣δE[〈ρ〉]
δ〈ρ〉

∣∣∣∣∣2 dr, (9)

where the variation of the free energy E[ρ] with respect to the density ρ in the case of (7) satisfies

δE[ρ]
δρ

= f ′(ρ) + V(r) + K ∗ (g′(K ∗ ρ)ρ) + g(K ∗ ρ). (10)

The decay rate in Eq. 9 is not satisfied by the stochastic gradient flow in Eq. (6), where punctual increases in the free
energy during the dynamical evolution can take place. Precisely, these jumps allow the system to overcome energy
barriers leading to phenomena such as phase transitions.

2.1. Structure factor
The structure factor is a quantity of interest in many fields, including FH [36] as noted earlier and capillary

wave theory [58, 59]. As shown in previous works [36, 35], the structure factor represents an important measure of
the stochastic properties of the system and it can be experimentally accessible. It is valuable not only to study the
stability of the numerical integrator, but also to compare different schemes, as it will be shown in Sect.3. Here we
derive an expression of the structure factor from the linearized FDDFT. If we consider a periodic domain of volume
V , the spatial Fourier transform of the density is given by

ρ̂λ =
1
V

∫
V
ρ(r, t)e−iλ·rdr. (11)

The structure factor is defined as the variance of the Fourier transform of the density fluctuations,

S (λ) = V〈δρ̂λδρ̂∗λ〉, (12)

where δρ̂λ = ρ̂λ − 〈ρ̂λ〉, and ρ̂∗λ denotes the complex conjugate of ρ̂λ.
For uniform systems, Eq. (6) can be formally linearized around its most-likely solution 〈ρ〉 by means of the central

limit theorem, giving

∂tρ(r; t) = ∇r ·

(
ρ(r; t)∇r

δE[ρ]
δρ

)
+

√
〈ρ〉/β∇r ·W(r; t). (13)

Taking the Fourier transform of the difference between Eq. (13) and Eq. (8), one obtains

∂t δρ̂(λ) = iλ ·
{
T

(
ρ(r; t)∇r

δE[ρ]
δρ

)
− T

(
〈ρ〉∇r

δE[〈ρ〉]
δ〈ρ〉

)}
+ iλ ·

√
〈ρ〉/βŴ(λ). (14)

where T denotes the Fourier transform. If the free energy functional terms in the Fourier space can be expanded at
first order around their mean value as

T

(
ρ(r; t)∇r

δE[ρ]
δρ

)
∼ T

(
〈ρ〉∇r

δE[〈ρ〉]
δ〈ρ〉

)
+
∂T

[
ρ(r; t)∇r

δE[ρ]
δρ

]
∂ρ̂λ

δρ̂λ + O(δρ̂λ), (15)

then Eq. 14 yields

∂t δρ̂λ = iλ ·
∂T

[
ρ(r; t)∇r

δE[ρ]
δρ

]
∂ρ̂λ

δρ̂λ + iλ ·
√
〈ρ〉/βŴ(λ). (16)

Since the above equation has the form of an Ornstein-Uhlenbeck process, the structure factor can be computed as its
variance:

S (λ) =
2
(
iλ

√
〈ρ〉/β

)2

2iλ
∂T

[
ρ(r;t)∇r

δE[ρ]
δρ

]
∂ρ̂λ

=
iλ〈ρ〉/β

∂T
[
ρ(r;t)∇r

δE[ρ]
δρ

]
∂ρ̂λ

(17)
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For example, in the case of an ideal gas without external potential, δE[ρ]
δρ

= log ρ, the structure factor is given by the
well-known expression [35]:

S (λ) =
iλ〈ρ〉/β

∂T [ρ(r;t)∇r log ρ(r,t)]
∂ρ̂λ

=
iλ〈ρ〉/β

∂T [∇rρ(r,t)]
∂ρ̂λ

=
iλ〈ρ〉/β
∂[iλρ̂]
∂ρ̂(λ)

= 〈ρ〉/β. (18)

3. Numerical methods

The one-dimensional version of Eq. (6) can be written as

∂tρ = ∂xFd(ρ) + ∂xFs(ρ,W), (19)

where Fd and Fs denote the deterministic and stochastic fluxes, respectively,

Fd = ρ∂x
δE[ρ]
δρ

, Fs =
√
ρ/βW. (20)

The finite-volume formulation of Eq. (19) is obtained by dividing the domain into grid cells C j = [x j− 1
2
, x j+ 1

2
], each

one assumed to have the same length ∆x = x j+1/2 − x j−1/2, and then approximating in each of them the cell average of
ρ defined as

ρ j(t) =
1

∆x

∫ x j+1/2

x j−1/2

ρ(x, t)dx. (21)

Subsequently, one has to integrate (19) spatially over each cell and apply the Gauss divergence theorem, leading
eventually to the semi-discrete equation for the temporal evolution of the cell average density,

dρ j

dt
=

Fd, j+1/2 − Fd, j−1/2

∆x
+

Fs, j+1/2 − Fs, j−1/2

∆x
, (22)

where Fd, j+1/2 and Fs, j+1/2 denote the deterministic and stochastic fluxes (20) evaluated at the boundary x j+1/2. The
separation of the physical flux into deterministic and stochastic parts has been effectively applied in previous stud-
ies [38, 36], noting though that some studies do consider a unique flux combining the deterministic and stochastic
terms [60]. Here we treat them separately. In the following subsections, we proceed to develop in detail the method-
ology of our finite-volume scheme.

3.1. Deterministic flux
The deterministic flux is evaluated by employing a hybrid method, which adopts a central or upwind approxima-

tion depending on the relative local total variation of the density. This is a classical technique in deterministic fluid
dynamics to construct high-resolution and oscillation-free schemes [61]. On the one hand, central high-order and
non-diffusive schemes are applied wherever no sharp gradients of the density are found. On the other hand, a diffusive
upwind scheme is employed in those regions of the domain with density gradients, in order to prevent the spurious
oscillations from central high-order schemes.

Previous works in the field of FH [38, 36, 35] approximate the deterministic flux with a simple second-order central
difference approach, even though high-order differences are also proposed but not implemented [36]. Our motivation
to propose a hybrid approach is precisely aimed to avoid possible spurious oscillations. The previous literature is
mainly focused on FH with f ′(ρ) = log ρ in Eq. (10), resulting in a deterministic flux of the form ∂xFd(ρ) = ∂xxρ.
The treatment of this Laplacian with a central approximation works well for the cases presented in the literature, but
as it is shown later in Fig. 1, it can cause spurious oscillations for some solutions.

In the case of Eq. (19), the stochastic flux leads to non-smooth density. Because of this the proposed hybrid
scheme compares the local gradient in the density with the neighbouring gradients. When the local gradient is large in
comparison, an upwind approximation is chosen. If not, the central approximation prevails. As a result, our proposed
hybrid scheme for the deterministic flux satisfies

Fd, j+1/2 =
(
1 − φ(r j+1/2)

)
Fc

d, j+1/2 + φ(r j+1/2)Fu
d, j+1/2, (23)
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where φ(r j+1/2) is a flux limiter with a threshold parameter k, defined as

φ(r j+1/2) =

0, if r j+1/2 ≤ k,
1, if r j+1/2 > k,

and r j+1/2 is a quotient measuring the relative local variation of the density,

r j+1/2 =

∣∣∣ρ j+1 − ρ j

∣∣∣∑w
l=−w |ρl+1 − ρl|

, (24)

with w indicating the number of neighbouring cell used to compute the total variation. A value w = 5 is employed in
the numerical experiments of this work, since it gives a good compromise between conservation of local information
and effects of the fluctuations.

The threshold parameter k plays a key role and has to be carefully selected. When k is small, the diffusive
upwind scheme is chosen more frequently, leading to diffusive behaviour which affects the structure factor and the
correlations. On the contrary, when k is large, the central scheme will be predominant, and spurious oscillations may
be created. Fig. 1 provides a numerical example to choose an adequate value for k.

Firstly, Figs 1(a-b) are obtained by simulating (19) with a free energy satisfying δE/δρ = log ρ + 0.1x. The
initial density profile has two discontinuities as shown in Fig. 1 (a). Under these conditions, the numerical solution
evolves as a diffusive travelling wave, but the two discontinuities in the initial density trigger spurious oscillations.
The oscillations diminish by reducing k (for k = 0, which corresponds to only upwind flux, the diffusion eliminates
the oscillations). However, a low value of k critically dampens the variance, due to the diffusive nature of the upwind
flux, as it is noticed from Fig. 1 (b).

Secondly, Fig. 1 (c) is obtained from simulating (19) with a free energy satisfying δE/δρ = log ρ and starting from
an equilibrium density profile. For this case, the theoretical value of the structure factor is known and is given by
(18), meaning that the dampening behaviour of the upwind scheme could be directly evaluated from Fig. 1 (c). It is
possible to notice again how the upwind scheme dampens the statistical properties of the system due to the numerical
diffusion. As a result, an intermediate value of k needs to be taken in order to find a balance between both numerical
flaws. The compromising value is chosen to be k = 3.

(a)

0 500 1000 1500 2000
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0.0

0.5

1.0

〈ρ
〉

IC

CA (k =∞)

UW (k = 0)
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k = 4

(b)
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Fig. 1: (a) Mean density and (b) standard deviation for a moving and diffusing initial step function evolving under (19), with δE/δρ = log ρ + u0 x
with u0 = 0.1. For clarity, the structure factor for a uniform system is also reported in (c). IC: initial condition, CA: central approximation (k = ∞),
UW: upwind approximation (k = 0). Further values of k are depicted to evaluate the spurious oscillations in the density and the artificial fluctuation
dampening in case of both inhomogeneous (a-b) and homogeneous (c) systems. In what follows, we adopt a scheme with k = 3, since it gives the
compromise between accuracy in sharp density profile and fluctuations amplitude. The stochastic term is discretized according to Eq. (37).

After selecting the adequate value of k, we proceed to the detailed construction of the central and upwind deter-
ministic fluxes in (23):

a) Upwind approximation of the deterministic flux: it is constructed as proposed in [62], where a first- and second-
order finite-volume method for nonlinear equations with gradient flow structure is constructed. The equations
treated in [62] have the form (19) without the white noise W. The authors propose to firstly reconstruct the
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density profile in each cell C j as a constant profile for the first-order scheme, or as a linear profile for the
second-order scheme,

ρ̃ j(x) =

ρ j, x ∈ C j, for the first-order scheme,
ρ j + (ρx) j (x − x j), x ∈ C j, for the second-order scheme,

(25)

so that the east and the west density values ρE
j and ρW

j at the cell interfaces x j+ 1
2

and x j− 1
3
, respectively, are

approximated as

ρE
j = ρ j +

∆x
2

(ρx) j ,

ρW
j = ρ j −

∆x
2

(ρx) j .

(26)

The numerical derivatives (ρx) j at every cell C j are computed by means of an adaptive procedure which ensures
that the point values (26) are second-order and non-negative. This procedure initially takes centred approxima-
tions of the form (ρx) j =

(
ρ j+1 − ρ j−1

)
/(2∆x). If it then happens that ρE

j < 0 or ρW
j < 0, the scheme employs a

minmod limiter which ensures that the reconstructed values are non-negative as far as the cell averages ρ j are
non-negative,

(ρx) j = minmod
(
θ
ρ j+1 − ρ j

∆x
,
ρ j+1 − ρ j−1

2∆x
, θ
ρ j − ρ j−1

∆x

)
, (27)

where

minmod (z1, z2, . . .) =


min (z1, z2, . . .) , if zi > 0 ∀i,
max (z1, z2, . . .) , if zi < 0 ∀i,
0, otherwise.

The parameter θ controls the numerical viscosity and it is taken to be θ = 2, as in Ref. [62].

After completing the density reconstruction, the deterministic flux Fu
d, j+1/2 is evaluated with an upwind scheme

as

Fu
d, j+1/2 = u+

j+1/2 ρ
E
j + u−j+1/2 ρ

W
j+1, (28)

where u j+1/2 are discrete values computed from the central difference

u j+1/2 = −

(
δE

δρ

)
j+1
−

(
δE

δρ

)
j

∆x
. (29)

The upwind formulation of the deterministic flux (28) is then accomplished by taking

u+
j+1/2 = max

(
u j+1/2, 0

)
and u−j+1/2 = min

(
u j+1/2, 0

)
. (30)

Finally, the discrete variation of the free energy with respect to the density
(
δE

δρ

)
j
is computed from (10), in the

case g(s) = s, as (
δE

δρ

)
j
= ∆x

∑
i

K(x j − xi)ρi + F(ρ j) + V(x j). (31)

For general nonlinearities g(s) a similar treatment is performed.

b) Central approximation for the deterministic flux: this is the main strategy to treat the FH deterministic flux in
the literature [38, 36, 35]. In our case, given the generality of the free energy in (7), we propose to evaluate the
central deterministic flux as

Fc
d, j+1/2 = u j+1/2 ρ j+1/2, (32)
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where u j+1/2 is computed as in (29), with the discrete variation of the free energy satisfying (31), and ρ j+1/2 is
taken as the averaged from the adjacent cells,

ρ j+1/2 =
ρ j + ρ j+1

2
. (33)

The classical hybrid schemes employ a high-order approximation for the central approximation of the deter-
ministic flux. For this work, however, we just consider the low-order differences (29) and (33), given that the
presence of the stochastic flux limits the spatial order of accuracy. Previous works in the literature also propose
this low-order central differences [38, 36, 35].

3.2. Stochastic flux
The evaluation of the stochastic flux (20) must be done carefully since the divergence of the white noise W

cannot be evaluated pointwise in time and space. This problem is typically overcome by evaluating the noise in the
cell by means of a spatiotemporal average, following the work in [36] and subsequently employed by Donev and
collaborators in [63, 49, 35] ,

W j =
1

∆x∆t

∫ t+∆t

t

∫ x j+ 1
2

x j− 1
2

W(x, t)dx dt, (34)

which, by definition of the white noise, is equal to a normal distribution with zero mean and variance (∆x∆t)−1, so
that

W j = N(0, 1)/
√

∆x∆t. (35)

Several approximations for the stochastic flux have been put forward in the literature [38, 35]. They rely on computing
the stochastic flux directly at the interfaces using a random number generator, and we refer the reader to [36] for more
details about this approach. In this work, however, we aim to employ the spatiotemporal cell average in Eq. (34) to
compute the stochastic fluxes at the interfaces. We are inspired by the literature on numerical methods for hyperbolic
problems where it is common to evaluate fluxes in a central or upwind fashion. Of course, here we are not aiming to
achieve a higher accuracy at the interface, given that the cell averages are sampled from a distribution. Here we test
the following four different approximations for the stochastic flux, which are compared in Sect. 4:

(a) Forward approximation of the form

Fs, j+1/2 =

(√
ρ

β
W

)
j+1/2

=

√
ρ j

β
W j. (36)

(b) Linear approximation of the form

Fs, j+1/2 =

(√
ρ

β
W

)
j+1/2

=

√
ρ j+1/2

β
W j+1/2, (37)

where

ρ j+1/2 =
ρ j + ρ j+1

2
, W j+1/2 =

W j +W j+1

2
. (38)

(c) Parabolic approximation of the form

Fs, j+1/2 =

(√
ρ

β
W

)
j+1/2

=

√
ρ j+1/2

β
W j+1/2, (39)

where
ρ j+1/2 = α1

(
ρ j−1 + ρ j+2

)
+ α2

(
ρ j + ρ j+1

)
,

W j+1/2 = α1

(
W j−1 +W j+2

)
+ α2

(
W j +W j+1

)
,

α1 = (1 −
√

3)/4, α2 = (1 +
√

3)/4.

(40)

The coefficients α1 and α2 are selected as in [38], with the objective of preserving both the average and the
variance in each time step.
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(d) Upwind approximation, whereW j is taken as the stochastic velocity, so that a similar expression to the deter-
ministic flux in (28) is taken,

Fs, j+1/2 =

(√
ρ

β
W

)
j+1/2

=

√
ρE

j

β
W+

j+1/2 +

√
ρW

j+1

β
W−

j+1/2, (41)

where

W+
j+1/2 = max

(
W j+1/2, 0

)
, W−

j+1/2 = min
(
W j+1/2, 0

)
, (42)

andW j+1/2 = (W j+W j+1)/2. The east and west density values ρE
j and ρW

j are computed as in the deterministic
flux, either with a first- or second-order reconstruction (26).

3.3. Stochastic time integrators
The derivation of the temporal integrators to advance in time the semidiscrete equation (22) is accomplished by

the equation

dρ(t) = µ(ρ(t)) dt + σ(ρ(t))W dt, (43)

where the vectors ρ(t) and W contain the cell averages defined in (21) and (34), respectively, so that ρ(t) =

(ρ1(t), ρ2(t), . . . , ρn(t)) and W(t) = (W1(t),W2(t), . . . ,Wn(t)). The vector µ(ρ(t)) and the matrix σ(ρ(t)) depend
on the density cell averages ρ(t) and their structures vary depending on the choice of the deterministic and stochastic
fluxes, respectively.

From Eq. (43) one can employ Itô’s lemma to approximate the two functions µ(ρ(t)) and σ(ρ(t)). After integrating
in time then one obtains the Taylor expansion of the stochastic process. Truncating this expansion with an error
O(∆t1/2) and integrating between t and t+∆t, one can derive the following family of implicit-explicit Euler-Maruyama
integrators [64], whose component-wise form satisfies

ρ j(t + ∆t) = ρ j(t) +
[
(1 − θ) µ j(ρ(t)) + θ µ j(ρ(t + ∆t))

]
∆t +

n∑
k=1

σ jk(ρ(t))Wk(t)∆t. (44)

The parameter θ allows us to have an explicit (θ = 0), implicit (θ = 1) or semi-implicit (θ = 0.5) temporal integrator.
Euler-Maruyama is the highest order integrator for which no multiple stochastic integrals have to be computed, but it
has only 0.5 strong order of convergence.

Keeping in the expansion all the terms up toO(∆t), one obtains a derivative-free family of implicit-explicit Milstein
integrators with strong order 1.0 and weak order 0.5 [64]. The component-wise version of this scheme is

ρ j(t + ∆t) =ρ j(t) +
[
(1 − θ) µ j(ρ(t)) + θ µ j(ρ(t + ∆t))

]
∆t +

n∑
k=1

σ jk(ρ(t))Wk(t)∆t

+
1
√

∆t

n∑
l,m=1

[
σ jm(Υl(t)) − σ jl(ρ(t))

]
Il,m(t),

(45)

where the l-th row of the matrix Υ is defined as

Υl(t) = ρ(t) + µ(ρ(t))∆t + σl(ρ(t))
√

∆t, (46)

and multiple stochastic integrals Il,m(t) =
∫ t+∆t

t Wl Wmdt, whereWl andWm are two white noises. These integrals
do not have a simple analytical solutions, thus are approximated as function of the white noise cells average in Eq. (34)
as [65]:

Il,m(t) =


1
2

[(
W

l
)2
− 1

]
∆t if l = m,

∆t
2 W

l
W

m
+

√
kp∆t(ϕlW

m
− ϕmW

l
) +

∑p
r=1

1
2πr

[
ζlr(
√

2 W
m √

∆t + ηm) − ζmr(
√

2 W
l √

∆t + ηl)
]

otherwise,

(47)
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where ϕl, ζlr and ηm are pairwise independent variables with distribution N(0,∆t) and kp is given by

kp =
1

12
−

1
2π2

p∑
1

1
r2 . (48)

The value p determines the accuracy of the multiple stochastic integral approximation, and then of the scheme. A
value of p = k/∆t for some constant k is enough to preserve the accuracy of the scheme [64].

Stochastic time integration schemes of higher strong order have also been proposed in the literature [64]. However,
these schemes are very computationally expensive due to the presence of high-order multiple stochastic integrals to
be solved. Moreover, in many physical applications, the convergence in probability, also called weak convergence, is
more relevant than the strong convergence. For this reason, as last time integration scheme we will study the following
explicit weak order 2.0 Runge-Kutta scheme:

ρ̃ j(t + ∆t) = ρ j(t) +
1
2

[
µ j(Υ(t)) + µ j(ρ(t))

]
∆t + Φ(t),

ρ j(t + ∆t) = ρ j(t) +
1
2

[
µ j(ρ̃(t + ∆t)) + µ j(ρ(t))

]
∆t + Φ(t),

(49)

where the vector Φ(t) has components:

Φ j(t) =
1
4

n∑
l=1

[
σl j(Λl+(t)) + σl j(Λl−(t)) + 2σl j(ρ(t))

]
W

l
(t)
√

∆t

+
1
4

n∑
l=1

n∑
r=1,r,l

[
σl j(Ξr+(t)) + σl j(Λr−(t)) − 2σl j(ρ(t))

]
W

l
(t)

+
1
4

n∑
l=1

[
σl j(Λl+(t)) − σl j(Λl−(t))

] [(
W

l
(t)

)2
− 1

]
√

∆t

+
1
4

n∑
l=1

n∑
r=1,r,l

[
σl j(Ξr+(t)) − σl j(Ξr−(t))

] [
W

l
(t)W

r
(t) + Vr, j

] √
∆t,

(50)

and the supporting values:

Υ = ρ(t) + µ(ρ(t))∆t +

n∑
j=1

σ j(ρ(t))∆W j(t), (51)

Λl± = ρ(t) + µ(ρ(t))∆t ± σl(ρ(t))
√

∆t, (52)

Ξl± = ρ(t) ± σl(ρ(t))
√

∆t. (53)

The random matrix V is defined as:

Vr, j(t) =


±1 with p = 1

2 if r < j,
−1 if r = j,
−V j,r(t) if r > j,

(54)

where p indicates the probability. It has to be emphasised that such a scheme does not involve the computation of
multiple stochastic integrals, thus its strong order of convergence is expected to be at maximum 1.0.

3.3.1. Weak and strong order of convergence for temporal integrators
The order of convergence can be measured in the strong and weak sense, for which the strong and weak errors are

respectively defined for a particular time τ and a group of trajectories Γ = {γ1, γ2, . . . , γm} as

εs =
〈∣∣∣ργ(τ) − ργexact(τ)

∣∣∣〉
γ ∈Γ

and εw =
∣∣∣∣〈ργ(τ)

〉
γ ∈Γ −

〈
ργexact(τ)

〉
γ ∈Γ

∣∣∣∣ , (55)
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where ργ(τ) refers to the numerical density cell averages at time τ following trajectory γ, ργexact(τ) denotes the exact
or reference solution which is considered to be the true solution of the stochastic equation, the ensemble average 〈·〉
is taken over the trajectories γ ∈ Γ, and the norm |·| can be evaluated as an L1-norm.

In Fig. 2 we evaluate the strong and weak errors for the described stochastic integrators. They are obtained
by simulating equation (43) in the simplified case of geometric Brownian motion, for which µ(ρ(t)) = −ρ(t) and
σ(ρ(t)) = 0.5ρ(t), thus eliminating the spatial derivatives. As a result, the temporal evolution of the density for a cell
j, which is independent from the rest of cells, follows

dρ j(t) = −ρ jdt + 0.5ρ jW jdt, (56)

with the cell averaged white noise W j defined as in (34). For the simulation we selected ρ j(0) = 1. Geometric
Brownian motion is useful to compute the strong and weak errors since the exact solution in analytically known [66].

The results in Fig. 2 (a) and (b) depict the strong and weak order of convergence for the temporal integrators.
Concerning the former, as expected the Euler-Maruyama presents an order of 0.5, while Milstein an order of 1.0.
Runge-Kutta is expected to have a strong order of at least 0.5, and in the plot it approaches a value of 1.0.

With respect to the weak order, the whole families of Euler-Maruyama and Milstein solvers are expected to have
an order of 1.0, while the Runge-Kutta an order of 2.0. Such theoretical predictions are respected for all schemes,
with the exception of the semi-implicit methods which outperforms, giving an order between 1.0 and 2.0.

On Fig. 2 (c) we plot the cpu time against the total number of cells n for each of the temporal integrators. The
Euler-Maruyama accounts for O(n) computations, the Milstein for O(n2), and the Runge-Kutta for O(n3). However,
for n < 100 we can observe a lower cpu time for Runge-Kutta, if compared with all the other integrators except for
the explicit Euler-Maruyama.

3.4. Positivity of the density through an adaptive time step
A natural constraint for physical systems is the positivity of the density field, and the numerical solution is ex-

pected to satisfy such a requirement. Numerical schemes with the property of preserving the positivity of the density
have been studied in the literature, specially in the context of deterministic conservation law PDEs [62, 67]. The
strategy is usually to derive a Courant-Friedrichs-Lewy (CFL) condition which imposes a constraint for the maximum
∆t so that the density always remains non-negative.

For particular discretizations of the numerical fluxes (20) it is also possible to derive a CFL condition for the
SPDE in (6). This CFL condition depends on the Gaussian distributions from the white noise (35), as well as on the
density profile. Following the derivation provided in [62] for a deterministic gradient flow equation, we proceed to
provide an example of the CFL derivation when the upwind discretizations (28) and (41) for the deterministic and
stochastic fluxes, respectively, are employed.

Lemma 3.1. Consider the SPDE (6) with initial data ρ0(x) > 0, together with the semi-discrete finite-volume scheme
(22) with the upwind discretizations for the deterministic (28)-(31) and stochastic (35), (41) fluxes. Assume that the
SPDE is temporally discretized with a deterministic Euler forward method. Then, the computed cell averages satisfy
ρ j ≥ 0, ∀ j, provided that the following two CFL conditions for ∆t hold:

1
2
− λ1u+

j+ 1
2
− λ2G

+

j+ 1
2
/
√
ρE

j β ≥ 0,
1
2
− λ1u−

j− 1
2
− λ2G

−

j− 1
2
/
√
ρW

j β ≥ 0, (57)

where

λ1 B
∆t
∆x

, λ2 B

√
∆t
∆x

, G j =W j
√

∆x∆t = N(0, 1), (58)

and G+
j+1/2, G−j+1/2 are constructed as in (42), so that

G+
j+1/2 = max

(
G j+1/2, 0

)
, G−j+1/2 = min

(
G j+1/2, 0

)
. (59)

Proof. Firstly, assume that for a given time t the computed solution for the density is known and positive: ρ j(t) ≥ 0,
∀ j. The new cell averages following a forward Euler temporal scheme in the finite-volume formulation (22) satisfy

ρ j(t + ∆t) = ρ j(t) − ∆t
[

Fd, j+1/2 − Fd, j−1/2

∆x
+

Fs, j+1/2 − Fs, j−1/2

∆x

]
. (60)
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Fig. 2: Strong (a) and weak (b) errors convergence for geometric Brownian motion. In (c) we report the cpu time for each time integration schemes
as a function of the number of cells n. EM: Euler-Maruyama, MI: Milstein, RK: Runge-Kutta. Explicit (θ = 0), semi-implicit (θ = 0.5) and implicit
(θ = 1).

Then, after substituting the deterministic and stochastic fluxes for their upwinded discretizations (28) and (41), re-
spectively, and by employing the notation specified in (58), it follows

ρ j(t + ∆t) =
1
2

(ρE
j + ρW

j ) − λ1

[
u+

j+ 1
2
ρE

j + u−
j+ 1

2
ρW

j+1 − u+

j− 1
2
ρE

j−1 − u−
j− 1

2
ρW

j

]
− λ2

[
G+

j+ 1
2

√
ρE

j /β + G−
j+ 1

2

√
ρW

j+1/β − G
+

j− 1
2

√
ρE

j−1/β − G
−

j− 1
2

√
ρW

j /β
]

=λ1

[
−u−

j+ 1
2
ρW

j+1 + u+

j− 1
2
ρE

j−1

]
+ λ2

[
−G−

j+ 1
2

√
ρW

j+1/β + G+

j− 1
2

√
ρE

j−1/β
]

+

[
1
2
− λ1u+

j+ 1
2
− λ2G

+

j+ 1
2
/
√
ρE

j β

]
ρE

j +

[
1
2
− λ1u−

j− 1
2
− λ2G

−

j− 1
2
/
√
ρW

j β

]
ρW

j .

(61)

Due to the fact that the reconstructed point values for the density ρE
j−1, ρE

j+1, ρW
j and ρW

j+1 are non-negative, and bearing
in mind that u+

j− 1
2
, G+

j− 1
2
≤ 0 and u−

j+ 1
2
, G−

j+ 1
2
≥ 0 due to (30) and (59), it follows that ρ j(t + ∆t) ≥ 0, ∀ j, provided that

the CFL conditions (57) hold.

The CFL conditions in (57) ensure that the density remains non-negative at all times, no matter the values produced
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by the normal distributions of the white noise spatio-temporal average (35). In the case of a rare event in which the
Gaussian distribution produces low-probability values located at the tales of the distribution, ∆t would be adapted
accordingly to ensure the positivity. This adaptive time strategy entails however two main disadvantages. First, it
requires to solve at each time step a second-order equation (in one-dimension) or a two-parameter equation in multi-
dimensional problems. Second, since the time-step size is dependent on the random number at each step, higher
(or lower) ∆t may be favored by some random numbers, thus not guaranteeing that the correct Brownian path is
followed[68].

Previous works in the literature have already addressed the issue of positivity by means of varied approaches. In
the context of FH, the authors of Ref. [35] have effectively opted for introducing cutting functions based on smoothed
Heaviside functions which prevent the density from becoming negative. The main drawbacks of this strategy are 1)
that, despite reducing the chances of having negative density values, positive densities are not guaranteed, and 2) that
it affects the density distribution.

A further alternative to preserve positivity lays in the concept of Brownian trees, which were firstly introduced in
[68] in order to address the numerical resolution of stochastic differential equations with variable time steps. The key
idea here is that, unlike with deterministic differential equations, it is vital to respect the Brownian path that is formed
after evaluating the normal distributions (35). This means that upon advancing our simulation from time t a certain
∆t1 and realising that the density in one of the nodes j has become negative we cannot just simply repeat the time step
with a shorter ∆t2 < ∆t1 in order to maintain positivity. The values of the normal distributions after the first trial of
advancing ∆t1 have to be respected if the Brownian path is to be preserved. In addition, those values of the normal
distributions at t + ∆t1 have to be employed when computing the values at t + ∆t2, even if the jump from t to t + ∆t1
has produced negative densities.

The solution to effectively take the statistical information at t + ∆t into account when repeating the time step is the
so-called Brownian bridge [69, 65]. It allows the computation ofW j in Eq. (34) at an intermediate time step t + ∆t/2
by means of the formula

W j

(
t +

∆t
2

)
−W j(t) =

W j (t + ∆t) −W j (t)
2

+N

(
0,

∆t
4

)
. (62)

As a result, our tactic consists of initially selecting an adequately small ∆t. Then, if after some time the density
becomes negative, ∆t is divided by 2 to compute the intermediate time step from the Brownian bridge (62). If that
intermediate state leads to further negative densities, the Brownian bridge is applied as many times as needed. The
information at t + ∆t is saved to be employed once all the intermediate time steps with non-negative densities are
computed. A pseudocode to implement the Brownian bridge is written in Algorithm 1. As a remark, the adequate
choice of a small initial ∆t for the simulation is essential to reduce the number of Brownian bridges to a minimum. A
compromise is of course needed, since an extremely small ∆t does not lead to negative densities but requires a high
computational cost for the simulation.

Algorithm 1: Algorithm adopted to overcome the issue of negative density. It is based on an adaptive
timestep combined with the Brownian bridge technique, that allows to preserve the properties of the proba-
bility distribution underlying the stochastic process.

Input: ρ(t)
Output: ρ(t + ∆t)

1 NegativeDensity=True;
2 ∆t = ∆t0;
3 partitions = 0;
4 while (NegativeDensity==True) do
5 NegativeDensity=False;
6 ρtmp = ρ;

7 for i← 0 to 2partitions do
8 compute Brownian bridge;
9 update ρtmp ;

10 if (any(ρtmp ) < 0) then
11 NegativeDensity=True;
12 end
13 end
14 ∆t ← ∆t/2 ;
15 partitions← partitions + 1;
16 end
17 ρ(t + ∆t)← ρtmp ;
18 return ρ(t + ∆t);
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Fig. 3: Flowchart reporting the main equations adopted to solve the overdamped FDDFT with a finite-volume approach. Arrows denote the
connections among the different steps. Blue boxes denote the options shown to provide the best accuracy and efficiency to simulate our SPDE (19),
as explained in Sect. 4.

3.5. Boundary conditions

In this section we analyse the implementation of boundary conditions for the cases of periodic, confined and open
systems. For systems with a periodic boundary, it is sufficient to impose

ρ0 = ρN . (63)

For no-flux conditions the boundary conditions to impose in the fluxes are

F j±1/2 = 0 for j = 0, N. (64)

Open systems in thermal and chemical equilibrium with a reservoir can be represented by a µVT ensemble with
constant grand potential Ω[ρ] = E[ρ] − µ

∫
ρdx, where E[ρ] = F [ρ] +

∫
V(x) ρdx with F [ρ] being the Helmholtz

free-energy functional, V(x) the external potential acting on the system and µ the chemical potential. Using the fact
that the functional derivative of Ω with respect to ρ is null in equilibrium, we obtain δE[ρ]/δρ = µ. Since the system is
assumed to be in contact with a reservoir at temperature Tres and chemical potential µres, the corresponding boundary
condition to be applied to compute the velocities u j+1/2 at the boundaries in (29) is(

δE

δρ

)
0

=

(
δE

δρ

)
N

= µres, (65)

with µres being the chemical potential of the reservoir. From the value of µres one can compute the density by solving
(10) for a fixed value of δE/δρ. This implies that the values of ρ0, ρN and any additional ghost node are imposed
from (65) for all times. Depending on the particular choice of free energy in (7), it may be possible to converge
to different density profiles depending on the initial condition for the iterative algorithm to solve (10). This open
boundary condition imposes a positive or negative flux of mass through the boundary, and as a result the total mass is
not conserved in time.
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4. Numerical applications

In this section we provide tests of the numerical schemes developed in Sect. 3. Initially, in subsection 4.1 we
conduct a simulation with a purely-diffusive ideal-gas free energy with noise and without external fields or interparti-
cles potentials. There are several theoretical results for such systems [38, 35] allowing us to benchmark the statistical
correlation and the structure factor from our numerical schemes. Further validation of the schemes will be offered via
comparison with our own MD simulations. The results of these tests show that the Runge-Kutta temporal integra-
tor (49) and the linear approximation of the stochastic flux (37)-(38) accomplish the best accuracy and efficiency to
simulate our SPDE (19). This choice is maintained in examples that follow.

Secondly, we provide a simulation for an ideal gas with a local confining external potential V(x), in order to test
the mean and variance of the density, the spatial correlation and the decay of the discrete free energy in time.

The simulations of ideal gases are also compared with results from MD simulations using the software LAMMPS
[70].

4.1. Ideal-gas system in equilibrium

Consider the SPDE in (6) without any external or interaction potential (V(x) = W(x) = 0) and applied to the
classical ideal-gas free energy

E[ρ] = β−1
∫

ρ (ln(ρ) − 1) dx, (66)

leading to a diffusive equation with multiplicative noise of the form

∂tρ = ∆ρ/β + ∇ ·
[ √

ρ/βW(x, ρ)
]
. (67)

The initial density profile is taken as the equilibrium one, with a constant value in all cells of ρ j = 0.5 and a total
number of particles of N = 1, 000 for the MD simulation. The mean density profile ρ at any time, taken as the mean
of the density ensemble averages at every cell, is expected to remain as ρ ≈ 0.5 throughout the simulation due to the
equilibrium state. The number of cells in the domain is n = 40, the cell size is ∆x = 50 and the time step is computed
as ∆t = 0.1∆x2 (selected as in [35]), the number of trajectories is 100, and the number of time steps is 2, 000, unless
otherwise stated in each of the tests. The boundary conditions are periodic and the parameter β is fixed at β = 1.

The objective is to evaluate how the different space and temporal numerical methods perform by focusing on four
different statistical properties at equilibrium: variance, spatial correlation, time correlation and structural factor. These
tests are usually employed in the literature for the validation of stochastic numerical schemes for FH [38, 35, 71]. The
advantage of testing these properties at equilibrium is that their exact theoretical values are known and can be used for
comparison purposes. Density fluctuations of an system with fixed volume V can be computed as 〈δρ2〉 = ρ2〈δN2〉/N2,
where N and 〈δN2〉 denote average and variance of the number of particles in V , respectively. As shown in Ref. [2],
the variance is given by:

〈δN2〉 = −T
N̄2

V2

(
∂V
∂p

)
T

(68)

where T and p are the temperature and pressure of the system, respectively. Employing the equation of state (in
reduced units) for an ideal gas, pV = NT , we obtain 〈δN2〉 = N. In the case of infinite systems, the fluctuations of
an ideal gas are spatially uncorrelated, namely 〈δρi(t)δρ j(t)〉 = 〈δρ2〉δK

i j . However, for finite systems the constraint
on conservation of mass introduces correlations [38]. Expressing the space correlations of density fluctuations as
〈δρi(t)δρ j(t)〉 = AδK

i j + B, then conservation of mass dictates
∑

i〈δρi(t)δρ j(t)〉 = 0, which corresponds to the constraint
B = −A/n, with n being the total number of cells. Moreover, in the limit n 7→ ∞ the fluctuations for an infinite system
have to be recovered, thus A = 〈δρ2〉. It follows that the spacial correlation for the closed system can be expressed as:

〈δρi(t)δρ j(t)〉 = 〈δρ2〉

(
δK

i j −
1
n

)
. (69)

The expression for the variance allows us also to obtain a quick estimation of the minimum cell size for which,
due to thermal fluctuations, negative density values are likely to occur. The expected value of the density fluctuations
for an ideal gas can be expressed as its standard deviation

√
〈δρ2〉 =

√
ρ/∆V . Thus, with a confidence of 99.7%,
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the maximum values of the density fluctuations will be
√
〈δρ2〉 |max∼ 3

√
ρ

∆V . It follows that the noise fluctuations
give unphysical density values lower than zero with a probability higher than 0.3% when the following condition is
verified:

3
√

ρ

∆V
& ρ or, equivalently ∆V .

3
√
ρ

(70)

Eventually, in subsubsection 4.1.5 we provide a discussion to elucidate which temporal integrator and spatial
discretization of the stochastic test performs more accurately and efficiently, bearing in mind the computational cost
and based on the results from the four tests. The justified choices, which are the Runge-Kutta temporal integrator
(49) and linear approximation of the stochastic flux (37)-(38), are employed during the four tests, in the sense that
the Runge-Kutta temporal integrator is employed when evaluating the different spatial discretizations, and the linear
approximation of the stochastic flux is employed when evaluating the temporal integrators.

4.1.1. Standard deviation
For this test we aim to evaluate how the standard deviation of the density varies depending on the number of

particles per cell Nc. We keep the total length and the total number of particles in the domain as constant, and we only
vary the number of particles per cell by enlarging or shortening the cell size ∆x. Consequently this analysis helps to
elucidate how changing the finite-volume lattice size affects the numerical statistical properties . The mean density of
the profile is ρ = N/(n∆x).

As shown above, the theoretical standard deviation of the diffusion SPDE (67) applied in finite systems in equi-
librium satisfies √

〈δρ2〉theory =
〈ρ〉
√

Nc

√
1 −

1
n
. (71)

As a remark, in spite of the fact that
√
〈δρ2〉theory holds for all Nc, previous studies [36, 71] have pointed out that there

should be a minimum of 5-10 particles per cell to recover the microscopic statistical properties by means of FH. This
occurs because with such low number of particles per cell the particle fluctuations are not accurately modelled with
the multiplicative noise in (67).

The results of this study are displayed in Fig. 4, depicting a comparison of the temporal schemes (a) and spatial
discretizations (b) against the theoretical standard deviation (71) and the one computed from MD. From both plots
we can observe how all the schemes approximate correctly the standard deviation for Nc > 5. Below that number
of particles per cell the standard deviations deviate from the expected ones. This result chimes in with the minimum
number of 5-10 particles per cell necessary to recover the statistical properties in FH.

There are no remarkable differences between the temporal integrators or spatial discretizations for the stochastic
flux.

4.1.2. Time correlations
The objective of this test is to measure the time correlation of the density in one specific cell of the domain. The

normalized time correlation function is defined as

CT (t) =
〈δρi(t)δρi(0)〉
〈δρi(0)δρi(0)〉

, (72)

where δρi(t) = ρi(t) − ρ. The time correlation function expected to decay in time for any process in equilibrium,
including the diffusion equation (67). Previous studies [38] have compared the numerical results with the Fourier
transform of the time correlation (72), which is denoted as the spectral density and for which there are explicit
expressions available. In spite of this, these exact expressions for the spectral density do not take into account the
finite-size effects from the numerical simulations, leading to a lack of agreement in the results [38].

We have then decided to compare the results obtained from the numerical schemes in Sect. 3 with MD simulations
only, which indeed take into account the finite-size effects of the numerical simulation. The results are displayed in
Fig. 5. For all schemes we evidence a clear decay in time of the time correlation. Concerning the temporal integrators,
the explicit ones (θ = 0) tend to be closer to the MD simulations for the initial short times, while the implicit ones
(θ = 1) provide a better approximation in the long-time regimes. With respect to the spatial discretizations for the
stochastic flux, the upwind one deviates the most from MD, while the rest of them behave similarly.
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Fig. 4: Standard deviation
√
〈δρ2〉 as a function of the number of particles per cell Nc (or, equivalently, as a function of the cell size given that

total volume and density of the system are kept constant throughout the simulations), for an ideal gas in equilibrium. (a) Temporal integrators.
EM: Euler-Maruyama, MI: Milstein, RK: Runge-Kutta, MD: Molecular dynamics. Explicit (θ = 0), semi-implicit (θ = 0.5) and implicit (θ = 1).
(b) Spatial discretizations of the stochastic flux. FO: Forward (36), UW: Upwind (41)-(42), LI: Linear (37)-(38), PR: Parabolic (39)-(40), MD:
Molecular dynamics, Theory: Eq. 71.
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Fig. 5: Temporal decay of the normalized time correlation CT , defined as in (72), for an ideal-gas system in equilibrium (a) Temporal integrators.
EM: Euler-Maruyama, MI: Milstein, RK: Runge-Kutta, MD: Molecular dynamics. Explicit (θ = 0), semi-implicit (θ = 0.5) and implicit (θ = 1).
(b) Spatial discretizations of the stochastic flux. FO: Forward (36), UW: Upwind (41)-(42), LI: Linear (37)-(38), PR: Parabolic (39)-(40), MD:
Molecular dynamics.

4.1.3. Spatial correlations
This test seeks to evaluate whether the proposed numerical schemes in Sect. 3 satisfy the exact spatial correlation

for finite-size systems derived above:

〈δρi(t)δρ j(t)〉 =
〈ρ〉

∆x

(
δi j −

1
n

)
. (73)

Contrary to the infinite-domain case where there are no spatial correlations between adjacent cells, for the finite-size
case there is an extra term 1/n which decreases as the number of cells n increases.

The results of this test are depicted in Fig. 6, with the normalized spatial correlation

CS (t) =
〈δρi(t)δρ j(t)〉
〈δρi(0)δρi(0)〉

(74)
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with δρi(t) = ρi(t) − ρ, plotted for each of the numerical schemes, the MD simulations and the exact expression (73).
The main conclusion is that most of the temporal integrators and spatial discretizations approximate adequately the
theoretical expression (73), as it is depicted in Fig. 6. The fully explicit and implicit Euler-Maruyama and Milstein
slightly deviate with respect to the theoretical spatial correlation in the cells adjacent to the central cell, while the
semi-implicit schemes perform correctly.
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Fig. 6: Normalized spatial correlation (74) for an ideal-gas system in equilibrium. (a) Temporal integrators. EM: Euler-Maruyama, MI: Milstein,
RK: Runge-Kutta, MD: Molecular dynamics. Explicit (θ = 0), semi-implicit (θ = 0.5) and implicit (θ = 1). (b) Spatial discretizations of the
stochastic flux. FO: Forward (36), UW: Upwind (41)-(42), LI: Linear (37)-(38), PR: Parabolic (39)-(40), MD: Molecular dynamics.

4.1.4. Structure factor
This test evaluates how the structure factor S at equilibrium is approximated by the temporal and spatial dis-

cretizations. Even though its general form satisfies (17), its theoretical expression for an ideal gas without external
potential is given by (18), so that for the current numerical simulation with β = 1 it follows that S/ 〈ρ〉 = 1.

The discrete structure factor is computed from Eqs (11)-(12). Firstly, the discrete spatial Fourier transform of the
density satisfies:

ρ̂(λ) =
1
n

∑
j

ρ je
−iλx j . (75)

Subsequently, the structure factor follows from

S (λ) =
〈δρ̂(λ) δρ̂∗(λ)〉

n∆x
, (76)

where δρ̂(λ) = ρ̂(λ) − 〈ρ̂(λ)〉 and ρ̂∗ denotes the complex conjugate of ρ̂.
The results of this test for the structure factor at equilibrium are depicted in Fig. 7. The theoretical value of

the structure factor, along with the performed MD simulations, allows us to judge whether the temporal integrators
and spatial discretizations perform accurately. On the one hand, from Fig. 7(a) one can appreciate how the explicit
Euler-Maruyama and Milstein temporal integrators overestimate the structure factor for large λ, while their implicit
versions underestimate it for large λ too. The semi-implicit schemes and the Runge-Kutta behave correctly, and the
small damping in the numerical structure factor for all λ is due to the choice of the hybrid deterministic flux, as it
was explained from Fig. 1. On the other hand, from the spatial discretizations of the stochastic flux there is a clear
deviation when applying the upwind form. In addition, the forward discretization seems to slihgtly oscillate for lower
λ. The rest of discretizations approximate the theoretical value correctly, with the small damping already mentioned.

4.1.5. Temporal integrators and spatial discretization of the stochastic flux
With respect to the temporal integrators, both the fully explicit and implicit Euler-Maruyama and Milstein present

certain deviations in the time correlation (Fig. 5), spatial correlation (Fig. 6) and structure factor (Fig. 7). Their semi-
implicit versions and the Runge-Kutta behave similarly in all tests, and approximate adequately the theoretical and
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Fig. 7: Structure factor (76) for an ideal-gas system in equilibrium. (a) Temporal integrators. EM: Euler-Maruyama, MI: Milstein, RK: Runge-
Kutta, MD: Molecular dynamics. Explicit (θ = 0), semi-implicit (θ = 0.5) and implicit (θ = 1). (b) Spatial discretizations of the stochastic flux.
FO: Forward (36), UW: Upwind (41)-(42), LI: Linear (37)-(38), PR: Parabolic (39)-(40), MD: Molecular dynamics.

MD results. Their relative costs are compared by means of Fig. 2. While the cost of Runge-Kutta escalates with
order O(n3), the cost of the semi-implicit Euler-Maruyama and Milstein has an order of O(n2). However, due to the
different constant coefficient in the cost, the plot clearly shows that for n < 100 the Runge-Kutta cost is lower than
the semi-implicit schemes, while for n > 100 it is higher.

The Milstein scheme, which guarantees a higher strong order convergence, was tested because in previous works
it performed well in conjunction with adaptive time-step algorithms based on Brownian trees [65]. However, from the
simulation results, we observed that the higher computational cost of this numerical method did not lead to a enhanced
accuracy compared to the implicit Euler-Maruyama and to the weak Runge-Kutta schemes. Because of these reasons
and together with the fact that in the simulations of this work n < 100, we select the Runge-Kutta temporal integrator.

Concerning the spatial discretization of the stochastic flux, the upwind choice does not approximate well the time
correlation and structure factor, while the forward approximation presents some deviation in the structure factor for
short λ. Hence the best choices are the linear and parabolic approximations, which behave similarly in all test cases.
We select the linear approximation due to its lower cost since it only depends on the density and white noise cell
averages of two cells and not four.

4.2. Ideal-gas system out of equilibrium

For this example we consider a free energy which includes the effects of a double-well external potential, so that

E[ρ] =

∫
ρ/β (ln(ρ) − 1) dx +

∫
V(x)ρ dx, (77)

and the shape of the external potential satisfies

V(x) = 5

( x
n∆x/2

)4

−

(
x

n∆x/2

)2 . (78)

Numerical simulations for deterministic gradient flow equations with the free energies of the form (77)-(78) have
already been provided in [62]. Here the objective is to evaluate how the numerical scheme in Sect. 3 for the FDDFT
(19) with the free energy (77)-(78) performs by comparing with MD simulations. We also include a comparison with
the corresponding deterministic DDFT, which is obtained in the mean-field limit (the most-likely path of FDDFT as
noted in the Introduction).

The simulation is performed in a mesh where the number of cells is n = 40, each of them with width ∆x = 5. The
time steps are ∆t = 1 and the number of time steps is nt = 2000. The ensemble averages are computed from a number
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of trajectories of ntra j = 1000. We select β = 1. The MD simulation is performed by simulating N = 200 particles,
while the deterministic DDFT simulation applies the numerical scheme in [62] for gradient flow equations.

The results are depicted in Fig. 8. Fig. 8 (a) displays the ensemble average of the density profile at different
times. The three simulations provide similar results and we can conclude that the three approaches are comparable
when evaluating the ensemble average profile. Concerning the standard deviation results in Fig. 8 (b), we find that
FDDFT matches with MD and the theoretical results in (71), while DDFT, being deterministic, presents zero standard
deviation. As already mentioned, the FDDFT values of the standard deviation are slightly lower than the MD and
theoretical ones due to the choice of the deterministic flux in a similar fashion to Figs1-4. Fig. 8 (c) shows the spatial
correlation computed as in Eqs (73)-(74), with the MD and FDDFT results approximating correctly the finite-size
theoretical expression in (73). DDTF does not have any spatial correlation due to the lack of fluctuations. Finally, in
8 (d) the temporal evolution of the free-energy functional depending on the ensemble average density is plotted. For
the DDFT case one can appreciate that there is decay at all times, while for MD and FDDFT there are short increases
of the free energy triggered by the fluctuations, in spite of the fact that during the evolution there is a general decay in
the free energy.
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Fig. 8: Time evolution of mean density (a) and density standard deviation (b) fields computed with FDDFT, DDFT and MD simulations. A
comparison in terms of steady state spatial correlations is reported in (c). In (d), we report the decrease in time of the energy functional of the mean
density.
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Fig. 9: On panel (a), we report the bulk phase diagram for the discretized LJ system. Panel (b) shows the grand free-energy landscape as function
of the system density for some supersaturation ratios adopted in this study. In (c) we provide an example of free-energy landscape for systems with
a non-uniform density field, with two varying densities ρ̃1 and ρ̃2. The dotted black line denotes the curve corresponding to bulk uniform systems.

4.3. Homogeneous nucleation in Lennard-Jones systems

The importance of fluctuations during phase transitions is crucial when considering the homogeneous vapour-
liquid transition of a Lennard-Jones fluid. Within the framework of DFT, the fluid density profiles of a one-dimensional
open system that can exchange particles with a reservoir at constant temperature and chemical potential µ, can be ob-
tained from an unconstrained numerical minimization of the grand free-energy functional

Ω[ρ(x)] = F [ρ(x)] +

∫
(V(x) − µ) ρ(x) dx. (79)

In general, F [ρ(x)] is not analytically obtainable from first principles, except in few cases, i.e. ideal gases and
hard-sphere fluids. In the remaining cases, F [ρ(x)] is either numerically obtained from atomistic simulations or is
approximated by means of perturbation expansions around a known free energy [19]. Similarly to previous works
on DFT [25, 29], we approximate F [ρ(x)] of an LJ fluid according to the first-order Barker-Henderson perturbation
theory expansion around the hard-sphere fluid free energy [72], namely as

F [ρ(x)] =

∫
{ fID[ρ(x)] + ρ(x) fHS(ρ(x))} dx +

1
2

∫ ∫
ρ(x)ρ(x′)W(x, x′) dx dx′, (80)

where fID, fHS and W(x, x′) denote ideal gas, hard-sphere repulsive interactions and LJ attractive contributions, re-
spectively. The free energy of an ideal gas is given by

fID[ρ(x)] = kBTρ
(
ln

(
λ3ρ

)
− 1

)
, (81)

where λ is the thermal de Broglie wavelength. The hard sphere free-energy density fHS is obtained from the Carnahan-
Starling equation of state for the hard sphere fluid, which reads [73]

fHS (ρ(x)) = kBT
(

4η − 3η2

(1 − η)2

)
, with η =

π

6
ρσ3 (82)

and with σ being the hard sphere diameter and set to one in this work. Finally the LJ (attractive) contributions are
taken into account by the following expression:

W(x, x′) =

−1.2 π ε if | x − x′ |≤ 1,
π ε

(
0.8 | x − x′ |−10 −2 | x − x′ |−4

)
otherwise,

(83)

which is derived by integrating along y and z the 12-6 LJ potential [29].
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Fig. 10: Homogeneous nucleation of a vapour LJ system in metastable conditions with supersaturation ratio s. We report on the left column the
mean field evolution, while on the right a single realization of the stochastic dynamics.

In order to analyse the vapour to liquid (first-order) phase transitions, we first compute the coexisting density
profiles. The coexisting values of vapour and liquid density (binodal line) are denoted as ρv and ρl respectively, and
are obtained by solving the following system of equations:

∂Ω
∂ρ

∣∣∣∣
ρv

= ∂Ω
∂ρ

∣∣∣∣
ρl

= 0,

Ω
[
ρv

]
−Ω

[
ρl
]

= 0.
(84)

The meta-stable regions are delimited by the binodal and spinodal lines. The spinodal lines correspond to the inflection
points of the grand free energy, hence are evaluated by solving:

∂2Ω

∂ρ2

∣∣∣∣∣∣
ρv

=
∂2Ω

∂ρ2

∣∣∣∣∣∣
ρl

= 0. (85)
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Fig. 11: Panel (a) reports the evolution in time of the average system density for the supersaturation ratios adopted in this study. Panel (b) shows
the time-evolution of the system free energy for the supersaturation ratios adopted in this study. In (c), the nucleation growth rate is plotted against
the free-energy barrier.

Finally, the bulk critical point is given by the intersection between binodal and spinodal lines, and thus is computed
as

∂Ω

∂ρ

∣∣∣∣∣
ρc,Tc

=
∂2Ω

∂ρ2

∣∣∣∣∣∣
ρc,Tc

= 0. (86)

In Fig. 9(a), we report the bulk phase diagram obtained from the discretized grand free energy of the LJ fluid. Solid
curves depicts the binodal, i.e. the locus of liquid-gas coexistence, while dashed curves depicts the spinodal, i.e.
the boundary between the metastable and the unstable regions. The black circle designates the bulk critical point at
ρc ∼ 0.3 and Tc ∼ 1.35.

If we denote with ρv the vapour coexistence density at a given temperature, the supersaturation ratio is defined as
s = ρ/ρv. We will study the nucleation of vapour systems with identical temperatures, but different initial supersat-
uration ratios. Figure 9(b) depicts the free-energy landscape as a function of the bulk density for such systems. At
coexistence s = 1, two stable basins are present, which means that the system has equal probability of being in one
of the two. Increasing the supersaturation ratio, the high density wells, corresponding to the liquid phase, enhances
its stability, thus leaving the vapour density in a metastable condition. Also, the energy barrier that the system has
to overcome to pass from the vapour to the liquid phase decreases with s, until it becomes null at a supersaturation
corresponding to the spinodal line. In such condition only one minimum of the grand free energy exists.

A physical description of the phase transition would consist of an initial and final uniform system densities, but
also of a non-uniform density field during the transition. This means that the bulk grand-free energy in Fig. 9(b),
being only valid for uniform densities, describes the system only in the initial and final stages, but it does not provide
information on the transition path. The grand free energy for non-uniform systems is in general a function of each
cell density, i.e. it is an n-dimensional manifold. To give a representative example of this, in Fig. 9(c) we report our
LJ grand-free energy for a non uniform system, constrained to have only two varying densities ρ̃1 =

{
ρ1 = · · · = ρn/2

}
and ρ̃2 =

{
ρn/2+1 = · · · = ρn

}
. The bulk free energy is then recovered for ρ̃1 = ρ̃2 (dotted black line).

Single trajectories of the vapour to liquid phase transition, at different supersaturation ratios, are reported in
Fig. 10. For comparison purposes, we perform simulations of the FDDFT and its mean field (deterministic) counter-
part. In order for the transition to occur, the system grand free energy has to overcome an energy barrier. Such passage
requires a local injection of energy, thus it is triggered by fluctuations. As a consequence, the mean field approach
fails to describe the transition. Moreover, as expected by looking at the energy barrier in Fig. 9, the transition is
favoured by higher supersaturation ratios.

In addition to the presence of fluctuations, the phase transition is allowed due to the open boundary conditions
imposed in the system. These boundary conditions are described in subsection 3.5, and basically model the exchange
of particles with a reservoir at constant temperature Tres and chemical potential µres. Thanks to them the mass of the
system can increase (or decrease), thus permitting the transition from the lower-density minimum at the left of Fig. 9
(b) to the higher-density ones at the right. However, it is important to remark that these boundary conditions do not
simply add (or remove) mass to the system. The imposed chemical potential at the boundary, µres, can be iteratively
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solved to obtain the value of the density that satisfies it. We choose µres so that this iterative algorithm may converge
to one of the two minima in Fig. 9 (b), depending on the initial conditions for the iteration. For the two simulations in
Fig. 10 we always select to converge to the lower-density minimum in Fig. 9 (b). This is why, with identical boundary
conditions, the mean field deterministic simulation at the left of Fig. 10 remains at the minimum of the left of Fig. 9
(b) and conserves the mass. On the contrary, the FDDFT simulation at the right of Fig. 10 is able to increase the mass
thanks to the constant density at the boundary, which allows a continuous exchange of particles.

The trend observed in Fig. 10 is quantitatively analysed in Fig. 11, where we report the data obtained performing
the ensemble average of 10 nucleation trajectories for each supersaturation ratio. Figure 11(a) shows the average
density increase as a function of time. The initial and final average system densities are consistent with the vapour
and liquid bulk densities predicted by the grand-free energy analysis.

The free energy evaluated at each time as function of the average density is reported in Fig. 11(b). The initial
free-energy value, corresponding to the vapour metastable basin, evolves in time in order to the reach the more stable
liquid basin, as predicted by Fig. 9(b). It is interesting to notice that the passage between the two basins implies a
slight increase in the free energy due to the energy barrier overcome by the density field fluctuations.

We noticed that the average density kinetics is characterized by three main stages: 1) an initial latency period, 2)
a growth period and, 3) an asymptotic relaxation towards a plateau, corresponding to the liquid phase density. This
dynamics is consistent with the multi-stage nucleation pathway experimentally observed and theoretically studied in
the phase-transition research community [74]. The growth period exhibits a linear-like trend, with slopes representing
the nucleation growth rate J. As reported in the plot in Fig. 11(c), an Arrhenius like relation (as is the case with
thermally activated processes) is observed between J and the grand-free energy barrier ∆E, i.e.

J ∼ K exp
{
−

∆E

T

}
, (87)

where J is the growth rate K in the limit of a zero energy barrier. It is worth noticing that the pre-exponential factor
K in reality is not a constant, but can be often approximated as constant over limited supersaturation regions [75, 65].

Finally, we remark that the finite-volume scheme is able to accurately simulate processes where the number of
particles per cell is greater than 5, as showed in subsection 4.1.1. For any process that involves smaller scales one
has to rely on MD simulations. This could be relevant for certain processes such as nucleation, which may require
capturing system features down almost to particle scales at initiation.

5. Summary and conclusions

We have developed an efficient and robust finite-volume numerical scheme for solving stochastic gradient flow
equations, inspired by the ones from FDDFT, which also contributes to a better understanding of the effects of thermal
fluctuations in physical phenomena. While previous works developed numerical methodology only applicable to a
limited range of free energies (e.g. ideal-gas free energies such as in Refs [35, 71]), our proposed scheme deals
effectively with general free-energy functionals, including for instance external fields or interacting potentials.

Our numerical methodology essentially comprises: a hybrid space discretization based on central and upwind
schemes, for both deterministic and stochastic fluxes; a family of implicit-explicit Euler and Milsten time integrators,
together with a weak second-order Runge-Kutta scheme; an adaptive time-step scheme, based on the Brownian bridge
technique, which ensures the non-negativity of the density; and appropriate boundary conditions. The proposed
scheme overcomes limitations of previous approaches in the literature. What is more, the hybrid approach provides
an optimal compromise between statistical properties of the stochastic field and spurious oscillations. Additionally,
our adaptive time-step scheme represents an alternative approach to preserve density positivity, without including
artificial limiters.

In addition, we validate the proposed scheme by means of several numerical applications. First, we study the
variance, temporal and spatial correlations, and structure factor of an ideal gas at equilibrium, comparing the results
of our finite-volume solver with theoretical results from the literature and our own MD simulations. Consistently
with previous works, we find that a minimum number of 5 − 10 particle per cell is required in order for FDDFT to
match atomistic simulations results. We the examine the out-of-equilibrium evolution of an ideal gas in a double-
well external potential. As expected in this case, our stochastic solver accurately reproduces local mean density,
local density fluctuations and spatial correlations obtained with MD simulations. We also highlight that, for the
deterministic case/DDFT where thermal fluctuations are not included, the results are consistent with both FDDFT
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and MD. Finally, we simulate homogeneous nucleation kinetics of a fluid consisting of particles interacting through
an LJ-like potential. Our results for the phase diagram match the theoretical results and serve so as to illustrate the
crucial role of fluctuations to surmount free-energy barriers. Moreover, as expected, an exponential law is observed
for the nucleation growth rate as function of the metastable free-energy barrier.
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Appendix A. MD simulations details

MD simulations are performed using the Large-Scale Atomic/Molecular Massively Parallel Simulator (LAMMPS)
[70]. Particle positions and velocities are integrated in time using the velocity-Verlet algorithm, with a time-step of
dt = 0.001τ. The system is simulated at constant temperature and volume, so that particle coordinates are consistent
with the canonical ensemble (NVT). Specifically, the temperature T = 1 is kept constant during the simulations using
a Langevin thermostat. All the physical quantities are expressed in reduced units, i.e. they are nondimensionalized
with the fundamental quantities σ, ε and m, representing distance, energy and mass, respectively. Further, without
loss of generality, σ, ε, m and the Boltzmann constant kB are set equal to unity.

As discussed extensively in [1], a macroscopic field X(r, t) can be extracted from particle coordinates as X(r, t) =∑
i χiφ(ri(t) − r), where χi is the information of interest of particle i at position ri at time t, and φ is a kernel func-

tion(commonly a piecewise constant, Gaussian, or polynomial function). In this work, we adopt a piecewise constant
function defined as:

φ(y) =

 1
∆x for ‖y‖ < ∆x/2,
0 otherwise ,

(A.1)

with ∆x being the width of each bin. In each comparison, we match the ∆x for MD simulations with the one for the
discretized FDDFT. Using the above, the instantaneous macroscopic density profile for a single trajectory is computed
as:

ρ(x, t) =
∑

i

miφ(xi(t) − x), (A.2)

where mi is the mass of the particle i.

Equilibrium simulations. MD simulations of ideal gas fluids in equilibrium are performed using a fixed number of
particles (1, 000) in a 1D domain of length 2, 000 (in reduced units) with periodic boundary conditions. The system
is equilibrated and then a run of 2 × 107 time steps is performed, during which fluid particle positions and velocities
are stored every 104 time steps for analysis. The process is repeated 103 times to generate independent trajectories.

Non-equilibrium simulations. MD simulations of ideal gas fluids in non-equilibrium conditions are performed using
a fixed number of particles (200) in a one-dimensional (1D) domain of length 200 (in reduced units) with periodic
boundary conditions, under an external potential:

V(x) = 5
[( x

200

)4
−

( x
200

)2
]
. (A.3)

A run of 2×106 time steps is performed, during which fluid particle positions and velocities are stored every 103 time
steps for analysis. The process is repeated 103 times with different (random) initial conditions to generate independent
trajectories and gather statistics.
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Appendix B. Time integrators stability analysis

Both stability and accuracy of the different time-integrators are relevant, given that large time-steps are required in
many applications (for instance, for transitions occurring over long time-scales). In the main text, we focused on the
accuracy of the schemes comparing finite-volume schemes, MD and theoretical results. Here we analyze the stability
of the different time integrators with respect to the time-step size.

Specifically, in Fig. B.12 we report a comparison of the fluctuations standard deviation obtained with some se-
lected time integrators and the MD-theoretical results for varying time step sizes ∆t0. It is worth underlying that,
because of the adaptive time step adopted in the simulations, ∆t0 represents only the initial time-step and the effective
time-step may not be constant throughout the simulations, i.e. it may be lower than ∆t0. The system considered here is
the same ideal gas system (with average density ρ̄ = 0.5) used for the analyses in the main text. The cell size adopted
is ∆x = 50, corresponding to a number of particles per cell Nc = 25. Moreover, we do not report the results for the
Milstein schemes, since in previous tests we did not observe any relevant difference between the Milstein scheme
and the Euler-Maruyama one as far as the mean, variance and correlations are concerned. Figure B.12 shows that the
semi-implicit scheme outperforms both explicit and implicit schemes at high ∆t0/ (∆x)2, becoming the time-integrator
of choice for computations requiring large time-steps. Moreover, the explicit Runge-Kutta scheme shows an enhanced
stability compared to both implicit and explicit Euler-Maruyama.
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